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“One model is supposed to apply everywhere and always. Each country is just a point
on a cross-section regression, or one among several essentially identical regressions,
leaving only grumblers to worry about what is exogenous and what is endogenous,
and whether simple parameterizations do justice to real differences in the way the
economic mechanism functions in one place or another.”
Solow (1986, p.S23)

“As a careful reading of Solow (1956, 1970) makes clear, the stylized facts for which
this model was developed were not interpreted as universal properties for every coun-
try in the world. In contrast, the current literature imposes very strong homogeneity
assumptions on the cross-country growth process as each country is assumed to have
an identical . . . aggregate production function.”
Durlauf, Kourtellos, and Minkin (2001, p.929)

Robert Solow’s criticism of empirical cross-country growth analysis rings as true today as it
did in 1986, despite the explosion of empirical papers on the topic in the 1990s following the
seminal contributions by Barro (1991) and Mankiw, Romer, and Weil (1992). In essence, as
Durlauf et al. (2001) comment, one model of common technology parameters1 — the coeffi-
cients on labour, capital and material inputs — and (in the original representation) common
Total Factor Productivity (TFP) is supposed to apply everywhere and always, one aggregate
model is assumed to correctly summarise a sample of economies at very different stages of in-
dustrial development and made up of diverse industrial sectors. Later variations on the theme
have introduced limited forms of heterogeneity in TFP, using intercepts and trends for heteroge-
neous TFP levels and constant TFP growth rates, but at the same time cross-country regression
models have for the most part held on to the common technology specification.

We believe that there are a number of important reasons why one might want to side with Solow
and reject the standard cross-country growth regression framework and its panel cousins. Rather
than to simply ‘grumble’ about parameter heterogeneity in the observables and unobservables,
we show that this property has very important implications for estimation and inference once the
pertinent time-series properties of the data (nonstationarity, cointegration, cross-country corre-
lation) are recognised. Intuitively, the heterogeneity in production technology could be taken to
mean that countries can chose an ‘appropriate’ production technology from a menu of feasible
options. The cross-country heterogeneity in unobservables (TFP) relates to both differences in
the underlying processes that make up TFP and in the impact of these processes on output.

The majority of regression approaches following the standard empirical models tend to yield
implied technology coefficients considerably out of line with macro evidence on factor income
shares. Following Mankiw et al. (1992) most empirical studies put this down to the failure
to account for forms of intangible capital (human capital, ‘social capital’) in the regression
model. This belief has led to a growth empirics literature that for the most parts neglects
technology-parameter heterogeneity across countries as well as dynamics. Instead, the main-
stream literature favours ever more sophisticated statistical devices — most recently Bayesian
Model Averaging and ‘general-to-specific’ automatic model selection algorithms — to pick out
the ‘relevant’ variables in an augmented Solow regression model with time-averaged variables,
so-called ‘Barro-regressions’. At the last count no fewer than 145 variables have been investi-
gated in their impact on growth (Durlauf, Johnson, & Temple, 2005) and most were found to
matter.
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A small number of papers however question this paradigm and have integrated considerations of
parameter heterogeneity and variable nonstationarity into their cross-country empirics. Their
regression results are encouraging and further diagnostic tests for variable nonstationarity and
parameter heterogeneity confirm both of these properties in a formal manner (Pedroni, 2007;
Canning & Pedroni, 2008). Our approach in this paper is in the same spirit and further high-
lights the importance of cross-section dependence in macro productivity analysis (Eberhardt &
Teal, 2008; Costantini & Destefanis, 2009; Eberhardt & Teal, 2009). We will make use of recent
developments in the panel time-series literature which have relaxed the standard assumption of
cross-section independence. This has led to the development of analytical methods robust to
the impact of correlation across panel units (Bai & Ng, 2004; Pesaran, 2006, 2007; Kapetanios,
Pesaran, & Yamagata, 2008; Bai, Kao, & Ng, 2009). In the context of cross-country growth
and development analysis, the potential for this type of data dependency is particularly salient,
given the interconnectedness of countries through history, geography and trade-relations.

Nonstationarity, TFP heterogeneity (including the potential for cross-section dependence), and
technology heterogeneity — these three themes thus form the framework for this survey. The
issues surrounding the time-series and cross-section correlation properties of macro panel data
in their impact on model specification have previously not been considered in great detail in the
empirical growth literature (Temple, 1999; Durlauf et al., 2005), but have solid foundations in
the theoretical literatures on growth and econometrics respectively. As our discussion will de-
velop, we believe that they should be recognised as integral parts of the growth empirics canon.
Existing empirical work instead has worried about the potential endogeneity of regressors in the
empirical framework, an issue which is given considerably more attention in the literature than
the potential misspecification of the empirical regression model.

We believe that our review of the cross-country growth empirics literature is particularly timely,
as over the recent years empirical development economics has witnessed the emergence of two
powerful analytical tools which explicitly or implicitly question the validity of cross-country re-
gressions and signal nothing less than a paradigm shift in the field. The first of these new tools
is the increased use of ‘randomised experiments’ in economics (see Banerjee & Duflo, 2008),
which have been brought to great prominence by Abhijit Banerjee, Esther Duflo and collabora-
tors at the Abdul Latif Jameel Poverty Action Lab (J-PAL), MIT. The work by these authors
frequently refers to ‘hard evidence’ of causal links between economic and social processes and
implies that cross-country growth regression results certainly do not attain this status. The
second approach is that of ‘growth diagnostics’ (see Hausmann, Rodrik, & Velasco, 2006), de-
veloped by a group of economists at the Kennedy School of Government, Harvard University,
including Dani Rodrik, Ricardo Hausmann and Lant Pritchett. Their method calls for country-
specific analysis by development experts to identify the most important binding constraints to
growth and development. Both of these approaches are in agreement that cross-country growth
regressions are uninformative as to the causes of growth and this empirical approach is now
deeply unfashionable. The fact that we have not learnt the causes of growth from cross-country
regressions does not mean we have learnt nothing and — as this survey will seek to demonstrate
— it does not mean that we cannot learn more by using appropriate methods.

The remainder of this paper is organised as follows: the next section presents and motivates
two general empirical frameworks for cross-country production analysis, one for the production
function approach, a second for the convergence regression equation. These are shown to encom-
pass a wide variety of modelling approaches representing the full evolution of growth empirics
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over the past two decades. Our aim here is not to provide an exhaustive review of the empirical
growth literature, but to highlight the gradual relaxation of assumptions over the course of this
period. In Sections 2, 3 and 4 we discuss the central issues of parameter heterogeneity, variable
nonstationarity and cross-section dependence in great detail and show how their interplay leads
to the breakdown of standard assumptions in the empirical estimators commonly applied in the
literature. A brief conclusion summarises the arguments.

1 A general empirical framework for production analysis with

cross-country panel data

This section sets out two general empirical framework for a macro production function and the
implied convergence equation from the canonical Solow model based on the standard Cobb-
Douglas specification.2 It motivates their specification and shows that they encompass the most
important models of the empirical growth literature in the past two decades. We set out the
general production function and convergence equation models below as a means to build an
encompassing framework for the literature which affords maximum flexibility with regard to
specification. Our focus in this survey is on cross-country macro data. The question whether
the empirical specification is most appropriately applied to data at the aggregate economy or
at the sectoral level, although in our view of great importance, is not central to the discussion.
This aside, the question as to how to empirically implement these general models is a separate
issue and we refer to recent contributions to the nonstationary panel econometric literature for
suggestions (Bai & Ng, 2004; Coakley, Fuertes, & Smith, 2006; Pesaran, 2006; Kapetanios et al.,
2008). In our review of the growth empirics literature we discuss the restrictions made by each
of the seminal contributions on the general model and set out their implications for estimation
and inference.

1.1 An encompassing framework

We assume panel data for N countries, with a substantial time-series dimension T which may
vary across countries (unbalanced panel). For the empirical production function let

Oit = αi Lit + βiKit + γiMit + uit uit = A0,i + λ′

ift + εit (1)

for i = 1, . . . , N and t = 1, . . . , T . We can think of the this framework as representing N country
equations, or a single pooled equation. O represents gross output, L labour force, K capital
stock and M material inputs (all in logarithms). These represent the observable variables of
the model. For TFP we employ the combination of a country-specific TFP level A0,i and a
set of common factors ft with country-specific factor loadings λi — TFP is unobserved. We
introduce common factor models in detail in Section 3; for the time being we highlight this speci-
fication of unobservables as a flexible way to allow for each country to be influenced differentially.

Much of the micro-econometric literature on production functions adopts gross-output based
models, but at the macro level, a specification using value-added (Y in logs) as dependent
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variable is more common:

Yit = αva
i Lit + βva

i Kit + uit uit = Ava
0,i + λ′

ift + εit (2)

Our notation in (2) indicates that parameter values and interpretation will differ between a
value-added based and gross-output based empirical specification, but under certain assump-
tions we can transform results to make them directly comparable.3

We maintain the following assumptions for the general output-based production function model
and the data it is applied to (similarly for the VA-variants):

A.1 The parameters αi, βi and γi are unknown random coefficients with fixed means and
finite variances. Similarly for the unknown factor loadings, i.e. λi = λ + ηi where ηi ∼
iid(0,Ωη).
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A.2 Error terms εit ∼ N(0, σ2), where σ2 is finite.

A.3 The unobserved TFP evolution, captured by λ′

ift, can contain elements which are common
across countries as well as elements which are country-specific.

A.4 Observable inputs xit = {Lit, Kit, Mit} and output Oit, as well as the unobserved common
factors ft are not a priori assumed to be stationary variables/processes.

A.5 The observable inputs xit may be functions of some of the unobserved common factors ft

driving output. This would lead to correlation between regressors and unobservables uit,
creating difficulties for the identification of the technology parameters αi, βi, γi.

The majority of the growth empirics literature does not estimate production functions, but
focuses on versions of the ‘convergence regression equation’ (Mankiw et al., 1992), which is
exclusively estimated for aggregate economy data. In its simplest form — without human
capital augmentation — this links country i’s per capita GDP (yi in logs) to a proxy for its
savings rate (sk

i in logs). For the most general, ‘unrestricted’ form of this equation let

yi,t2 − yi,t1 = −
{

1 − e−ξiτ
}(

βva
i

1 − βva
i

)

(δ + n̄iτ + µ⋆) (3)

+
{

1 − e−ξiτ
}(

βva
i

1 − βva
i

)

s̄k
iτ −

{

1 − e−ξiτ
}

yi,t1 + uiτ

uiτ =
{

1 − e−ξiτ
}

Ava
0,i +

{

1 − e−ξiτ
}

λ′

ifτ + εiτ (4)

where τ = t2 − t1 (more on this notation below). n̄ is the average population growth rate over
period τ and s̄k is the average savings rate over the same period. δ is the depreciation rate for
physical capital and ξ indicates the speed of convergence (per annum) to either a common or
country-specific steady-state equilibrium, depending on specification.

n̄, s̄k and y are the observable variables in this framework, whereas TFP (Ava
0,i and λ′

ifτ ) is
unobserved. This framework allows for TFP evolution to differ across time and countries. Note
that there is an additional parameter which also refers to TFP growth, namely µ⋆: this is the
outcome of Solow’s steady-state equation for income, where capital stock per effective worker
k∗ is a function of both the savings rate sk and as well as population growth, TFP growth and
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capital depreciation (δ+n+µ⋆). We adopt this notation to highlight that empirical work using
this type of framework has commonly neglected µ⋆, which together with depreciation δ is simply
assumed to equal a constant 5% per annum in all countries.5

Following estimation, the coefficients on the observables in this model can be transformed to
yield the ‘implied’ capital coefficient βva

i . As in the production function framework, this βva
i is

the technology parameter in a Cobb-Douglas production function that frames the production
analysis. Although the literature refers to equations like (3) as ‘growth regressions’, this is
essentially a levels regression where yi,t1 has been subtracted from both sides to investigate out-
of-steady-state behaviour.6 The convergence regression model can be rewritten as an equivalent
dynamic panel equation with variables in levels on both sides (see Islam, 1995; Bond, 2002) to
underline this point.

This framework provides us with a panel of T/τ equations for N countries. We briefly illustrate
the implications of adopting different values for τ : at one extreme, if τ = T , we have a single
cross-section regression equation with N observations. Let t2 = 1985 and t1 = 1960, thus τ = 26,
then (3) transforms into

yi,1985 − yi,1960 = −
{

1 − e−ξiτ
}(

βva
i

1 − βva
i

)

(δ + n̄i + µ⋆) (5)

+
{

1 − e−ξiτ
}(

βva
i

1 − βva
i

)

s̄k
i −

{

1 − e−ξiτ
}

yi,1960 +
{

1 − e−ξiτ
}

ava + εi

where TFP levels Ava
i,0 and evolution λ′

ifτ have been subsumed into a single intercept term ava.
Since the steady-state equation is valid at any point in time (provided the economy is close to
the steady state), this intercept term ava represents initial TFP level Ava

0
as well as the constant

for TFP evolution λift. Our discussion in section 1.3 will highlight the important assumptions
implicit in this specification of TFP.

At the other extreme, if τ = t we have a panel of dimension T ×N

∆yit = −
{

1 − e−ξi

}(
βva

i

1 − βva
i

)

(δ + nit + µ⋆) (6)

+
{

1 − e−ξi

}(
βva

i

1 − βva
i

)

sk
it −

{

1 − e−ξi

}

yi,t−1 + uit

uit =
{

1 − e−ξi

}

Ava
i,0 +

{

1 − e−ξi

}

λ′

ifτ + εit (7)

where we have Ava
i,0 and λift, to capture the unobservables.

The two examples indicate that the choice of τ has considerable impact on empirical implemen-
tation, as will become clearer when we discuss the applied literature below. We maintain the
following assumptions for the general convergence model in (3) and the data:

B.1 The parameters βva
i , ξi are unknown random coefficients with individual means and finite

variances. Similarly for the unknown factor loadings λi.
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B.2 Error terms εiτ ∼ N(0, σ2), where σ2 is finite.

B.3 The specification of TFP levels and their evolution paths is equivalent to an unobserved
common factor model which allows for common and idiosyncratic elements of TFP.

B.4 We allow for the possibility that the observed inputs (sk
iτ , niτ ), per capita GDP (yi,t1)

and the unobserved factors driving TFP evolution (ft) may be nonstationary. The conse-
quences of this property will be investigated.

B.5 The observable inputs xit may contain some of the unobserved common factors ft driving
output. This would lead to correlation between regressors and unobservables uit, making
the technology parameters difficult to identify.

In econometric terms, the setup in the general empirical production function and convergence
equation frameworks allows for parameter heterogeneity across countries in the impact of observ-
ables (factor-inputs) and unobservables (TFP) on output. The common factor model specifica-
tion for the production function errors uit, equation (1), operationalises cross-section dependence
in the panel, whereby unobserved processes are correlated across countries. Note that this spec-
ification encompasses the case of serial correlation in the uit, which can be thought of as arising
from persistence in one or more of the common factors, i.e. ft = µ + ρft−1 + et where µ is a
drift term and 0 < ρ ≤ 1. The impact of processes driving TFP evolution can be heterogeneous
(λi) or homogeneous (λi ≡ λ∀i) across countries, or a mixture of both. Furthermore, since ob-
servable inputs may be driven by (some of) the same unobserved factors as output we encounter
variable endogeneity, which makes it difficult to identify the technology parameters separately
from the factor loadings λi. Factor-input variables and output, as well as unobserved factors
may be nonstationary. This allows for a number of potential cases: firstly, factor-inputs and
output are nonstationary and cointegrated; secondly factor-inputs, output and (some) common
factors are nonstationary and cointegrated; and thirdly, neither of the above (noncointegration).
Whether cointegrating vectors are homogeneous or heterogeneous across countries depends on
the nature of the factor-input parameters (αi, βi, γi). Thus our empirical frameworks provides
maximum flexibility with regards to the time-series and cross-section properties of the variable
series and unobserved processes analysed. Similarly for the VA production function and the
general convergence equation in (3).

Note that our discussion thus far has focused on ‘structural regression models’: in a structural
regression equation the specification arises out of the steady-state solutions of a theory model,
as exemplified by the human capital augmented Solow-model of Mankiw et al. (1992). In a
structural model the regressors are assumed exogeneous by theoretical construction. Many
empirical papers have however entered additional covariates into the convergence specification
of Mankiw et al. (1992) without deriving their impact in the solution to an economic theory
model. These ‘reduced form’ regressions are also referred to as ‘Barro regressions’, following the
seminal contribution by Robert Barro (1991). Typically a range of instrumentation strategies
are employed for Barro regressions to deal with potential variable endogeneity. Note that our
common factor model setup allows for variable endogeneity which will need to be addressed in
the estimation approach.
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In economic terms, the above frameworks in (1), (2) and (3) are as general as possible, allowing
for individual countries to possess idiosyncratic production technologies with regard to factor-
input parameters, TFP levels and TFP evolution. We briefly motivate this in the following
paragraphs.

A theoretical justification for heterogeneous technology parameters can be found in the ‘new
growth’ literature. This strand of the theoretical growth literature argues that production
functions differ across countries and seeks to determine the sources of this heterogeneity (Durlauf
et al., 2001). As Brock and Durlauf (2001, p.8/9) put it:

“. . . the assumption of parameter homogeneity seems particularly inappropriate when
one is studying complex heterogeneous objects such as countries . . . ”

The model by Azariadis and Drazen (1990) can be seen as the ‘grandfather’ for many of the
theoretical attempts to allow for countries to possess different technologies from each other
(and/or at different points in time). Their model incorporates a qualitative change in the
production function, whereby upon reaching a critical ‘threshold’ of human capital, economies
will jump to a higher steady-state equilibrium growth path represented by a different production
function. Further theoretical papers lead to multiple equilibria interpretable as factor parameters
heterogeneity in the production function (e.g. Murphy, Shleifer, & Vishny, 1989; Durlauf, 1993;
Banerjee & Newman, 1993). A simpler justification for heterogeneous production functions is
offered by Durlauf et al. (2001), as quoted at the beginning of this paper: the Solow model
was never intended to be valid in a homogeneous specification for all countries, but may still be
a good way to investigate each country, i.e. if we allow for parameter differences across countries.

The empirical implementation of parameter heterogeneity is largely dominated by the empirical
convergence literature.7 Originally technology parameters were assumed group-specific rather
than fully heterogeneous, e.g. Durlauf and Johnson (1995), Caselli, Esquivel, and Lefort (1996)
or Liu and Stengos (1999). Durlauf et al. (2001) then allowed for parameters to vary by country
as a function of initial per capita income in a simple cross-section regression model, referred to
as ‘local’ Solow growth model. Thus the ‘new growth theory’ literature provides the foundations
for the assumption of heterogeneous technology parameters in production. Existing empirical
implementations have provided some indicative evidence for this and we therefore adopt this
flexible approach for our general empirical frameworks.

Many empirical growth models in the applied literature assume common technology parameters
in a framework allowing for differential TFP across countries — a specification derived from
further extension of the empirical version of a neoclassical Solow-Swan model by Mankiw et
al. (1992). Mankiw et al. (1992) include human capital in their theory model and derive an
empirical equivalent using secondary education as a proxy for human capital. In alternative the-
oretical models determinants such as institutional environment, good governance or geographical
features are deemed equally important for the production process. However, identifying good
proxy variables in these cases proved more cumbersome, especially if the empirics were con-
ducted allowing for dynamics, rather than in a single cross-section regression. In a black-box
approach to the specification of an underlying production function, empirical models therefore
allowed for heterogeneity in TFP levels and growth rates across countries: since including all
non-standard growth determinants (i.e. those other than labour, capital and materials) in the
model is difficult, it is assumed that a flexible TFP specification can empirically ‘mop up’ the ex-
cess variation in the data as displayed in standard neoclassical growth models with homogeneous
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technology parameters. At the same time, any notion of common TFP evolution as implicitly as-
sumed by Solow (1956)8 and implemented empirically by Mankiw et al. (1992) has been dropped.

In our general empirical model above we emphasise a view of TFP as a ‘measure of ignorance’
(Abramowitz, 1956), which is in contrast to the the notion of TFP as an efficiency index in the
microeconometric literature on production analysis. Furthermore, we allow for the possibility
that TFP is in parts common to all countries, e.g. representing the global dissemination of
non-rival scientific knowledge. These considerations lead to the adoption of a TFP structure
which allows for common and/or country-specific evolution as implemented via the common
factor model approach. Finally, we do not impose restrictions on the individual evolution paths
of these unobservables.

The following sections will show that our framework encompasses empirical specifications in
the literature of the past two decades. In our presentation we highlight technology parameter
estimates reported in different studies and to put these estimates into context, we briefly discuss
parameter values and their consistency with macro data on factor-input shares.

1.2 A note on factor shares and production function parameters

Conducting empirical growth analysis with aggregate economy data has an advantage over many
other empirical exercises, in that we already know parts of the answers we are seeking: the values
for αva and βva in the above value-added based production function (2), and implied βva in the
convergence equation (3) should be equal to the labour and capital shares in aggregate income.
Macroeconomic data for labour are available through the aggregate data on wages and welfare
payments to labour. From this it can be deduced that the labour share in income is roughly
two thirds, with capital’s share around one third (Mankiw et al., 1992, p.415).9 It has been
pointed out that whilst country data shows high persistence over time, there is considerable
variation in the factor shares across countries, with labour share ranging from 5% to 80% of
aggregate value-added (from UN (2004) national accounts data). Gollin (2002) attributes this
to the mismeasurement of labour income in small firms, which is particularly the case in Less
Developed Countries (LDCs), and concludes that adjusted labour shares are in a range of 65% to
80% in the majority of countries. As Islam (2003) and Pedroni (2007) point out, the majority of
empirical approaches tend to produce capital coefficients far in excess of .3 and this paper points
to empirical misspecification (heterogeneity of observables and unobservables) and the neglect
of time-series and cross-section dependence properties of the data as potential explanations for
this ‘empirical puzzle’.

1.3 Complete parameter homogeneity

The canonical Mankiw et al. (1992) single cross-section regression model is explicitly derived
from the Solow-Swan model (Solow, 1956, 1957; Swan, 1956), where the steady-state solutions
are given empirical equivalents. We simplify their notation to

yi,1985 = −

(
βva

1 − βva

)

(δ + n̄i + µ⋆) +

(
βva

1 − βva

)

s̄k
i + ava + εi (8)

The regression applies end of period level of per capita GDP and total period averages for pop-
ulation growth (n̄) and the savings rates for physical capital (s̄k) — this is never motivated,
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but reduction of measurement error and boosting the robustness of results (in the presence of
business cycles and/or changes in capacity utilization over time) might be plausible reasons for
this choice. The a term is said to include not only ‘technology’, but also resource endowment,
geography, climate, institutions, etc. thus in the spirit of a ‘measure of ignorance’.

In a first step, Mankiw et al. (1992) estimate the above equation by OLS using Penn World
Table (PWT) data — in the following we concentrate on results for the samples including both
developed and developing economies in each paper discussed. Imposing parameter homogeneity
Mankiw et al. (1992) find coefficients on the two input terms considerably above the magnitudes
suggested by theory (.5), although of correct (opposite) signs. The implied income elasticity for
capital (β̂va) is .60, s.t. 60% of income are attributed to capital — double the value observed
in macro data for capital share in income. The author’s first important empirical result derives
from the theory-driven inclusion of human capital10 into this model, which yields implied income
elasticities for physical and human capital of .31 and .28 respectively. This ‘augmented Solow
model’ explains around 80% of the variation in the data.

The second part of the Mankiw et al. (1992) analysis concerns the out-of-steady-state behaviour
of the augmented Solow model, thus addressing the convergence argument, which has found
huge interest in the empirical literature: convergence refers to “the tendency of differences be-
tween countries [in income terms] to disappear over time” (Durlauf & Johnson, 2008). Via
approximation around the steady state and minor transformation, they derive a convergence
regression as represented in equation (5) above, with 1985 as end of period and 1960 as base
year, imposing parameter homogeneity (βva

i = βva ∀ i, dto. for the convergence term ξ). Again
using OLS they find that the conditional convergence rate in the model augmented with human
capital is statistically significant and higher than in the unaugmented case: around 1.4% per
annum — this is the second result in this paper which had a strong impact on the literature.
The implied income elasticities for physical capital are now .82 and .48 in the unaugmented
and human capital-augmented case respectively11 — thus considerably different from the steady
state model results. The implied human capital coefficient in the augmented model is .23, thus
very similar to the estimate of .28 in the cross-section regression.

The paper received most criticism for its assumption of random cross-country differences in TFP
levels, which allow for the empirical representation Ai,0 = a + ǫi by assuming error term exo-
geneity such that ǫi ⊥ n, sk, sh (Islam, 1995; Caselli et al., 1996; Temple, 1999). In words, this
assumption implies that the probability of Malawi having a higher initial TFP level than the
US is the same as the probability of the reverse (Comment by Steven Durlauf). Furthermore,
if the underlying unobserved factors drive both regressors and TFP growth contained in the
error terms then regression parameters on the observables are unidentified, as will be shown in
Section 3 below.

Later papers also pointed out that in using OLS the convergence specification by construction in-
duces downward bias in the convergence rate (Knight, Loayza, & Villanueva, 1993; Islam, 1995;
Caselli et al., 1996): the presence of the initial income variable on the RHS induces non-zero
correlation between yi,1960 and the regression error, as both contain the omitted country-specific
effect ǫi from A0,i = a + ǫi. The parameter estimate on yi,1960 is biased toward zero, with the
implication of a reduced convergence rate ξ. Nevertheless, this specification forms the basis for
the popular reduced form or ‘Barro regressions’ where the convergence equation is expanded by
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any variable deemed a relevant growth determinant. The inclusion of additional variables in the
model can be viewed as relaxing the assumption of random TFP level differences (Durlauf et
al., 2005, p.579), but the problems raised above remain.

Given the static, cross-section nature of this empirical framework, the time-series properties of
the underlying data (potential nonstationarity) would seem not to have any bearing on consis-
tent estimation. There is a limited theoretical literature on the identification of cointegrating
vectors in cross-sections when the underlying data is characterised as nonstationary (Madsen,
2005). For our present purposes we assert that single convergence regressions are free from the
impact of time-series properties of the underlying data series. Cross-section dependence induced
by the presence of unobserved common factors leads to non-randomness in the regression errors
if TFP growth differs across countries; the absence of endogeneity between the regressors and
the error terms for identification is also questionable.

The Mankiw et al. (1992) convergence regression model in (5) is nested within our more general
model, under the assumption of

(i) common technology parameters across countries (βva
i ≡ βva), or no bias from imposition

of a common parameter on heterogeneous country coefficients, i.e. the resulting estimate
is the unweighted mean of underlying ‘micro-parameters’;

(ii) roughly constant savings rates sk and population growth rates n for each country over the
full period of observation;

(iii) common and constant TFP evolution across countries, equivalent to common factor load-
ings on unobserved common factors which themselves are linear in evolution;

(iv) random differences in TFP levels across countries; and
(v) cross-section independence.

The essence of the Mankiw et al. (1992) empirics is that if we assume all countries are in steady
state and can be represented by the same underlying production function, then the augmentation
of an empirical Solow model with a proxy for human capital yields sensible values for implied
physical capital, and can account for a large share of the variation in the data. The same cannot
be said for the out-of-steady-state version of their model (convergence equation), where the
implied capital coefficient in the human capital augmented model changes considerably. This
aside, the assumption of error term exogeneity required for the specification of Ai,0 = a + εi
is econometrically useful but conceptually questionable, while the convergence equation setup
induces downward bias in the estimate for ξ by construction.

1.4 Heterogeneous TFP levels

Given the availability of longer time-series data, the application of panel data methods to inves-
tigate the growth and development process was a natural next step, notably the contributions by
Knight et al. (1993), Loayza (1994) and Islam (1995). The latter tackles the critical assumption
of error term exogeneity in the Mankiw et al. (1992) convergence framework by transforming the
single convergence equation into a dynamic panel model in levels with non-overlapping panels
of 5-year averages and then introducing country fixed effects

yi,τ = −
{

−e−ξiτ
}(

βva

1 − βva

)

(δ + n̄iτ + µ⋆) +
{

−e−ξiτ
}(

βva

1 − βva

)

s̄k
iτ (9)
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−
{

−e−ξiτ
}

yi,τ−1 +
{

−e−ξiτ
}

Ava
0,i +

{

−e−ξiτ
} T∑

τ=2

µτDτ + uiτ

where due to the change in dependent variable the interpretation of estimated coefficients changes
slightly,12 but the implied technology coefficient βva is equivalent to that in our general model in
equation (3) with τ = 5.13 The crucial innovation over Mankiw et al. (1992) is the introduction
of country fixed effects (operationalised using the ‘within-groups’ transformation), which allow
for differential TFP levels across countries. Islam further uses period dummies (the sum of Ds
with parameter coefficients µ in (9)) to account for common TFP evolution — this specification
imposes no assumption about linearity (or stationarity) on the underlying common TFP evolu-
tion, although time-averaging arguably diminishes the model’s ability to capture TFP dynamics
(Lee, Pesaran, & Smith, 1997). Islam also uses the PWT dataset with sample and variable
construction close to that in Mankiw et al. (1992).

Following some OLS estimations to show that a pooled convergence regression of five-year aver-
ages yields next to identical results to the single convergence regression, the above panel model
is estimated without the human capital variable but accounting for country fixed effects. The
implied convergence rate is much higher than in Mankiw et al. (1992), around 5% per annum,
while the implied income elasticity for capital is .44 — it is thus suggested that individual coun-
try effects (TFP levels) play an important role in the development process.14 Inclusion of the
human capital variable slightly lowers the convergence rate but the implied capital coefficient
at .52 is quite similar to the regression without augmentation.

The major criticism leveled at Islam’s and other panel approaches was to highlight the potential
endogeneity issues in the empirical model. Although the within-groups transformation wipes
out the country fixed effects, Nickell (1981) has shown that in the presence of a lagged dependent
variable this approach requires sizeable T for consistency, which is not given in the averaged
panel case. The estimate on yi,t1 is therefore likely to be biased downward (in absolute terms,
i.e. smaller negative value in a model with yi,t2 − yi,t1 on the LHS, smaller positive value in
a model like Islam’s with yi,t2 on the LHS). Islam (1995) remarks that his own Monte Carlo
experiments indicate that this bias is likely to be small. Potential bias due to the dynamic
setup aside, Caselli et al. (1996) argue that violation of the exogeneity assumption with regard
to the input variables renders Islam’s results, as well as those from similar panel fixed effects
models, inconsistent. Lee et al. (1997, p.321) highlight that the validity of Islam’s estimates
depend critically on the assumption of common TFP evolution for all countries — if this is
violated, country-errors will contain a term which is serially correlated with unit coefficient,
causing upward bias in the convergence rate estimate. Variable endogeneity due to the presence
of common factors (see Section 3) is also a matter for concern.

The model in (9) is nested within our more general model in (3), under the assumption of

(i) common technology parameters across countries (βva
i ≡ βva), or no bias from imposition

of a common parameter on heterogeneous country coefficients;
(ii) roughly constant population growth rates n and savings rates sk over the 5-year intervals;
(iii) common TFP evolution across countries, equivalent to common factor loadings on the

unobserved common factors;
(iv) heterogeneous TFP levels across countries;
(v) stationary input and output variable series;
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(vi) cross-section independence; and
(vii) no dynamic misspecification through period averaging.

The last point merits further comment. The Islam (1995) framework of short period-averaged
panels has become a standard alternative to the single convergence regression model and both
are commonly implemented without any concern for the time-series properties of the data. If
we were to apply the period-averaged panel approach to the most recent PWT data (Heston,
Summers, & Aten, 2006) we would obtain T = 9; given that averages constructed from nonsta-
tionary variables are nonstationary themselves (Granger, 1988; Granger & Siklos, 1995; Mar-
cellino, 1999), the use of longer T eventually faces the same issues as annual data, outlined in
detail in section 2. As our discussion of Caselli et al. (1996) below indicates, high levels of per-
sistence in the data (with unit roots the extreme case) in general can have a serious impact on
estimation and inference. In defense of Islam (1995), his approach successfully challenges single
convergence regressions by providing evidence of the significance of fixed effects in a panel setup.

A variant on the above panel estimation approach is presented by Caselli et al. (1996). Instead
of fixed effects estimation they apply dynamic panel GMM estimation techniques (Arellano &
Bond, 1991), which eliminate heterogeneous TFP levels by differencing and overcome endogene-
ity issues by instrumentation making use of the panel structure (for a detailed discussion of the
estimation approach see Bond, 2002). Their model setup and assumptions are identical to those
in Islam (1995) described above — the difference between the approaches is in the empirical
estimator, which is argued to deal with variable endogeneity in a short-T dynamic panel data
model. Throughout their empirics the authors use variables in deviation from the cross-section
mean to account for common TFP evolution, a practice which is valid if technology parameters
are homogeneous across countries (as is assumed here), but otherwise introduces misspecifica-
tion bias (Pedroni, 2000). TFP evolution is thus assumed identical across countries.

In their estimation without human capital the authors find an implausibly low income elasticity
for capital of .10, with convergence very high at 13% per annum. In the human capital-
augmented regression the income elasticities for physical and human capitals are .50 and -.26
respectively, with convergence around 6.8% per annum. The implied physical capital parameter
is relatively close to the result in Islam (1995), while implied human capital parameter is neg-
ative significant and the convergence rate λ is almost doubled. Since the Islam results in turn
have lower implied capital coefficients but roughly double the convergence rate of the Mankiw
et al. (1992) convergence regression, Caselli et al. (1996) argue that the step-wise ‘improvement’
in the estimate for conditional convergence from Mankiw et al. (1992) to panel approaches like
Islam (1995) and further to their own results is the outcome of appropriate accounting for coun-
try fixed effects and endogeneity respectively. They interpret the low capital estimate in their
unaugmented model as a rejection of the empirical Solow model, and embark on more gen-
eral ‘Barro-type’ regressions to analyse convergence using the same Difference GMM estimation
method. Their model is thus no longer ‘structural’, but instead ‘reduced form’. Augmenta-
tion is carried out using variables such as government consumption, male and female education,
and black market premium. Results suggest consistently high convergence rates of up to 10% pa.

The ‘Difference GMM’ estimator used in the analysis by Caselli et al. (1996) was found to be
liable to considerable small sample bias for highly persistent variable series (Blundell & Bond,
1998, 1999).15 Furthermore, if technology parameters are heterogeneous across countries, “there
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exists no consistent instrumental variables estimator” (Lee et al., 1997, p.367).16 Implied capital
coefficients estimated by Caselli et al. (1996) are vastly different from the expected 30% share
in value-added — a finding which led them to reject the empirical Solow model, but which may
be attributable to misspecification and weak instrument bias.

Note that both Islam (1995) and Caselli et al. (1996) favour a dynamic empirical specification but
in the form of a ‘partial adjustment model’ (PAM) (Yt = f(Yt−1, Xt)), which in turn is a (Kroyck)
transformation of a distributed lag model with infinite lag structure (Yt = f(Xt, Xt−1, Xt−2, . . .))
and a geometric rate of decline in the impact of lagged values of X on Y . This structure emerges
in the panel from the convergence equation by Mankiw et al. (1992), as is shown in Islam (1995,
p.1135). A more general dynamic specification is the Autoregressive Distributed Lag (ARDL)
model (Yt = f(Yt−1, Xt, Xt−1)), for which “virtually every type of single equation model in
empirical time-series econometrics is a special case” (Hendry, 1995, p.212), including the Error
Correction Model (ECM). Although the PAM has “respectable pedigree in economic analysis”
(Hendry, 1995, p.256) it nevertheless somewhat awkwardly imposes a zero-coefficient on Xt−1

and a more general ARDL specification of dynamics may therefore be commendable.

1.5 Heterogeneous TFP levels and growth rates

A further variant on the stationary panel estimation approach is presented by Martin and Mi-
tra (2002), who estimate sectoral production functions for agriculture and manufacturing using
Crego, Larson, Butzer, and Mundlak (1998) data for 1967 to 1992 (T = 26) — to our knowledge
this is the only paper in the literature specifying separate production functions at this level of
aggregation in a sample including developed and developing countries. In a further contrast to
the previous papers, the authors allow for differential TFP levels and growth rates across coun-
tries, modeled via country-specific intercepts and linear trend terms in a pooled panel estimation
using annual data for around 50 countries. We adjust their notation for consistency

yj
it = βj,va kj

it

{
+θj,va nit

}
+ uit uit = Aj,va

0,i + µj
i t+ εit j = a, m (10)

where the superscript j distinguishes the two sectors (agriculture and manufacturing) and the
additional factor-input refers to land per worker (in logarithms, as are sectoral value-added per
worker, y, and capital stock per worker, k) which is only included in the agricultural production
function. TFP growth is captured by the country trends and thus assumed to be constant over
time and heterogeneous across countries (and sectors).

As indicated Martin and Mitra (2002) impose constant returns to scale (CRS) on this model
and estimate it separately for agriculture and manufacturing data using LSDV.17 Their results
indicate considerable variation in TFP growth rates between sectors and across countries, with
TFP growth rates in agriculture commonly in excess of those in manufacturing. The capital
coefficient in the Cobb-Douglas estimation of the manufacturing data is estimated at .69; the au-
thors highlight the magnitude of this coefficient in comparison to macro data on factor share and
point to the omission of human capital from the model as a likely explanation. For agriculture,
where arable land per worker is included as additional regressor (coefficient .24), the estimated
capital elasticity is .12. As in many other studies which obtain country-specific TFP levels or
growth rates via production function regressions, the validity of the TFP estimates in the face
of possibly biased factor parameters is not questioned. The empirical approach furthermore
assumes cross-section independence.
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The sector-level Martin and Mitra (2002) regression model is nested within the value-added
version of our general production function model in (2), under assumption of

(i) common technology parameters (within sector j) across countries (βj
i ≡ βj);

(ii) heterogeneous TFP growth across countries, constant over time, implying stationarity;
(iii) heterogeneous TFP levels across countries;
(iv) cross-section independence; and
(v) stationary input, output and TFP.

Martin and Mitra (2002) thus address the issue of heterogeneity in TFP levels and growth rates
in a static pooled fixed effects model using annual data which imposes common technology pa-
rameters across countries. TFP growth rates (constant by construction) are found to be higher in
agriculture than manufacturing.18 Time-series and cross-section dependence properties of their
data are not formally investigated. The estimation equations for agriculture and manufacturing
are static and no investigation of error correlation is undertaken to justify this choice.

1.6 Full parameter heterogeneity in a stationary variable model

Inspired by the ‘new growth theory’ literature, Durlauf et al. (2001) test a ‘local’ Solow growth
model which specifies all parameters in the Mankiw et al. (1992) convergence regression as func-
tions ψ(·) of some ‘development index’ zi (here: initial period GDP per capita), thus modeling
parameter heterogeneity explicitly:

yi,1985 − yi,1960 = ψ(zi)
′
Xi + ui (11)

Xi ≡
{

ava, (δ + n̄i + µ), s̄k
i , s̄

h
i , yi,1960

}

where s̄h is their measure for human capital and ψ(zi)
′ ≡ {ψ0(zi), . . . , ψ4(zi)}. The notion

underlying this specification is that a single Solow model was never intended to apply to all
countries, but may still be a good representation for the production process in each country
individually (Durlauf et al., 2001, p.929). In essence, all observables and the TFP levels are
allowed to differ across countries but are constrained by the development index zi; the empirical
specification does not allow for TFP growth rates to differ from the constant 5% pa for depre-
ciation plus TFP growth (δ + µ).

The authors use the same sample and variable definitions as Mankiw et al. (1992) so as to obtain
directly comparable results, employing a two-step semi-parametric method for estimation. They
find strong evidence for parameter heterogeneity in the impact of all regressors, and note that
there is no monotonic relationship between initial income (zi) and the country-specific capital
coefficient estimates. They introduce a local goodness-of-fit measure, a generalisation of the
conventional R2, which indicates that vis-à-vis a homogeneous parameter model the fit is im-
proved for countries with higher base-year income yi,1960.

The Durlauf et al. (2001) model is nested within our more general convergence equation model
in (3), under the assumption of

(i) heterogeneous technology parameters across countries, which are functions of initial income
(βi ≡ β(zi));

14



(ii) common and constant TFP growth across countries, implying its stationarity;
(iii) heterogeneous TFP levels across countries; and
(iv) cross-section independence.

Their paper concludes that substantial parameter heterogeneity seems to exists across countries,
and that “empirical exercises which fail to incorporate parameter heterogeneity are likely to
produce misleading results.” (Durlauf et al., 2001, p.935).

1.7 Full parameter heterogeneity in a model with nonstationary inputs

In the mainstream growth literature it is argued that attempting to identify and quantify ‘deep
parameters’ of a structural model for production is overly ambitious if one were to accept pa-
rameter heterogeneity (Durlauf et al., 2005, p.616). There is however a small number of papers
explicitly contemplating the implications of nonstationarity and cointegration in a cross-country
empirical production function which allows for heterogeneity in technology parameters and TFP
evolution, most notably Pedroni (2007) and Canning and Pedroni (2008).

Of these, the most encompassing framework for a nonstationary panel analysis of growth is
presented by Pedroni (2007). The author exploits the time-series properties of the data to argue
for a simple heterogeneous, cointegrated panel specification

yit = ci + µit+ θi s
k
it + uit (12)

for i = 1, . . . , N and t = 1, . . . , T , where sk is the (log) investment share in GDP and y is (log)
GDP per capita. The model setup and data transformations however allow for a much richer
underlying framework, taking account of time-invariant and near time-invariant (unmeasured)
variables such as social capital/institutions or other types of ‘intangible capital’ H, with savings
rate sh. The general specification can be written as

⇒ yit = −

(
βva

i {+ϕi}

1 − βva
i {−ϕi}

)

(δ + nit + µ⋆) +

(
βva

i {+ϕi}

1 − βva
i {−ϕi}

)

sk
it (13)

{

+

(
ϕi

(1 − βva
i − ϕi)

)

sh
it

}

+ uit

uit = Ava
i0 + µit+ εit (14)

where Ai,0 and µi are country-specific TFP levels (in logs) and constant growth rates respectively.
The terms in curly brackets only come to bear if H is accumulated using a share of income Y , in
which case sh

it is the country-specific savings rate for this type of investment at time t. Otherwise,
the term in brackets is subsumed into the intercept term and/or the linear trend term in (12).
Thus the interpretation of θi in (12), as well as that of the deterministic fixed effect and trend
terms varies depending on how the unmeasured intangible capital stocks are accumulated —
with or without use of a share of aggregate income.19 For the purpose of this exposition we
limit discussion to the case where all forms of intangible capital H are accumulated without
using a share of aggregate income. In this case, this intangible capital stock is absorbed into
the fixed effect and trend terms in the estimation equation (12). Similarly for the population
growth term (δ+nit +µ⋆). Under these assumptions, the slope coefficient for measured physical
capital θi is simply a function of the production function share parameter for ‘tangible’ capital,
i.e. θ̂i = β̂i(1 − β̂i)

−1 just like in the previous models presented.
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Given that the nonstationary panel estimation approach extracts the long-run relationship β̂i

(via the cointegrating vector θ̂i) without the requirement of proximity to the steady-state, there
is no need to specify a lagged dependent variable term as in the standard convergence equation or
any other dynamics: if savings rate and per capita GDP are nonstationary and cointegrated, then
their long-run relationship will be extracted via the nonstationary panel econometric method
applied, regardless of any short-run dynamics (Pedroni, 2007).

The model in (12) is estimated using the aggregate PWT data (version 5.6, 1950-1992). The non-
stationary panel approach depends on a reasonably long time-series dimension, nonstationarity
of the variables series and cointegration between savings rate and per capita GDP. Unit root
and cointegration tests therefore form an integral part of the sample selection process in Pedroni
(2007), reducing the sample from 152 to 51 (full time series, T = 43), and finally 29 countries
(nonstationary series, cointegrated). With regard to variable stationarity, it is important to
note that Pedroni does not postulate that the savings rate proxy is nonstationary indefinitely
(‘global’ property). Instead, he suggests that unit root evolution is merely a ‘local’ behaviour of
the series within-sample, which is commonly found in macro data (Jones, 1995). Estimation is
carried out using the Phillips and Hansen (1990) time-series Fully Modified OLS (FMOLS) in
each country and then averaging the results (this method is referred to as Group Mean FM-OLS
— Pedroni, 2000). The FMOLS procedure modifies OLS to account for serial correlation in
the errors and the endogeneity in the regressors resulting from the existence of a cointegrating
relationship (Phillips, 1995): it exploits the fact that under cointegration the bias created by
variable endogeneity is of second order, and the first differenced regressors can serve as instru-
ments for this bias to construct bias-adjusted variables (Pedroni, 2007). The approach does away
with a great deal of assumptions required in stationary empirics, most notably the proximity to
steady state and the strict exogeneity of the regressors.20

The resulting cross-country mean for the capital coefficient is .27 — Pedroni (2007) interprets
the proximity of this value to macro data on factor shares as vindication of his estimation ap-
proach. This value is surprisingly robust to the inclusion of countries previously dropped in
the sample selection process: .25 for the sample of 51 countries. This average however falls to
around .2 in either sample if data is cross-sectionally demeaned prior to estimation, a method
adopted to eliminate common TFP. Interestingly, the cross-sectional demeaning of variables was
identified as inappropriate in the presence of heterogeneous factor parameters by the same au-
thor (Pedroni, 2000). The adoption of the Pesaran (2006) Common Correlated Effects estimator
(CCEMG) (see below) similarly leads to an average implied capital coefficient of around .2.

Essentially, Pedroni (2007) extracts structural parameters by ‘blending out’ unobservable features
of the data through the use of country-specific trends and intercepts. The apparent heterogeneity
in country parameter estimates θ̂i (and thus β̂i) is argued not to be due to sampling variation
and the relatively short time-series of the country regressions: a combination of formal tests
strongly reject factor parameter homogeneity in the sample of 29 countries.

The Pedroni (2007) model can be nested within our general model in (3) assuming

(i) heterogeneous technology parameters across countries (βva
i );

(ii) heterogeneous TFP levels and growth rates across countries, the latter constant over time
and thus stationary;

(iii) cross-section independence;
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(iv) nonstationary input and output variable series within-sample (required and confirmed);
and

(v) cointegration between the savings rate and GDP per capita within-sample (required and
confirmed).

The empirical implementation by Pedroni (2007) requires sample countries to satisfy strict data
requirements (full 43 years of data, nonstationarity, cointegration), which in effect excludes
the vast majority of LDCs from the analysis. His preferred regression approach precludes the
possibility of a common, nonstationary TFP evolution; once this assumption is relaxed the
implied mean capital coefficient drops to around .2. One explanation for this finding may be
that following dual economy arguments (Temple, 2005) aggregate economy data represents the
wrong basic unit of analysis for growth empirics, which should be based on sector-level analysis
of agriculture, manufacturing and services.

1.8 Common technology parameters in a nonstationary panel model with

cross-section dependence

As will be detailed in Section 3 the study of cross-section correlation has only very recently
begun to concern panel time-series econometricians, such that the number of empirical papers
which apply the insights of this new field of research to macro-production function estimation is
still limited. Bai et al. (2009) raise the estimation and inference problems created by unobserved
common factors in a production function framework as one of the motivations for their novel
‘continuously updated’ (CUP) estimators, which are applied by Costantini and Destefanis (2009)
in a sectoral study of Italian regions (although the aggregate economy model is also estimated).

The latter’s empirical model is a homogeneous technology human capital-augmented production
function with a common factor structure. We adjust their notation for consistency

Y j
it = Aj

i,0 + αj,vaLj
ith

j
it + βj,vaKj

it + uit uit = λ′

ift + εit (15)

for i = 1, . . . , N and t = 1, . . . , T , where the superscript j indicates different industrial sectors
(or the aggregate economy) and Y j , Lj and Kj are (sector-specific) value-added, labour force
and capital stock respectively (all in logarithm). hj is a transformation of the educational at-
tainment of each labour unit in sector j following Hall and Jones (1999), based on the returns
to education coefficients from Mincerian wage equations for Italy and the average years of edu-
cation for the male and female population. The sectors investigated separately in this study are
the construction, services, industry and agricultural sectors.

Prior to estimation the authors carry out three sets of testing procedures: firstly, they test
all variables in their regression model for correlation across regions by applying the Pesaran
(2004) CD test, which firmly rejects cross-section independence in all sectors and the aggregate
economy data. Secondly, they carry out panel unit root tests for all variables following Bai
and Ng (2004) — the latter’s PANIC (Panel Analysis of Nonstationarity in Idiosyncratic and
Common components) stationarity tests allow for the presence of common factors, the number
of which is determined by a method detailed in Bai and Ng (2002). These tests cannot reject
nonstationarity of input and output variables in all sectors and the aggregate economy data.
Furthermore, the authors establish that the nonstationarity of the observable variables derives
both from common factors as well as idiosyncratic components. Finally, they defactor the data
(i.e. remove the impact of unobserved common factors from the input and output variables)
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and apply cointegration tests following Pedroni (1999, 2004a). This approach follows a sugges-
tion by Gengenbach, Palm, and Urbain (2006) and is appropriate since the nonstationarity of
input and output variables was not merely due to the presence of common factors. The panel
cointegration tests reject the null hypothesis of ‘no cointegration’ between value-added, capital
stock and human capital-augmented labour in all sectors and the aggregate economy data in
favour of homogeneous cointegration — this alternative is imposed on the data by the estimation
approach favoured by the authors.

Using annual data for 20 Italian regions from 1970-2003 the authors estimate the above empirical
model by sector, comparing results for the Pedroni (2000) Group Mean FM-OLS and Bai et al.
(2009) continuous-updated fully modified (CUP-FM) estimators, imposing technology parame-
ter homogeneity. Their CUP-FM results indicate relatively similar empirical capital coefficients
across sectors (ranging from .24 in construction to .31 in services), although returns to scale
differ substantially: agriculture, construction and in particular the services sector are charac-
terised by decreasing returns, while the ‘industrial’ sector (manufacturing and utilities) displays
increasing returns (all results statistically significant at the 5% level). It is particularly interest-
ing to note that their results for aggregate economy data display a comparatively inflated capital
coefficient of .40 which also rejects constant returns to scale in favour of the decreasing returns
alternative. While empirical results for the Pedroni (2000) Group Mean FM-OLS estimator do
not systematically bias capital coefficients upward or downward, they yield considerably higher
labour coefficients in all sectors and the aggregate data, implying increasing returns across all
models tested.

The Costantini and Destefanis (2009) model can be nested within our general production func-
tion model in (2) assuming

(i) homogeneous technology parameters (within sector j or the aggregate economy) across
Italian regions (αj,va

i ≡ αj,va, βj,va
i ≡ βj,va);

(ii) heterogeneous TFP levels and growth rates across regions, with TFP evolution not required
to be stationary;

(iii) cross-section dependence (confirmed);
(iv) nonstationary input and output variable series within-sample (required and confirmed);

and
(v) cointegration between (sectoral) value-added, human capital-augmented labour and capital

stocks within-sample (required and confirmed).

In comparing and contrasting the empirical estimates and returns to scale implications for non-
stationary panel methods which neglect and account for cross-section dependence the authors
highlight the importance of variable correlation between geographical regions for unbiased em-
pirical estimation.

1.9 Parameter heterogeneity in a model with nonstationary inputs and cross-

section dependence

Given the relatively recent emergence of cross-section correlation issues in macro panels only a
small number of empirical papers combine cross-section correlation in macro panel data with
heterogeneous production technology, including work by Bhattacharjee, Castro, and Jensen-
Butler (2009) and Fleisher, Li, and Zhao (2009) on production in Danish regions and Chinese
provinces respectively. This aside, we noted above that Pedroni (2007) adopts the Pesaran
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(2006) CCEMG estimator as a robustness check in his analysis of Penn World Table data from
29 countries. In our own work (Eberhardt & Teal, 2008, 2009) we analysed cross-country macro
data for the manufacturing (48 countries, 1970-2002) and agricultural (128 countries, 1961-2002)
sectors respectively. In the following we present the results from the latter study, since it builds
on the seminal contribution by Pesaran (2006) and extends this approach by aiming to identify
the structure of the unobserved common correlation driving the data.

In Eberhardt and Teal (2009) we adopt the following empirical framework to study cross-country
production in agriculture: for i = 1, . . . , N and t = 1, . . . , T

yit = β′

i xit + uit uit = αi + λ′

i ft + εit (16)

xmit = πmi + δ′mi gmt + ρ1mi f1mt + . . .+ ρnmi fnmt + vmit (17)

where m = 1, . . . , k and f
·mt ⊂ ft

ft = ̺′ft−1 + et and gt = κ′gt−1 + ǫt (18)

We assume a production function with observed net output (yit) and observed inputs (xit)
labour, agricultural capital stock, livestock, fertilizer and land under cultivation (all in loga-
rithms). Unobserved agricultural TFP is represented by a combination of country-specific TFP
levels αi and a set of common factors ft with factor loadings that can differ across countries
(λ′

i). We also introduce an empirical representation of the observed inputs in equation (17) in
order to indicate the possibility for endogeneity: the input variables xit are driven by a set of
common factors gmt as well as an additional set of factors f·mt, whereby the latter as indicated
represent a subset of the factors driving output in equation (16). The intuition is that some
unobserved factors driving agricultural production are likely to similarly drive the evolution
of the inputs (at least in parts). Equation (18) indicates that the factors are persistent over
time, which allows for the setup to accommodate nonstationarity in the factors (̺ = 1, κ = 1)
and thus the observables. It further allows for various combinations of cointegration: between
output y and inputs x, and between output y, inputs x and (some of) the unobserved factors ft.

We estimate the above empirical model using a number of standard and novel panel estimators,
including the Pesaran (2006) Common Correlated Effects (CCE) estimators. Rather than ob-
taining explicit estimates for the unobserved common factors ft as in Bai and Ng (2004) or Bai
et al. (2009), the CCE estimators account for their presence implicitly by adding cross-section
averages (average across all panel units in period t) for the dependent and independent variables
to the regression equation. In the pooled variant (CCEP) each of these cross-section averages
is interacted with a country dummy, whereas in the Mean Group alternative (CCEMG) they
are simply added to the country regression — in either case the specification assures that coef-
ficients on the implied common factors are allowed to differ across countries (equivalent to λi

differing across i). The Pesaran (2006) estimators yield consistent and efficient estimates of the
technology parameters by treating the unobservables (common factors with heterogeneous factor
loadings) as nuisance parameters and are robust to structural breaks in the data. Crucially, no
prior knowledge of the cointegrating properties of the observables and/or the unobservables is
required, since the method is robust in all scenarios studied (Kapetanios et al., 2008).

Our extension to the CCE estimators in the agricultural production case investigates a number
of alternative structures for the nature of cross-section correlation in the data, by applying dif-
ferent weight matrices before the period averages are computed. These alternative structures
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represent a neighbourhood effect (only countries sharing a common border affect each other), a
distance effect (distance between countries is inversely related to strength of correlation) and an
agro-climatic distance effect (similarity of countries in terms of their agro-climatic makeup, mea-
sured using data on the share of each country’s arable land in different climatic zones (Matthews,
1983), determines the strength of correlation).

Prior to estimation our empirical tests are unable to reject nonstationarity and cross-section
dependence in the data (FAO, 2007, data from 128 countries for 1961-2002). Our regression
results support the specification of a common factor model in intercountry production analysis,
highlight the rejection of constant returns to scale in pooled models as an artefact of empir-
ical misspecification and suggest that agro-climatic environment, rather than neighbourhood
or distance, drives similarity in TFP evolution across countries. The latter finding provides a
possible explanation for the observed failure of technology transfer from advanced countries of
the temperate ‘North’ to arid and/or equatorial developing countries of the ‘South’.

The Eberhardt and Teal (2009) model can be nested within our general production function
model in (2) assuming

(i) heterogeneous technology parameters in agricultural production across countries;
(ii) heterogeneous TFP levels and growth rates across countries, with TFP evolution not

required to be stationary;
(iii) cross-section dependence (confirmed); and
(iv) nonstationary input and output variable series within-sample (confirmed).

This concludes our selective discussion of the growth empirics literature. We have shown that
our general frameworks encompass the models employed in the growth empirics literature of the
past two decades. The evolution we charted is one away from single cross-section regressions
imposing common technology parameters and toward models allowing for parameter hetero-
geneity in the impact of observables and unobservables and the explicit treatment of variable
time-series properties. We indicated on a number of occasions under which circumstances model
assumptions in the literature are likely to be violated. We now provide a more detailed discus-
sion of these concerns, beginning with variable time-series properties in the next section and
subsequently discussing cross-section dependence and parameter heterogeneity.

2 Accounting for time-series properties in macro panel data

“In some panel data sets like the Penn-World Table, the time series components
have strongly evident nonstationarity, a feature which received virtually no attention
in traditional panel regression analysis.”
Phillips and Moon (2000, p.264)

Since the seminal empirical papers on cross-country growth by Barro (1991) and Mankiw et
al. (1992) the theory of panel data econometrics has progressed rapidly. First, in its analysis
of the dynamic specification and estimation of stationary panel data (Arellano & Bond, 1991;
Blundell & Bond, 1998), and more recently in its treatment of nonstationarity and cointegration
in a panel setup (Pedroni, 1995, 1999, 2000; Kao, 1999; Phillips & Moon, 1999). The latter
development has thus far found limited attention in the mainstream literature on empirical
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growth modeling21 — for instance the chapter on growth econometrics in the recent Handbook
of Economic Growth by Durlauf et al. (2005) contains only limited discussion of nonstationarity
and cointegration with respect to panel data regression. In the following paragraphs we discuss
important time-series properties some macro data series are likely to possess and highlight the
implications for estimation — our focus is on annual data in the production function framework.

In the long-run, variable series such as gross output or capital stock often display high levels
of persistence, such that it is not unreasonable to suggest for these series to be ‘nonstationary’
processes in some countries (Nelson & Plosser, 1982; Granger, 1997; Lee et al., 1997; Rapach,
2002; Bai & Ng, 2004; Pedroni, 2007; Canning & Pedroni, 2008). Nonstationarity is a property
that can be viewed in simple terms as an extreme form of variable persistence over time. If
we have a stationary variable, adding more observations (e.g. when more years of data become
available) allows us to get a better understanding of the mean, variance, i.e. the distribution
(probability density function) of the underlying process of which our variable is a realisation.
In case of a nonstationary variable, adding more observations does not help us to get an idea of
what the distribution looks like as mean, variance, etc. do not settle at (‘converge’ to) certain
values.

If the first difference of a variable series transforms it into a stationary process, then the untrans-
formed series is said to be ‘integrated of order one’ or I(1). The order of integration indicates
how many times a variable series needs to be differenced to be stationary, which implies that a
series which is stationary to start with is referred to as I(0). Although economic time-series in
practice are usually not precisely integrated of any given order, it is for our purposes sufficient to
assume that nominal and real value series typically behave as I(2) and I(1) respectively (Hendry,
1995, p.44) — note that this is a judgement derived from analysing data in a developed country
context, but that less-developed countries may not submit to this generalisation. Further, as
was pointed out in previous sections, Pedroni has suggested that variable (non)stationarity (in
his case for the savings rate) should not be seen as a ‘global’ property, valid for all times, but as
a “feature which describes local behaviour of the series within sample” (Pedroni, 2007, p.432).
As we shall see, variable nonstationarity has important implications for estimation and inference.

In the context of the empirical literature on growth and development it is important to note
here that the stationarity/nonstationarity property is invariant to time-averaging of variables
(Granger, 1988; Granger & Siklos, 1995; Marcellino, 1999). Given that data for educational at-
tainment is only available at five-year intervals (Barro & Lee, 1993, 1996, 2001) many empirical
implementations using ‘human capital’ variables are based on short panels of five-year averages
in levels. The above statement confirms that if the underlying variable series are nonstationary,
this common practice of using 5-year averages does not render the resulting series of averages
stationary I(0) and/or may introduce data dependencies which lead to violation of the standard
assumptions of the ordinary least squares regression framework.

In conclusion, any macro production function is likely to contain at least some countries with
nonstationary input and output variables, and these time-series properties will need to be taken
into account in the empirical approach to avoid bias and/or inefficiency.

Unfortunately, empirical testing of variable (non)stationarity is fraught with difficulty in pan-
els of moderate dimension22 and for diverse sets of countries, such as the PWT or alternative
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annual production data at the country or regional level (e.g. UNIDO, 2004; FAO, 2007). Sin-
gle time-series unit root tests, applied to each country variable series, suffer from low power
while their panel cousins are difficult to interpret (Maddala, 1999; Smith & Fuertes, 2007): a
Fisher-type test of unit roots in a panel (Maddala & Wu, 1999), for instance, investigates the
null of all country series containing unit roots against the alternative that at least one series is
stationary.23 Thus while panel unit root tests have improved power over time-series unit root
tests (Im, Pesaran, & Shin, 2003; Baltagi, 2005; Choi, 2007), the matter of their interpretation
hinders a straightforward application to the data, with ultimately time-series unit root tests of
individual country series providing the ‘most relevant information’ (Maddala, 1999). A second
generation of panel unit root tests has been introduced to account for cross-section dependence
in the data (e.g. Bai & Ng, 2004; Pesaran, 2007) — an additional data property which was
shown to matter greatly in the macro panel context. We will introduce this topic in detail below.

In a single time-series setup, regressing nonstationary output on nonstationary input variables
in a linear model is an appropriate estimation strategy if and only if the regression error terms
turn out to be stationary I(0), i.e. in the presence of what is termed a ‘cointegrating relation-
ship’ between inputs and output. If this is not the case, we encounter a ‘spurious regression’:
even if the variables in question were entirely unrelated, our regression results may indicate a
highly significant relationship, since the standard tests for significance and goodness of fit in this
case are invalid.24 In contrast, when processes are indeed cointegrated, they define a ‘long-run
equilibrium trajectory’ for the economy. At times the observed evolution will deviate from this
path, but short-run ‘error corrections’ in the system will assure a return to this long-run path
(Hendry, 1995).

One could suggest that the macro production process is representative of a cointegrating rela-
tionship between output and ‘some set of inputs’ in the context of nonstationary variable series
(Pedroni, 2007; Canning & Pedroni, 2008). This relationship could apply to all countries in the
world in the same way, implying that all countries had the same long-run equilibrium trajectory
(homogeneous cointegration). This means that the ‘true’ coefficients determining how inputs
affect output (referred to as the Data Generating Process or DGP) would be the same for all
countries. Alternatively, each country could follow a different long-run trajectory (heteroge-
neous cointegration), such that the DGP differed across countries. Naturally, if (some) country
variable series are stationary the problem of noncointegration and potential for spurious regres-
sion does not arise (for these countries).

Formulating the correct hypotheses to empirically test for cointegration in a panel dataset in-
volves severe conceptual difficulties and test results are often inconclusive, especially so in mod-
erate T, N samples (Baltagi & Kao, 2000; Coakley, Fuertes, & Smith, 2001; Pedroni, 2007).25

In addition, it is unclear how the cointegration tests perform if variable series are nonstationary
in some countries but stationary in others. Further, the theoretical literature on panel cointe-
gration testing has only recently entered the second generation of tests (Westerlund & Edgerton,
2008) which account for cross-section dependence. These tests however still show comparatively
low power for T = 100. Thus formally testing variable series for cointegration in a diverse panel
of moderate T dimension may leave many questions unanswered.

A conclusion to be drawn from this discussion is that while formal testing for nonstationarity
and cointegration may be a frustrating endeavour in a relatively short macro panel of diverse
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countries, we should nevertheless consider variable series in levels for some countries as possess-
ing the nonstationary property and adjust our estimation strategy accordingly (Pedroni, 2007).
There are two implications: firstly, running separate country regressions in levels for the ‘non-
stationary countries’ will only yield valid estimates if all elements of the underlying cointegrating
relationship have been included correctly in the empirical model; any nonstationary elements
left out will enter the error terms and thus lead to the breakdown of the cointegrating relation-
ship and potentially spurious regression results. Secondly, some countries will have stationary
variable series, in which case this problem of noncointegration does not arise.

Thus far we have focused on time-series properties of observables (inputs, output), but the is-
sue is also prevalent with regard to TFP, our ‘measure of ignorance’. A number of empirical
papers report (or assume without conceptual justification) that their measures of TFP display
nonstationarity, whether analysed at the economy level (Coe & Helpman, 1995; Coe, Helpman,
& Hoffmaister, 1997; Kao, Chiang, & Chen, 1999; Engelbrecht, 2002; Bond, Leblebicioglu, &
Schiantarelli, 2004; Coakley et al., 2006) or the sectoral level (Bernard & Jones, 1996b; Funk &
Strauss, 2003). A recent paper by Abdih and Joutz (2006) forms a conceptual link between TFP
evolution and a ‘knowledge production function’, in the spirit of R&D-based endogenous growth
models (Romer, 1990; Grossman & Helpman, 1991; Aghion & Howitt, 1998). They model
knowledge (proxied as in Jones (1995) by ‘measured’ TFP26) as a function of patent stock, and
the flow of new patents as a function of patent stock and R&D activity. Their analysis of aggre-
gate US data from 1948 to 1997 confirms that “inputs and output of the knowledge production
function can be plausibly characterised as nonstationary and integrated of order one” (Abdih
& Joutz, 2006, p.243). Thus the nonstationarity of TFP/nonfactor inputs is given a theoretical
explanation by highlighting the link to R&D as postulated by parts of the endogenous growth
literature. Palm and Pfann (1995, p.691) explain the nonstationarity of TFP as “reflecting
the impact of common persistent innovations on TFP. . . [or] the impact of frequent but radical
shocks”.

Misspecification of the dynamic evolution of TFP in the estimation equation leads to non-
stationary errors, just like in the case of misspecification of factor parameter heterogeneity. A
single time-series regression limited to T observations does not allow for the dynamic TFP pro-
cess to be specified using an unrestricted set of (T − 1) year dummies (Bond et al., 2004), and
a linear trend may not be flexible enough to capture the idiosyncracies of nonstationary TFP
evolution. The evolution of TFP in a nonstationary fashion implies that TFP becomes part of
the cointegrating relationship.

We noted above that temporal aggregation of time-series data — e.g. taking five-year averages
— does not change the stationarity properties. The use of five-year averages of variable series in
empirical growth regressions or production functions is still a common practice in the literature,
with only a small number of empirical papers using annual data (Lee et al., 1997; Martin &
Mitra, 2002; Pedroni, 2007; Canning & Pedroni, 2008). The typical justification for the use of
period-averaged data is that annual data will contain business cycle factors and/or changes in
capacity utilization irrelevant for long-run income movements, whereas long-run averages are
said to enable identification of long-run growth effects (Brock & Durlauf, 2001). In contrast,
Lee et al. (1997, p.359) note that both the cross-section regressions exemplified by Mankiw
et al. (1992) and the panel regressions using period-averaged data (Islam, 1995; Caselli et al.,
1996) make it “impossible to consider either the complex dynamic adjustments involved in the
countries’ [income] processes or the heterogeneity of [TFP] growth rates across countries.”. Our
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general models are therefore intended for empirical application using annual data, forcing the
econometrician to deal with time-series properties explicitly.

3 Cross-section dependence in macro panel data

When studying macroeconomic and financial data . . . , cross-sectional dependencies
are likely to be the rule rather than the exception, because of strong inter-economy
linkages.”
Westerlund and Edgerton (2008, p.666)

Panel data econometrics over the recent years has seen a rising interest in models with unob-
served time-varying heterogeneity induced by unobserved common shocks that affect all units
(in our present interest: countries), but perhaps to a different degree (Coakley et al., 2006). This
type of heterogeneity introduces cross-section correlation or dependence between the regression
error terms, which can lead to inconsistency and incorrect inference in standard panel econo-
metric approaches (Phillips & Sul, 2003; Pesaran, 2006; Pesaran & Tosetti, 2007). The latter
typically assume ‘cross-section independence’, not necessarily because this feature is particularly
intuitive given real-world circumstances, but “in part because of the difficulties characterizing
and modelling cross-section dependence” (Phillips & Moon, 1999, p.1092). In the context of
cross-country productivity analysis, the presence of correlation between macro variable series
across countries seems particularly salient. As an empirical illustration for his CD test statistic
of cross-section dependence, Pesaran (2004, p.23) even uses GDP series from the Penn World
Table, concluding that “results clearly show significant evidence of cross section dependence
in output innovations, that ought to be taken into account in cross country growth analysis.”
Further, Durlauf and Quah (1999) discuss the possibility of cross-section dependence in a Lucas
(1993) growth model with human capital spillovers. These spillovers markedly change the dy-
namics of convergence and the authors call for the modelling of cross-country interactions in
empirical covergence analysis (Shepotylo, 2008).

Cross-section dependence can be addressed in empirical specification in at least three ways
(Pesaran & Tosetti, 2007): firstly, if particular drivers of the correlation are known, the depen-
dence can be modelled explicitly. This is standard practice in spatial econometric models, where
the strength of the correlation is determined by the location and distance of units in relation to
each other. Models in Empirical Regional Science and Analytical Geography for instance often
define spatial distance in terms of geographical proximity, but both in theory and practice dis-
tance can also be defined in terms of other variables, such as common colonial history, cultural
affinity or bilateral trade volumes. To illustrate this approach, we can think of a ‘spatial weight
matrix’, a pre-specified set of rules governing the spatial correlation, which assigns a unity value
to a country pair which share a common border, and a zero otherwise (Pesaran, 2004). This
weight matrix is then applied to a spatial error component or spatially lagged dependent vari-
able in the empirical model. In practice, application of most of this work is restricted by the
enforced time-invariance of the spatial correlation (distance does not change over time) with
much of the work thus limited to the single cross-section framework. It is important to distin-
guish this impact of ‘geography’ on growth from that commonly discussed in the literature: the
latter, most prominently the work by Jeffrey Sachs (Sachs & Warner, 1995, 2001; Sachs, 2003),
argues that geographical features such as proximity to the equator or the ‘disease environment’
have considerable power in explaining cross-country income patterns. Spatial correlation, in
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contrast, suggests that neighbourhood (or distance) introduces cross-section correlation which
induces bias in standard OLS approaches. Its aim is to account for this dependence and yield
unbiased estimates on the other covariates. Naturally, there is a link between these two ideas
since countries in close proximity will have similar disease environment and proximity to the
equator, however the empirical implementation (and interpretation) are clearly different.

Secondly, we can use fixed effects and year dummies to account for time-invariant and time-
variant correlation across units. However, this assumes that the impact of the cross-section
dependence is identical across all countries, which in our general model equates to identical
λi across countries. The same applies to using data in deviation from the cross-section mean
(Pedroni, 1999; Coakley et al., 2006). In either case, violation of the homogeneity assumption
leads to dependence in the error terms across countries and thus cannot solve the problem.

A third alternative and altogether more promising approach is the adoption of a multi-factor
error structure, where cross-section dependence is modelled to arise from ‘unobserved common
factors’ which need to be appropriately accounted for in order to obtain unbiased estimates of
the parameters on the observed regressors. We can replace our general specification in (1) with
a simple factor model for illustrative purposes

yit = βixit + uit uit = αi + λift + εit (19)

xit = φift + ψigt + eit (20)

where x is a single observed input, y is output, ft and gt are unobserved common factors with
heterogeneous factor loadings φi and ψi respectively, and εit, eit are white noise. Note that we
introduce gt such that x is further driven by factors other than those driving y. The definition
of x as being driven by the same factor f as y, albeit with a different factor loading introduces
endogeneity into the y-equation.

If we assume stationary factors ft and gt, the consistency of standard panel estimators such
as a pooled fixed effect regression or a Pesaran and Smith (1995) Mean Group regression with
country-specific intercepts rests on the parameter values (factor loadings) of the unobserved
common factors: if their averages are jointly non-zero (λ̄i 6= 0 and φ̄i 6= 0) a regression of y on
x and N intercepts (in the pooled fixed effects regression case) will be subject to the omitted
variable problem and hence misspecified, since regression error terms will be correlated with
the regressor, leading to biased estimates and incorrect inference (Coakley et al., 2006; Pesaran,
2006). In the case of nonstationary factors the consistency issues in the same setup is altogether
more complex and will depend on the exact overall specification of the model (Kapetanios et al.,
2008). However, the latter scenario in any case will not yield an estimate of β or the mean of the
βi, as is easily shown by solving equation (20) for ft and plugging this into equation (19)

yit = αi + βixit + λift + εit (21)

= αi + βixit + λiφ
−1

i (xit − ψigt − eit) + εit (22)

= αi + (βi + λiφ
−1

i )
︸ ︷︷ ︸

̺i

xit −λiφ
−1

i ψigt − λiφ
−1

i eit + εit
︸ ︷︷ ︸

ςit

(23)

= αi + ̺ixit + ςit (24)

From equation (24) it is clear that with standard panel estimators we can only obtain a consistent
estimator of ̺i = βi +λiφ

−1

i or its mean and not of βi or its mean (Kapetanios et al., 2008) — βi

25



is unidentified. Under the specification described, a standard pooled fixed effects or Pesaran and
Smith (1995) Mean Group estimator will therefore likely yield an inconsistent estimator (due
to residual nonstationarity) of a parameter we are not interested in (due to the identification
problem).

4 Parameter heterogeneity in the face of variable nonstationarity

“What do Thailand, the Dominican Republic, Zimbabwe, Greece, and Bolivia have
in common that merits their being put in the same regression?”
Harberger (1987, p.256)

“The lesson for applied work is that if large T panels are available, the individ-
ual micro-relations should be estimated separately and the averages of the estimated
micro-parameters and their standard errors calculated explicitly . . . The hypothesis
of homogeneity, common slope coefficients, can then be tested. Our experience is
that it is almost always rejected . . . ”
Pesaran and Smith (1995, p.102)

It is a common practice in the literature to pursue ‘TFP extraction’ using an empirical specifi-
cation characterised by homogeneous factor parameters, coupled with heterogeneous TFP levels
and evolution (Parente & Prescott, 1994, 1999; Klenow & Rodriguez-Clare, 1997; Caselli &
Coleman II, 2006; Acemoglu, Antras, & Helpman, 2007; Aiyar & Dalgaard, 2008). As the com-
ments by Harberger (1987) above and Brock and Durlauf (2001) quoted earlier indicate, there
is considerable unease about the standard empirical specification imposing common technology
parameters and we have already provided a number of conceptual arguments for the hetero-
geneity of production technology and TFP across countries. Our general empirical specification
has gone to great lengths to be as flexible as possible regarding heterogeneity in the impact of
observables (technology parameters) and unobservables (factor loadings) on output. Why this
emphasis on parameter heterogeneity? Misspecification of technology parameter heterogeneity
in itself may not be regarded as a serious problem for estimation: if slope parameters vary ran-
domly across countries and are orthogonal to included regressors and the error terms, the pooled
regression coefficient represents an unbiased estimate of the mean of the parameter across coun-
tries (Durlauf et al., 2005, p.617). Note that these are very strong assumptions, which are likely
to be violated in the data (Caselli et al., 1996). Nevertheless, it has been argued that variable
omission and parameter heterogeneity may be interpreted as examples of deviations of empirical
growth models from a statistical ‘ideal’, allowing for the kind of inferences a researcher would
wish to make in the growth context (Brock & Durlauf, 2001). This viewpoint derives much of its
justification from the assumption that variable series entering the empirical model are stationary.

Neglecting potential technology parameter heterogeneity and TFP heterogeneity in the empiri-
cal analysis however has more serious implications if observable and/or unobservable variables
are nonstationary, namely the breakdown of the cointegrating relationship between inputs and
output. We can illustrate this point quite easily: a pooled estimation equation in levels imposes
common technology parameters on all countries and thus creates nonstationary errors if ‘true’
technology parameters are heterogeneous and input variables are nonstationary. With reference
to our general model in equation (1) pooled error terms may contain one or more of

(αi − πL)Lit (βi − πK)Kit (γi − πM )Mit (25)
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where πL, πK , πM are the common regression coefficients for labour (L), capital stock (K) and
material inputs (M) respectively, while αi, βi, γi are the ‘true’ country-specific technology pa-
rameters. Each of the three terms in equation (25) is a linear combination of a nonstationary
variable/process and thus will itself be nonstationary. The failure to account for technology pa-
rameter heterogeneity leads to the breakdown of the cointegrating relationship between inputs
and output and thus produces potentially spurious results (Smith & Fuertes, 2007). Even if
observed inputs and output cointegrate in each country equation (heterogeneous cointegration),
the pooled equation does not and pooled estimation will not yield the mean of the cointegrating
parameters across countries.

Similarly, a pooled estimation equation in levels augmented with T − 1 year dummies imposes
common TFP evolution on all countries and thus creates nonstationary errors if ‘true’ TFP is
heterogeneous and nonstationary. In our general notation

(λ′

ift − πTFP ) (26)

where λift represents the ‘true’ country-specific TFP process (nonstationary) and πTFP the
estimated TFP evolution specified via the set of common year dummies. Note that if the ‘true’
TFP process is nonstationary, country-by-country regressions with linear trend terms can cap-
ture technology parameter heterogeneity but lead to a misspecified TFP evolution (stationary
linear trend instead of nonstationary evolvement) and thus result in nonstationary country-
regression errors (Bai et al., 2009). Similarly in a pooled regression equation with linear country
trends.

A recent development in econometric theory implies that the spurious regression conclusion
may need qualification. Phillips and Moon (1999, p.1091) suggest that pooled regressions of
level equations with I(1) errors will yield consistent estimates of “interesting long-run relations”
between observable input variables and output provided N and T are large enough (see also
Kao, 1999; Phillips & Moon, 2000; Smith & Fuertes, 2007). This implies that regardless of
whether we have homogeneous cointegration, heterogeneous cointegration or noncointegration,
the pooled fixed effects estimator in levels can provide a consistent point estimate of some av-
erage long-run correlation between inputs and output. The joint limit theorem of the paper
however requires N/T → 0, which limits the applicability of this result for cross-country growth
analysis using macro data. This aside, the asymptotic result builds on the assumption of cross-
section independence, which as was discussed above is seemingly unjustified in the macro panel
data context. Monte Carlo simulations by Coakley et al. (2006) however show that the mere
presence of heterogeneous cross-section dependence (unobserved common factors with different
factor loadings across countries) does not change the Phillips and Moon (1999) result: the pooled
fixed effects estimator is unbiased even in small samples but is rather inefficient. However, if
unobserved factors drive both the input(s) and output variables, the Phillips and Moon (1999)
results breaks down.

In Section 2 above we have shown that there is a general consensus that macro data series
such as output, GDP or capital stock should not a priori be considered as stationary processes
for all countries analysed. We also provided arguments to suggest that TFP evolution may be
best represented as a nonstationary process. In Section 3 we then argued that unobserved TFP
processes can be conceptualised using common factor models, which allow for cross-country het-
erogeneity in factor loadings. In the light of the discussion in this section, the assumption of
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parameter homogeneity, commonly adopted in the mainstream literature on growth empirics,
is shown to have much more serious implications in the nonstationary than in the stationary
context: any deviation from the homogeneity assumption no longer simply affects the precision
of our estimate of the parameter ‘mean’, but will lead to the breakdown of cointegration and
thus potentially spurious results. With regards to the specification of TFP evolution, we can
state that the use of a linear trend may not capture the (potentially) nonstationary evolution
and may thus equally lead to a breakdown in the cointegrating relationship, even if factor pa-
rameters were modelled correctly (Bai et al., 2009).

5 Concluding remarks

In his stimulating book The Elusive Quest for Growth Bill Easterly (2002) argues that after
many decades of empirical work economists are still none the wiser as to what causes growth. In
seeking a source for this failure many would see empirical growth regressions as the most likely
guilty party. For the defense we would argue that while not blameless, much has been learnt
from cross-country regressions and the lesson of incomplete success is not to abandon the ‘quest’
but to seek to understand why success has been so limited. We noted in the introduction that
the ‘growth regression approach’ has been under attack from both those who think randomised
experiments or country-based studies are the way forward. One of the themes of Easterly’s book
is that development economics has been dominated by fads and each new fad has been hailed
as the solution to past problems. This survey has sought to show that one past fad, ‘growth
regressions’, may have life left in it. That is not to say it is the only approach, it may well in
the long term turn out not to be the best one, but as we have argued, it is more informative
and more flexible in the problems that it can address than its critics have allowed.

In this paper we have provided two general empirical frameworks for cross-country growth and
production analysis which encompass the various regression specifications favoured both in the
mainstream as well as the emerging nonstationary panel literature over the past two decades.
A selective review of this literature highlighted how parameter heterogeneity of the impact of
observables and unobservables can be accommodated within our general modelling framework.

By placing the literature in this general framework we have been able to highlight two factors
that may hold the key to some of the failures of growth regressions. The first is how central the
assumption of homogeneity, of both technology and TFP, is to the results that have been derived.
New econometric techniques allow us to relax these dimensions of homogeneity and the new
evidence from these techniques certainly suggests that heterogeneity in both technology and TFP
matter . . . a lot. The second factor to which we have drawn attention is the assumptions empirical
models make about the time-series properties of the data. The standard empirical estimators
(e.g. Fixed Effects, Difference and System GMM) not only impose homogeneous production
technology, they implicitly assume stationary, cross-sectionally independent, variables. If we
recognise the implications of these data properties for the estimators then we may well be
able to reduce the gap between our models and the data they seek to explain — this, rather
than banishment from the development discourse, is in our view the right verdict on growth
regressions.
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Notes

1Here and in the remainder of the paper we refer to heterogeneity in ‘technology parameters’ to indicate
differential production function parameters on observable factor-inputs across countries.

2A number of recent papers replace the Cobb-Douglas representation with a more general CES production
representation or the Christensen, Jorgenson, and Lau (1973) translog production representation (Bernard &
Jones, 1996a; Duffy & Papageorgiou, 2000; Temple & Wößmann, 2006). We confine the discussion to the Cobb-
Douglas form as this allows us to show the importance of the econometric issues we highlight in the context of
the most important results in the emprical literature.

3If we assume constancy of the material-output ratio, then results are directly comparable (Söderbom & Teal,
2004). In our notation: βva

i = βi/(1 − γi) and in analogy for αva
i .

4The assumption of random coefficients is for convenience. Based on the findings by Pesaran and Smith (1995,
footnote 2, p.81) the coefficients could alternatively be fixed but differing across groups. See also Kapetanios et
al. (2008, p.6).

5The inherent contradiction that TFP growth on the one hand is allowed to differ across countries while
on the other it is defined as common within the same empirical equation is lost on most commentators (Islam,
1995).

6The convergence argument suggests that due to diminishing returns to capital in the Solow model, countries
with low levels of per capita capital stock will have higher marginal product of capital, and thus (for similar
savings rates) will grow faster than countries with an already high stock of per capita capital (Islam, 1995). The
steady-state income equation in levels is defined as

yt =
(

1 − e−ξiτ
)

y∗ + e−ξiτy0

where yt is GDP at time t, y0 is the same at some original point in time 0 and y∗ is steady state level of income (all
in logarithms of ‘effective workers’). In the simple cross-section regressions of Mankiw et al. (1992) the substitute
for the steady-state solution y∗ and then subtract y0 from both sides to yield equation 3.

7This is despite the problem that full parameter heterogeneity renders conventional notions of ‘β-convergence’
across countries a somewhat meaningless concept as countries converge to their own steady-state equilibrium
paths (Lee, Pesaran, & Smith, 1998).

8One should note that Solow never claimed for his model to be applied to cross-country analysis: his focus
was on explaining the growth experience of the United States (Durlauf et al., 2001).

9Data from the Federal Reserve Bank of Cleveland, for instance, shows an average labour share of 71.7% of
value-added from 1970 to 2002 for the United States (Gomme & Rupert, 2004).

10Mankiw et al. (1992) use the share of adult population in secondary education, thus a ‘flow’ variable, to proxy
for human capital. Later implementations shifted to ‘stock’ variables such as the population average of total years
of education, readily available from Barro and Lee (1993, 1996, 2001)
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11Mankiw et al. (1992) do not report results for the restricted case of the convergence regression without human
capital. We therefore report implied β̂va for the unrestricted case computed from result in Table IV of their paper.
The imposition of the restriction has a second order effect on this estimate in all other regressions they present.
Further, Islam (1995) reports the implied β̂va for a slightly different sample, obtaining .83.

12The coefficient on yi,t1 (the lagged dependent variable) is now −e−ξiτ , rather than 1− e−ξiτ , which needs to
be accounted for in the computation of β̂va.

13The factor variables n and sk are 5-year averages, starting with 1960-1964; if the output variable is yi,1965 for
yi,t2 , then yi,t1 is yi,1960 and so on.

14Islam does not directly estimate the TFP levels which are subjected to a great deal of comparison and
analysis in the literature. Instead he ‘backs them out’ using predictions from his ‘within-groups’ regression. As a
consequence he does not carry out any formal test of statistically significant differences across the Ava

0,i.

15The parameter on the lagged dependent variable is biased downward (in absolute terms), implying higher
rate of convergence (Bond, Hoeffler, & Temple, 2001; Durlauf et al., 2005).

16This result is due to Pesaran and Smith (1995, p.84). The reason for this is that E[yi,t1uiτ ] 6= 0 as the error
contains [

(
−e−ξτ

)
−

(
−e−ξiτ

)
]yi,t1 . For more details refer to Section 4. All variables that are correlated with

the lagged dependent variable will also be correlated with uiτ . If variables exist that are not correlated with the
error, they are not informative and thus cannot act instruments.

17They also estimate a more general translog model but results are qualitatively the same.

18While this result is not investigated for statistical significance at the individual country level, they construct
a number of test statistics which reject the null that agricultural TFP growth is the same as manufacturing TFP
growth in favour of the alternative that the former is larger.

19See Pedroni (2007, p.435/6) for details. The working paper (Pedroni, 2004b) expands on this.

20The FMOLS estimates are superconsistent in a cointegrated framework of nonstationary variables. If the
nonstationarity assumption is violated, the FMOLS transformation results in ‘overdifferencing’, which introduces
noise while the endogeneity problems remain.

21This is surprising given that in their important contribution to the nonstationary panel literature, Phillips
and Moon (1999, p.1057) mention the Penn World Tables in their opening paragraph and the same dataset is
also highlighted in the opening paragraphs of review chapters on nonstationary panel econometrics by Kao and
Chiang (2000), Smith and Fuertes (2007) and Baltagi (2005).

22The term ‘moderate’ here is to be interpreted from a time-series econometrics standpoint. Data for 50
years may not be sufficient to detect the time-series properties appropriately, and most macro datasets including
observations from LDCs are considerably shorter.

23Panel-based tests that provide explicit information on which country series are I(1) and which I(0) (Breuer,
McNown, & Wallace, 2001) were found to be highly sensitive to sample selection (Ford, Jackson, & Kline,
2006).

24Granger and Newbold (1974) illustrated this in a simulation using two independent random walks.

25Note that cointegration is invariant to temporal aggregation (Granger, 1988; Marcellino, 1999).

26This is obtained from the US Bureau of Labor Statistics. From the parsimonious description it has to be
assumed that TFP is constructed via an accounting exercise.
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