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A Game-Theoretical Specification of Static Optimization Problems
for the First-Order Lag Models of Macroeconomic Dynamics

In most cases macroeconomic models describe the overall economy within a dynamic
framework. That means that along with static elements such models contain at least one
dynamic element within either discrete or continuous time span. Basically, for numerical
computations any differential equation is always transformed into a difference one. Thus
further we will consider models in the form of finite-difference equations.

The problem of dynamic optimization is widely explored and has a lot of applications in
macroeconomic modeling [1]. It is also probable to specify static optimization problems using
a dynamic framework. Particularly, such problems appear as different facets of efficient
resource allocation [2, 3].

Due to [4], let us assume that dynamics of n-industrial open macroeconomic system can be
described by a system of difference equations. It has the following matrix form (for N discrete
points of time):

X(7+1) = x(2) =p(x(@) + Mu(?)), {t=0,1,..., N-1} (1
where X = (xy, X2, ..., X, X,11)" i a vector of phase coordinates in which the first n variables
are fixed capital accumulations per industry, and x,., is a foreign debt; u(t) = (uy, uy, ..., u)" is

a vector of foreign and domestic investment flows. p(-) and A(-) are vector-valued functions:

{u;}7, is a set of amortization functions; s,,, is a debt services function [5]; {/1,-};’;'11 states

for functions which describe how gross investments impact left-hand side of (1), i.e. either net
investments for {i =1, 2, ..., n} or foreign debt gross accumulation for i = n+1. For the sake of
simplicity, in most applications [6, 7] vectors p(-) and A(--) may be considered as linear

functions, so that (1) takes a form of
x(¢ +1) —x(¢) = Mx(¢) + Au(?), 2)
where M is a (n+1)x (nt1) diagonal matrix of constant coefficients (with negative signs,
except the last) and A is a (n+1)x / non-diagonal matrix of weight coefficients.
The dynamic model (2) can be viewed as a combination of the following elements [3].
Vector-valued functions p(x(¢))=Mx(#) and A(u(?)) = Au(¢) are zero-order static elements

called multiplicators. A Sub-model x(¢#+1)—x(¢) = Au(¢) is a zero-order dynamic element

called an accelerator. It describes the proportional relationship between gross investments
(outputs) and the rate of inputs. The model (2) itself can be considered as another structural
element known as a first-order time lag (inertia) element. Its inputs are corresponded gross
growth values and outputs are corresponded accumulations, and it represents the ‘working-off’
of the inputs.

The model (2) is frequently used in macroeconomic modeling. In this article we will
consider it within the Solow’s framework [8]. Figure 1 shows a diagram of the specified
model. Here y(#+1) is a vector of outputs per industry. Production functions () are specified

with n fixed capital stocks {x;};, and foreign debt x,.;. The problem of function f(-)
specification is fully examined in [9].
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Figure 1 Structure of a modified Solow’s first-order lag model

Now we start with the mechanism of transforming the dynamic model (2) into N static
optimization models.

Suppose that for each of n industries there is available statistical information about fixed

n
i=1>

capital accumulations {x;(z)};, and coefficients of amortization {m,} foreign debt

accumulation x,.; and coefficient of debt services m,.;. The identification of matrix A will be
considered later. Hence u(?) {¢} ,1\;61 are the only unknown parameters. Consequently, (2) is a

system of n + 1 linear algebraic equations with / variables.

Further we will consider the situation when /> n+1, which corresponds to economic reality
most of all. In this case, when the system is overdetermined, there appears some arbitrariness
in the model. Using /-n-1 numbers of freedom, one can provide an effective structure of

unknown vector u(t).
1
J=l

while the others n+1 are basic. Then basic variables are expressed in terms of free variables:
u’(0) = (A’(@)" (x(t+1) = x(2) - Mx(2) — A'()u' (1)), 3)
where ul(£) = (uy (1), un (0), ooy utj_y ), WEE) = gy (Os11)_y (1)), A' and A? are
(nt+1)x (I-n—1) and (n+1) x (n+1) matrices of weight coefficients.
Now let’s turn to matrix A(¢) identification. Consider an open macroeconomic system,

Coordinates {u;},;_; can be always renumbered so as the first /-n-1 variables are free,

every i-th {i}j-; industry of which produces both final consumption and investment goods.

The sum of all outputs form a total output, or GDP Y(¢). All goods are both exported and
imported. Let vector u(f) contains the following coordinates: u(t), ux(?), ..., u,(f), foreign
investment flows per industry; u,.i(f), u,2(?), ..., u2,(f), domestic investment flows per
industry; and uy,+1, the sum of net exports and domestic investments abroad. So in this case /,
the number of the unknowns, is 2n+1, and (3) has n degrees of freedom. Then the matrix A(?)
may be identified as follows:

n

I

AD =N, @), A)=|--| , A= T “
i ' (n+1)x(n+1)

where I is an identity matrix, i is a vector of unities.

Using formulas (2)-(4), one can set up static optimization problems at every point within
discrete time f, where instrumental variables are coordinates of the vector u'(s). A general
analytical form of such problems goes like



max F(ul)
ul

subject to h(ul) <c,
where F(-) is an objective function, h(*) is a constraint vector-valued function, ¢ is a vector of
constraint coefficients.
Suppose that the process of investment development is the process of two aggregate
players’ interaction: a recipient (national economy) and a foreign investor. Let a recipient have
n pure strategies (n absolute priorities per industry), while an investor can operate with n+1

pure strategies (being specialized either in the i-th industry {i}/_; or in diversification policy,

i.e. to invest into each of » industries). If a recipient’s strategy does not coincide with that of
an investor, then both will gain nothing. Otherwise, a recipient’s payoff is investments
obtained into the i-th industry at time ¢, and an investor’s payoff is the sum of profits he can
receive during some future periods. These two payoffs are separated in time. Therefore, using
a net presence value, an investor’s payoff should be discounted to initial time ¢.

Specified game is a static game with simultaneous moves. It has two solution concepts:
Nash equilibrium (in pure strategies) and mixed Nash equilibrium (in mixed strategies). Any
pure strategy however reflects in a trivial situation, when only the one industry is invested.
Thus, further mixed strategy is considered.

n
Let p=(p1, p2, ..., pn) be a vector of probabilities (z p; =1). Each {p;}7, states for
i=1
probability of choosing the i-th strategy by a recipient. Suppose also that an investor chooses
strategy of diversification. Consequently, a recepient’s expected payoff (i.e. mathematical
expectation of payoff) is pu'. Therefore, it is natural to specify the objective function F(*) as
follows:
max F(ul):pul. (5)
ul
As to h(*) and ¢ specification, for the sake of simplicity we will elaborate two possible
constraints. The first one naturally follows from the fact that total foreign investments can not
exceed some critical value /.,

' <7, (6)
In order to obtain the second constraint, let k(¢) be a coefficient that shows what part of
domestic consumer goods should remain for domestic consumption; &,(f) be a part of domestic

investments u,.¢) in the i-th industry that should remain for domestic development. Using (3),
(4), we arrive at the following constraint at time # [12]:

(ul )tr ((1 + LT -k )s (1= k)Y +(Ax - Mx)" (klitr - k), 7

where Ax=x(t+1)=x(¢), k"~ =(kLk2,... k)" and k = (k1,k2, ..., k,,)" .

As a result, choosing mixed strategy, a recipient encounters linear programming (LP)
problem (5)-(7) at every point of time. The opportunity set of the specified LP problem
intercepts a n-dimensional coordinate system at some points which correspond to the case of
pure strategies. Let us designate theses points as [y, I, ..., I,. Then if the recipient is rational,
we can derive a condition of choosing mixed strategy by him:

ul > plll)& ul > pzlz)&...&(pul >pnln). ®)



Consider the problem of optimal investment allocation using two-industrial (z = 2) Danish
economy in 1966-1997 as an example. Let the first industry consist of manufacturing and
agricultural branches and the second one of services branches. The statistic analysis [10, 11]
reveals that parameters k(t), k;(t), k,(t) may be considered as constants equaled to 0.93, 0.98,
and 0.80 correspondently. Take note of essential difference between the parts of investment
goods from the first industry aimed to be exported (2%) and the same for the second industry
(20%). The latter generally corresponds to results that will be obtained further.

For the degree of freedom /-n-1 = 2 conditions (8) can easily take form

/
(12<IC,:11<I{)& 1<P2 A
2 b

where [ is the solution of (7) subject to u, = 0.

As a result, the priorities p; and p, of investment development should be chosen as 0.44
and 0.56 correspondently. Then using the LP model (5)-(7), optimal investment allocation can
be computed at each of N points of time ¢ (for details see [12]). Time-series trends of real and
optimal (designated with an asterisk) investments are derived employing OLS estimation [13]:

iy () = 170/ = 97.22¢ + 1639.967 — 6208.48¢ + 8758.67, R*=0.95;
iy ()= 1.41¢'— 73.84£ + 1086.26¢" — 2013.09¢ + 6037.72, R*=10.92;

Iy (1) = 1.441 — 82.647 + 1392.647 — 5288.82 + 7426.48, R’ =0.95;
iy (£) = 0.69¢' - 37.06¢ + 540.047 — 319.32¢+ 1861.06, R*=10.92.

The coefficients of determination R” for optimal trends appear to be higher than those for real
trends. Particularly, this can be a result of better stability of economic system under the
optimal investment allocation.

Extrapolation [14] of defined trends leads to the table below. The optimal plan of foreign
investment allocation for 1998 implies more expansive investment policy, especially for
services. While the second industry appears to be more developed and have the higher priority
(p2 > p1), foreign investments are more demanded by the first industry. This results in a
substantial misbalance of investment exports and higher fulfillment of investment market with
domestic investments.

Table — Optimal and real allocations of investments. Forecast values

Foreign investments, A point forecasts
Standard errors
thousands DKK for 1998
Optimal (in industry 1) u* 81472,15 5268,81
Real (in industry 1), u; 78877,28 5845,70
Optimal (in industry 2), u,* 70097,36 4501,81
Real (in industry 2), u, 49852,91 4272,65

Obviously, the problem of static optimization models specification is frequently occur both
in mathematic and economic sciences. This article was about special facets of this problem. It
concerned transformation of the first-order lag dynamic element into finite number of static
ones. The process of transformation entailed specification and identification algorithms of



optimization model. Specifically, using game theory tools, we shifted from the dynamic model
of investment development to the static models of optimal investment allocation between two
industries. All modes were approbated using two-industrial open macroeconomic model of
Danish economy. Retrospective analysis revealed correspondence with reality and possibility
for the future corrections of investment policy, while prospective analysis gave implicit
recommendation about optimal strategies in forecast periods. Nevertheless, it should be noted
that no optimal policy obtained analytically can be considered as the only one. Any analytical
solution is a complimentary descriptive characteristic of the system that describes an ideal
optimality of instrumental variables.
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JI.B. @unvuenko
TeopeTnko-urpoBasi cieupuKamms 3a1a4 CTATHYECKOI ONTHUMH3AIMHI
1151 MofieJieii MAaKPOIKOHOMUYeCKOii THHAMHKH C JIATOM MepPBOro MopsiAka

Hzyuena npobnema nepexoda om mooeneu MAKpPOIKOHOMUYECKOU OUHAMUKU 8 ¢hopme 11a208020
INIEMEHMA NEP8O20 NOPAOKA K KOHEUHOMY HYUCTy MoOereti cmamuyeckol onmumusayuu. B xauecmee
OUHAMUYECKOU MOOETU PACCMOMPEHa MoOenb unsecmuyuonno2o paseumus (muna Conoy), a 6 kavecmee
CMAMUYecKkol — MOOelb ONMUMATLHO20 PACHPeOeNeHUsl UHOCIPAHHBIX UHBECMUYULL 8 O8YXOMPACIe8Ol
OMKPLIMOU MAKPOIKOHOMUYECKOU cucmeme. I nasuvlii uncmpymenm cneyu@uxayuu u uoenmu@urkayuu
CMAMUYecKux ONMUMU3AYUOHHBIX MOOeell — annapam CMamu4eckol meopuu uep U MamemamuyecKo2o
npPOSPAMMUPOSAHUSL.



JI.B. Dinvuenko
Teoperuko-irposa cnenugikanisi 3a1a4 cTaTHYHOI onTUMi3auii
1151 MofieJieii MAaKPOeKOHOMIYHOT TMHAMIKH 3 JIaroM MepuIoro Nopsiaky

B cmammi posensoacmoca npobrema cneyugixayii cmamuunoi onmumizayitinoi 3a0ayi 6 pamxax
MoOeni MakpoeKoHOMIuHOT Ounamixu. bazosorw ona docnidoscenna cmana aiHilHa Ouckpemua mooens (1)
IHBECTMUYILIHO20 DO3GUMKY GIOKPUMOT N-2any3e60i MakpoekoHomiunoi cucmemu. [onoene 3a80amHs
pobomu — meopemuyne OOIPYHMYSAHMA MA NPAKMUYHA anpobayis areopummy mpanc@opmayii @
KOJICHULL OUCKpemHUuti mMomeHm uyacy moodeni (1), axa auwe onucye egonoyil0 MAaKpOEeKOHOMIYHOT
cucmemu, 6 Mooenb cmamuyHoi onmumizayii. B skocmi ocmannvoi Oyna obpana mooeib ORMUMAILHO20
PO3NOOINY [HO3EMHUX THEECMUYITE MIJIC 2ATY35MU eKOHOMIKU.

10es nepexody 6i0 ounamiku 00 cmamuku NOAAAE 8 HACMYNHOMY. AKWo Yucno 3MiHHUX YNpaeiinb
(ingecmuyitinux nomoxie) 6 cucmemi pisHuyesux pisHanv (1) Oinvue, HidxC YUCIO camMux pi6HAHb, MO
cucmema GUABNAEMbCS NEPEGUIHAYEHOIO, A ceped YUCIA 3MIHHUX MOJICHA GUOLIUMU 6A3UCHI Ma GiNbHi.
OcKinbKu iHCMPYMeHMANbHI 3MIHI — [HO3eMHI THBeCMUYiliHI NOMOKY, MO 8 pobomi came 80HU 0OpaHi
sinvHumu. bazucui sminni 6 6yOb-aKuil MOMeHm 4acy 3a OONOMO20w pieHAHb cucmemu (1) moocymo
b6ymu supagiceti yepes iibHI.

Omoice, 3anumaemvcst cneyuikysamu onmumizayitinuil Kpumepii ma cucmemy oOmedcenb Ha
incmpymenmanoni 3minni. Ilpoyec ingecmuyitinoco po3eumiy MAaxKpOeKoOHOMIYHOI cucmemu 8 cmammi
posenaHymuil K npoyec 63aeMolii 080X a2pe206aHuX YYacHUKie: peyunienma, abo o0depicysaid
ineecmuyil (HayioHanbHOI eKOHOMIKU) ma iHo3emHOo20 ineecmopa. byno npunyweno, wo peyunicnm mae
n yucmux cmpamezii — giodasamu abcomomuuil npiopumem i-ii eanysi (i =1, 2, ..., n), a ingecmop, 8
cB8010 yepzy, modice obupamu mixce (n+1)-10 vucmumu cmpameziamu — cheyianizyeamucs Ha i-ii eanysi
abo e dusepcughikysamu iHgecmuyii, 3a1y4arYU ix 8 KOJNCHY 2A/1Y3b eKOHOMIKIL.

Arwo cmpamesii peyunicnma ma iHeecmopa He cnienadaioms 05 HCOOHOT 3 eanysell, guepauti 060X
npupooro 6yoyme dopieHiosamu Hymo. Axugo o obpani cmpameeii 6i0006padicaiomsy CnilbHuil iHmepec
epasyie, mo euepaul peyunichma 6yoe OOpIGHIO8AMU 3ATYYEHUM THEeCMUYIAM 6 i-y 2any3b 6 MOMEHM
yacy t, a euepaw iHgecmopa — cymi npuOymxie, sKi 6in Modce OMpuMamu 6i0 iH8eCMy8aHHs. RPOMASOM
KIIbKOX HACMYNHUX nepiodié (00 desakoeo Kinyegoco momenmy yacy). Lli oea eucpawi posoineni 6 uaci,
MoMy J102i4HO @uepawl iHgecmopa OUCKOHMYBAMU 00 MOMEHMY t, BUKOPUCMOBYIOUU 8EIUYUNY YUCTO20
menepiunbo2o 3navenns. Ilpome, 6y0b-aKuil po3a A30K Yiei epu 8 YUCTNUX CMPAMEIAX € MPUBIATLHUM:
ineecmyemucs auwe o0Ha eanyze. Tomy 3anpononosano 3pobumu nepexio 0o smiuianux cmpamezii.

Tpunyweno, wo peyunicnm obupac KONICHY C60H cmpameito 3 0esaK0K UMOGIPHICIIO, a IHEeCmOop
ousepcuixye ineecmuyii. Todi yinebosa @yuryisa (5) idobpadicae ouikyeanuil guepawi (Mamemamuine
Ccnoodisanus euepauty) peyunieuma. /[ Ha0UHOCMi MAKOJC 3anPONOHOBAHO 08a ooMmedicerns (6) i (7) na
3MIHHL. W0  6ionosioaioms  IHO3eMHUM  iHeecmuyism. Paszom i3 ymosow  Hesid ‘€mHOCMI
IHCMPYMEHmanbHux sMiHHUX Mooens(5)-(7) cknaoae 3a0auy AiHiUHO20 NPOSPAMYBAHHA.

s mozo, wob no3dymucs 0ogineHocmi y ubopi iimosiprocmetl 8uOOpy cmpameziti iH6eCmy8anHs
eanysell ma GelUYUHU ZPAHUYHO20 DIGHA IHO3EMHUX [HEecmuyii (AKa 3 ‘A6Unacsi 6 O0OMEeNCeHHSX),
ompumani ymosu (8) eubopy peyunicumom 3miwanoi cmpameeii. Hxwo ymosu (8) euxomawi, mo
onmuManbHUll po3e ‘30K cneyugikosanoi 3adayi Ninitino2o npocpamysanns 6yoe gionosioamu smiwani
cmpame?zii peyunicuma.

Anpobayis 3anpononosanux moodenetl i nioxodie 6ynra 30iicHeHa Ha NPurIadi exonomixu Jawuii y
nepioo 1966-1997 pp. Becv peanvhuii cekmop 6y YMOGHO pPO30INEHUll HA O8I 2Aly3i: NPOMUCIOBO-
CiNlbCbK020CN00apcuKy i eany3e nociye. s KodcHO20 pOKy Oyau Oompumani OnmumanbHi 3HAYeHHS
iHO3eMHUX [HBeCUYIll 0N KOMCHUX 3 2ay3ell, a makoxc ix npiopumemu po3s ‘a3ky. 3a 00nomozoio
Memooy HauMeHWUx Keaopamie OMpUMAHI 4ACO8i MPeHOU PpeanbHuX ma ONMUMATbHUX [HO3EMHUX
iHgecmuyil 015 3a0an020 nepiody. Ananiz é 6a308ull nepiod € pempoCcneKmueHUM i 003601A€ GUABTAMU
NPUYUHU GIOXUTIEHb PeanbHUX MpeHOi8 6i0 ONMUMAIbHUX MA KOPU2y8amu iHeeCmuyitiy noaimuxky 6
Maiibymuvomy. Y cmammi  maxosc nponoHyemvcs MOMCIUBUU  NiOXi0 00 3adaui NAAHYBAHHSA
(MpocHO3YBAHHS) ONMUMATLHOL iHéecmuyitinol noaimuku (mak 36auutl, NPOCNEKMUGHUL aHANI3) 34
00N0MO2010 eKCMPAnoAAYii UABNIEHUX MEHOeHYIll MemoOoM De3yMOBHO20 NPOSHO3YEAHHSL.

Source: http://essuir.sumdu.edu.ua/handle/123456789/3152



