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Abstract

Cobb-Douglas production function is a basic function in growth models. The modeling in
this paper showed that VAR is stable; KPSS test showed that output, capital and labor are not
trend stationary. Johansen’s co-integration test showed that a requirement for Fischer/Cobb-
Douglass paradox to work is met at 3 lags, there factor shares are I(0). The Fisher/Cobb-
Douglas Paradox is based on constant factor shares. (In terms of time-series analysis, such
constancy is equivalent to factor shares being 1(0). The Fisher/Cobb-Douglas Paradox is thus
why the estimated ¢ equals unity independent of the underlying production technologies
generating the simulated data.At 4 lags however these variables are I(1) variables i.e. Cobb-
Douglass is not CES function anymore. ADF test for factors of production showed that
natural logarithm of capital is stationary variable, while log of labor is not-stationary except
at 10% level of significance. Adjustment parameters showed that labour responds more /
faster than loutput (log of GDP) and Icapital on if there is change / shock in the
system.VECM model failed the stability eingevalues test.
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Literature review of Neoclassical production function

The process of economic growth depends on the shape of the production function. The
production function represents a mathematical equation that shows the combinations of

production factors (capital and labor) necessary to produce a certain amount of output.

In addition, we will interpret the production function. We say that the production

function, F(K,L,T), is neoclassical, if the following conditions are met:

1. Constant returns of scale. The function has constant returns of scale when the rise of

capital and labor for a positive constant A, will contribute to increasing output of 4.

FOK, AL, A)=21-F(K, L, A)3acurel>0 (1.1)

Simplified, the property of constant returns of scale shows that the dual increasing of

the factors of productions (capital and labor) causes a doubling of output.

2. Characteristics of diminishing marginal product of production factors (labor

and capital).

The value of the first derivative of the production function is positive, indicating that
the marginal product of capital is a positive value. The increase of capital causes the increase

of total output.

f(k)=Aak®" >0 (1.2)

The value of the second derivative of the production function is negative, indicating
that the marginal product tents to decrease. The characteristic of the declining marginal
product of capital shows that the additional deployment of capital contributes to increasing
the total output, but the dynamic of increase of total output is less than the dynamic of
increase of capital with any additional capital increase. The same feature of declining
marginal product of labor needs to apply as a factor of production. But here is very important

to note that the property of decreasing marginal product is valid provided that technology
and other factors of production do not change, remaining constant over time.
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£(k) = —Aa(l- a)k*> <0 (1.3)

The characteristic of decreasing marginal productivity of capital' is important because: First,
it limits the ability of the model of Solow and Swan give adequate explanation for the
difference in the level of per capita income between countries and, secondly, it limits the
ability to give a full explanations of the differences in the rate of economic growth.

These are important features that differentiate the traditional view of economic growth
(exogenous growth theory) of the new generation of models of growth, endogenous growth
models.

3. Inada condition. The third feature of the neoclassical production function is the

Inada condition, which can be mathematically introduced by the following equation:

dY . dy
lim—=0 lim — = +o

dK n dK (1.4)
K — +© K—0

The first expression shows that the marginal product of capital approaches zero, if capital
moves towards infinity, while the second term shows that the marginal product of capitals

moves towards infinity, if capital is approaching Zero.

Cobb-Douglas production function

One of the most common used production functions by economists is Cobb-Douglas
production function. It represents a simple production function that gives a responsible

description of actual economies.

Cobb-Douglas production function can be written as:

! Basic indicators of marginal productivity are: marginal product (MPK) and the capital value of marginal
product of capital (VMPK).



Y(¢) = F[K(t), L(2), A(1)]

= AK“L"™® equation (1.5)

where, 4>0 and it shows the level of technology and, &, is a number between 0 and 1.
Often it is assumed that the exponent « is 1/3, that means K in creation of Y participate with
/3.2

The production function of the equation (1.10) we can write in the form of output per

worker (output per worker), so that both sides of equation (1.10) we will divide by L:

Y K\*
o= A(—j (1.6)

Where, if we change for: Y/L=y n3a K/L=k, will get the following so-called intensive

form of production function:

y = Ak* (1.7)

Cobb-Douglas function meets the conditions to be treated as neoclassical production

function. The characteristic of the positive and declining marginal product of capital:

’In the original production function of the Paul H. Douglas and Charles W. Cobb, o =1/4
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' " li k)=0
f(k)=Aak*" >0 , f'(k)=-Aa(l-a)k®? <0and, Inada condition: ... / (k)

limk»() f"(k) =®©

Cobb-Douglas production function provides an opportunity to establish the
participation of certain factors of productions (labor and capital) in creating the total output
(income) in the economy. In a market economy, factors of production, labor and capital, are
paid according to their marginal product. Thus, the marginal product of capital is equal to its
cost districts R, and the marginal product of labor equals the wage, as rental income from

renting labor. This we can show mathematically using the following equations:
R=f (k)= Aak®" (1.8)
Where, the amount of unit capital is paid according to his marginal product, and:

w=f(k)—k- f (k)
=(—-a)-Ak" 3 (1.9)

Where, the wages per worker are differences between national income per worker and rental
income of capital per worker.
The share of capital in the creation of total output in the economy may be calculated

using the following equation:
Rk/ f(k)=a (1.10)

where: R -k, the product between penarannara cost of capital R and capital per worker &
represents rental income per worker in the economy, f (k) = y,shows the output (income) per

worker, therefore the relationship between pentamamor income of capital and output

* If we assume that total output is produced with only two factors of production (labor and capital), then the sum
of wages and rental income of capital represents national income per worker Yy =Ww+ k-R, or,

w =y —k - R Mathematical note: y = f(k) = Ak"“ - output (income) per worker
w=Ak* —adk" -k = Ak* —adk® = (1-a)- Ak°.
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(income) per worker shows the share of capital in the creation of total output in the

economy”, and the equation:
w/ f(k)=(1-a) (1.11)

where: w, shows the penrammmor income from labor’, or wages in the economy, and
f(k)=y, shows the output (income) per worker, therefore the relationship between
pentanHuoT income of labor (wages) and the output (income) per worker shows the share of
labor in the creation of total output in the economy (in creation of gross domestic product -
GDP).°

Both coefficients can be used for the calculation of declining marginal returns to factors
of production (labor and capital). Coefficient a, has less value, and refers to the yield on
physical capital investment, and ratio (1—a), has a bigger part in creating the total output
ant it refers to contribution from growth of employment in economy.

The elasticity of substitution (e), is an important parameter for explaining the
technology, and more for measuring the speed of falling yields. This parameter refers to the
relative rate of change in factor shares (K /L), which changes are the result of relative
changes in the marginal rate of substitution, i.e., changes in relative factor prices (w/r),

influencing changes in factor shares.

The coefficient of elasticity can be shown using a mathematical equation:

AK/L) AK/L)
_ (K/L) _ (K/L)
A A NCID

(Y, 1Y) (w/r)

(1.12)

* As we can see from the equation the share of capital in total output we note as @, and we said that in Cobb-
Douglas function, @ =1/3.

> Because the equation is in intensive form rental income from labor w in intensive form we get when rental
income from labor, wL will divide with the number of workers, or: w = wL /L

% As we can see from the equation the share of labor in total output we note as (1—a), analogous to the

foregoing, if capital accounts for the third of total output creation, @ = 1/3., then the labor in creating the total
output contributes with two-thirds, (1—a) =2/3.



In Cobb-Douglas production function the elasticity is equal to one. It comes from the
consistency of @ and (1- a). Basically, the consistency of @ and (1-a), produces constancy

in their relationship

l—a Y,L/Y, VL _wl (1.13)
a Y K//Y, Y K, 1K, '

This can be true only if the relative changes in the relative factor prices (w/r) are

followed by the relative changes of factor shares (K /L), or by the same logic in reverse.

Obviously, this is the case when the elasticity of substitution has a unit value. Mon
realistic is to assume that the elasticity of substitution has a value less than one. In limited
cases, such as the production function model of the Harrod-Domar, the value of the elasticity
of substitution is zero, meaning that the effect of falling yield is current. On the other hand,
when the elasticity of substitution is grater then one, then the effect of falling yields will be
slower. In a limited case, when the elasticity is non-limits, which essentially is unrealistic, the
effects of falling yields will tend to disappear. In both cases (e>1 u e>1) the share of
factors of productions (labor and capital) in creating the total output will not be constant, as is
the case in Cobb-Douglas production function, in contrast (Hactporu Toa), the participation
factors change over time and depends on the elasticity of substitution. The concept of
diminishing marginal product of factors previously elaborated briefly through the property of

diminishing marginal product and so-called Inada condition.

The Fisher Cobb-Douglas Paradox

The economist Franklin Fisher in his article’, first documented a paradox in estimating
substitution elasticities in Cobb-Douglas production function. Fisher found that, when
aggregate factor shares were almost constant, the technology in Cobb-Douglas production
function provided the best fit although no aggregate production function could be created

form the underlying unit-level production function.

" The Fisher/Cobb-Douglas paradox, factors shares, and cointegration
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The Fisher Cobb-Douglas Paradox is “that an aggregate Cobb-Douglas production
function will continue to work well if labor’s share continues to be quite constant, although
that rough constancy is not itself a consequence of the economy having a technology that is

truly summarized by an aggregate Cobb-Douglas production function”

Data and methodology

We use annual data from 1899 to 1922 year, Cobb-Douglass production function for USA.
These data were used by Paul Douglas and Charles Cobb in a study where they modeled the
US growth from 1899 to 1922°% We use time series tests to see whether variables are
cointegrated ,which variables responds to shocks more quickly than others, descriptive

statistics is given in next table.
Variable

able Obs Mean Std.deviation Max
description

logarithm .
loutput 26 2246503 0.8047979 3.135494
of output

logarithm
Icapital 26  2.348297 0.8295895 3.178054
of capital

logarithm
llabour 26 2291471 0.7847897 3.091043
of labour

Correlation matrix

| loutput Icapital llabour

loutput | 1.0000

lcapital | 0.9736 1.0000

llabour | 0.9874 0.9573 1.0000

VECM models, johansens cointegration method and engle granger method will be applied.

Graphical presentation of the variables

First here we are going to plot the variables of interest. Variables of interest are loutput,

Icapital and llabour.

® See Appendix 0 a note on the Cobb-Douglass PF
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From the graph we can see that series are individually integrated (in the time series sense) but
some linear combination of them has a lower order of integration, then the series are said to
be cointegrated. A common example is where the individual series are first-order integrated
(I(1)) but some (cointegrating) vector of coefficients exists to form a stationary linear
combination of them. For an error-correction model we need non-stationary data and a long-
run relationship (cointegration) between time-series e.g. moving magically together.

CES

Cobb-Douglass production function in USA shows constant elasticity of substitution
feature. More authors focus on capital as the factor and obtain aggregate estimates of o close to
the Cobb-Douglas value of unity.Later, the Cointegration Model provides an elegant solution to
the problem of estimating the substitution elasticity from data subject to short-run deviations from
long-run values (Chirinko,Malick,1998). The equation of CES production function is, as it is
generally accepted Q = A[5K 7+ (1—5)L“’}”p, and about the parameters in the equation
(A>0,0<0<1l;-1< p#0)K and L represent the two factors of production capital and
labour and A4;d4andp are the parameters in the equation. If we multiply the function with J

each variable in the function we will show however that the function is homogenous with the

degree one. Now we will multiply K and L with j

Q= A[5(jK)’P +(1_5)(jL)pTl/l7 :A{jfﬂ[&(*ﬂ +(1_5)L—p]}7’ :(jfp)—l/pQ:0 (jip) *Q:]Q (114)



So that proves that function is homogenous on first degree which implies constant returns to

scale/Now about the inpust the optimal input ratio implies (£) = (L)”(””)(&)”(“”)
L 1-0 P,
Now, if we replace (i)”(“p) = c; then, (ﬁ) = c(LLyr
1-6 L P,
Elasticity is ratio of marginal and average function , this input function ratio is a function of
the two inputs prices Marginal function we find by definition like a ratio of the marginal

changes of the two sides of the equation

d(K/L) _ ¢ (&)1/(1+p)—1 (1.15)
d(P,/P;) 1-6 P

marginal _ function =

] L Pr\1ip)-1
average unction = e 116
gt rie, B (1.16)
. ) .
Elasticity of substitution is o = 2 & inal _ function _ 9
average _ fuction 1+ p

Least squares regression is presented in the following table '°

Dependent
variable is loutput
Variable coeff P>|t|
Icapital 0.32987 0.001
llabour 0.6797419 0.000
Constant -0.0835009 0.206
F-stat (2,23)= 734.82 0.0000

H,: model has no

(3,20)= 2.09 0.1333

omitted variables

Here o=1, constant elasticity of substitution .This production function is labor intensive
since coefficient on log of labor is rounded on 0.68 and B on capital is 0.32. Data are from

1899 to 1922, US economy back then was more labor intensive.

2 Chiang C.Alpha (1984), Fundamental Methods of Mathematical Economics McGraw-Hill International
editions Chapter 12 pp 426-427

¥5ee Appendix 1 OLS regression Cobb-Douglass function
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Lag testing
Here we are going to choose the number of lags that we are going to use later in Engle

granger test and VECM, as well also cointegration tests.

=]
S 4

1.00
L

0.50
!

0.50
!

Autocorrelations of loutput
0.00
|

-0.50

Partial autocorrelations of loutput
0.00
L
—

-1.00
|
-0.50

T

1 2 2 4 1 2 8
Lag Lag

Bartlett's formula for MA(q) 95% confidence bands 95% Confidence bands [se = 1/sqrt(n)]

From the first graph we can see that at three and four lags autocorrelations of loutput are in
the Bartlett’s 95% confidence bands. But partial correlation graph showed that only 4 lags

are between 95% confidence bands. So we can choose between 3 or 4 lags depending on the

testing procedure.

Cross-correlogram (AC-autocorrelation, PAC-partial autocorrelation)

=il 0 0 1
Prob>Q [Autocorrelation] [Partial Autocor]
0.0001
0.0000

.0000
.0000
.0000
.0000
.0000
.0000
.0000

.0000

From the above cross-correlogram we can see that there exist positive autocorrelation in our

data. Lag selection criteria involves:
Determination of p such that

A; =0 forall i>p in the VAR model.
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So we are finding the index of the most lagged value of y, that should contribute to the current
value.

We may take one of two approaches

- Select based on LR Test

- Select based on Information Criteria

Selection-order criteria

Sample: 5 - 26 Number of obs
|lag | LL FPE AIC HQIC SBIC
8.14888 .000126 .46808 -.433033 -.319302
92.1189 .28353 -7.14334 [EHCEEEEE
103.397 .49065 -7.24532
109.985 .27139 -6.92091
31.757* . 1.3e-07 -7.8967* -7.44108* -5.96258

Endogenous: loutput lcapital llabour

Exogenous : _cons

Prob > chi2
0.64553
0.09492
0.77801

From the above Tables we choose asterisk option , and that is 4 lags. Also there is insufficient

evidence to reject autocorrelation at lag order 4.

VAR stability checking

Checking that a VAR(p) process is stable, that [l — Ajz— ... —A,z?| #0 for complex z, [z]
< 1. Is fairly straightforward. We merely find all the roots of |, — A;z— ... — A,z ”|, plugging
in the estimates of the A;. From the tables below all eingevalues lie inside the unit circle, and

VAR satisfies the stability condition.
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Eigenvalue stability co

Eigenvalue Modulus
.9062065 .906206
-.04246875 + .74476861 .745978
-.04246875 - .74476861 .745978
.4075987 + .066123981 .412927
.4075987 - .066123981 | .412927
.3589341 | .358934 |
the eigenvalues lie inside the unit circle.

satisfies stability condition.

Roots of the companion matrix

Imaginary
0
1

Real

If we fit a VAR model and all of the assumptions are not met : 1)The inference we make
using the model may be erroneous.2)Just like in linear regression, there are consequences

(maybe dire) for using estimates from a flawed model.

Unit root test on the errors

Augmented Dickey-Fuller test for unit root on errors

Dickey-Fuller test uses lags on the errors'".

Test statistic -1.219

1% critical value

5% critical value

10% critical value

" see Appendix 2 unit root test for the residuals
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Non-stationarity, we

Decision cannot reject the

existence of unit root

From the above table the decision is that we cannot reject the null hypothesis of

existence of unit root. In the next table is given result from ADF(4 LAGS) test'?.

Test statistic -3.092

1% critical value -3.750
5% critical value 3.000
10% critical value -2.630

we can reject the

Decision existence of unit root at 5%

and 10% critical value.

Plots of the residuals

On the first graph are plotted residuals, and on the second graph are plotted residuals on the

lag of the reisudals, and they seem to follow same pattern, i.e. are correlated

(autocorrelation).
{- {- - — s
o ol .ot .
g g .
E o g o L]
o o o °
ks % s P 3 : o e %

time trend Fitted values, L

Breusch Godfrey test on residuals

This is a test for autocorrelation and in contradiction to white noise test that showed that
residuals are not white noise, this test shows that autocorrelation is not a problem in our

sample.

2 se Appendix 3 ADF test for the residuals
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Autorrelation test on errors

Breusch-Godfrey LM test for autocorrelation

lags (p) | chi?2 df Prob > chi2
4 | 2.269 4 0.6864

Hp: no serial correlation

The null hypothesis here is no serial correlation if we reject it there is 68,64% chance of

making type I error. In conclusion we have insufficient evidence to reject H.

ADF  test ADF test for llabour
for lcapital

Test . Test statistic
statistic

1% critical o
-3.750 1% critical value -3.750
value

5% critical
3.000 5% critical value 3.000
value

10% critical 7
-2.630 10% critical value -2.630
value

stationarity, we can . . .
- . - Non-stationarity, we cannot reject the
Decision reject the Decision . .
. . existence of unit root except at 10%.
existence of unit root

So from the above Table Icapital is stationary process, while llabour is stationary at 10%.

Jarque —Bera test for normality of the residuals

Jarque —Bera matrix is presented below

Jarque-Bera test

Equation | chi2 df Prob > chi2 |
loutput | 2.817 0.24457

lcapital 8.918 0.01158

llabour 0.819 0.66409
ALL 12.553 0.05071

This result shows that non-normality is not a problem in the residuals. Probability of making

type I error is high if we reject Hy of normality.
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KPSS test

Here KPSS test is performed up to 8 lags, here null hypothesis is that the chosen variable is

trend stationary.

Maxlag = 8 chosen by Schwert criterion
Autocovariances weighted by Bartlett
kernel
Critical wvalues for Hp: loutput is
trend stationary
10%: 0.119 5% : 0.146 2.5%: 0.176
1% : 0.216
Lag order Test statistic
0 .421

.272

.219

.189

L1171

.16l

.156

.155

.156

Maxlag = chosen by Schwert
criterion
Autocovariances weighted by Bartlett
kernel
Critical wvalues for Hp: llabour is
trend stationary
0.119 5%
0.216
Lag order Test statistic
0 .422
.27
.214
.188
.173
.163
.159

Maxlag = 8 chosen by Schwert criterion
Autocovariances weighted by Bartlett
kernel

Critical wvalues for Hp: lcapital is
trend stationary

0.119 5% : o .5%: 0.176

Lag order Test statistic
0 .478

.291

.224

.191

172

.161

.155

.152

.152

1
2
3
4
5
6
7
8

Note on KPSS test: KPSS test takes up
to 8 lags null hypothesis is that variables
are trend stationary. loutput is not trend
stationary at 0 lags and at 1 lag i.e. has
unit roots. This is true at 2 lags also.
Even at three lags except at 1%. We can
reject the null hypothesis at all 8 lags.
We can reject the null hypothesis of
trend stationarity for lcapital and loutput
variable also at 10 and 5% conventional
levels of significance.
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Vector rank test for co-integration (Johansen test)

Johansens test for cointegration results are given below in a table. This test is based on
maximum likelihood estimation and two statistics: maximum eigenvalues and a trace-
statistics. This is related to the rank of the matrix (let us ignore the theory behind it anyway).
All we need to know, if the rank is zero, there is no cointegrating relationship. If the rank is

one there is one, if it is two there are two and so on.

Johansen tests for cointegration

Trend: constant Number of obs
Sample: 5 - 26 Lags =
5%
maximum trace critical
rank parms LL eigenvalue statistic value

0 14 76.156667 5 30.2403 15.41

1 17 90.43746 0.72699 1.6788* 3.76

2 18 91.276842 0.07347

Maximum choice of rank is 1, therefore these variables are co-integrated in order one I(1)
variables. In the theory it is known that GNP is I(1) variable. However The Fisher/Cobb-

Douglas Paradox, holds at three lags there factor shares are I(0) see from next table

Johansen tests for cointegration

Trend: constant Number of obs = 23
Sample: 4 - 26 Lags = 3
5%

maximum trace critical

rank parms LL eigenvalue statistic value

0 10 71.410918 0 11.6684%* 15.41
1 13 75.212915 0.28151 4.0644 3.76
14 77.245122 0.16198

17



Co-integrating equations

In the next Table is given cointegrating equation.

Cointegrating equations

Equation Parms chi?2 P>chi2
_cel 2 195.026 0.0000
Identification: Dbeta is exactly identified
Johansen normalization restriction imposed

Coef. Std. Err. z P>|z| . Interval]

loutput 1

lcapital -2.354746 .6632397 =3,55 0.000 -3.654672 -1.05482

llabour -.062143 .4173171 =015 0.882 -.8800696 .7557835
_cons 4.787359

v: ~ 1(d) is cointegrated if there exists k£ x 1 fixed vector B # 0 so B'y; is integrated of order
<d (I(0) stable) .We say y, ~ CI(d)

Adjustment parameters

If you use the option alpha you will get the short run adjustment parameters in your output
too. Meaning which variable responds more, if there is change / shock in the system.

And we get

Parms chi2 P>chi2

D loutput 4.193943 0.0406
D lcapital 1 27.76218 0.0000
D llabour 1 2.659383 0.1029
alpha Coef. Std. Err. [95% Conf. Intervall]
D loutput
cel

Ll. .8210725 .4009316 o .0352611 1.606884

D lcapital

cel

Ll. .0807488 .0153253 c .0507117 .1107858
D _llabour
cel

L1l. .8267649 .5069809 o -.1668994

18



and it seems labour responds more / faster than loutput (log of GDP) and Icapital.

VECM Stability

On the next plot we can see that VECM specification imposes 2 unit moduli.

Roots of the companion matrix
[ ]

Imaginary
0
1

°
T T T T T
Sl -5 0 5 1
Real
The VECM specification imposes 2 unit moduli

VECM stability graph showed that VECM specification is not stable, not all fo the

eingevalues lie in the unit circle, i.e. two unit modulus =1.
Appendix 0 Note on the Cobb-Douglas model (1928)

The function that Cobb and Douglas used to model production was of the form:
P (L, K)=bLK"
where:
v P =total production (the monetary value of all goods produced in a year)
v L = labor input (the total number of person-hours worked in a year)
v" K = capital input (the monetary worth of all machinery, equipment, and buildings)
v b = total factor productivity
v a and B are the output elasticities of labor and capital, respectively. These values are

constants determined by available technology.

Further, if: a + B = 1, the production function has constant returns to scale. However, if

a + B <1, returns to scale are decreasing, and if a + § > 1, returns to scale are increasing.

19



Production per unit labour assumes that

Z—§=a§,here a is constant. If K is constant than this will become ordinary partial
differentiation.
P P
a_.F (1.17)
dL L

This separable differential equation can be solved by re-arranging the terms and integrating

both sides:

j %dP —a j %dL i.e. In(P)=aln(cL); In(P )= In(cL% (1.18)
And finally,

P (L, Ko) = C1(Ko)L* (1.19)
Similarly

oP P . o : :

i = aE Keeping L constant(L = Ly), this differential equation can be solved to get:
P (Lo, K) = Co(Lo)K" (1.20)

20



Appendix 1 OLS regression Cobb-Douglass function

Source | SS daf MS Number of obs
————————————— Fm F( 2, 23)
Model | 15.9429852 2 7.97149258 Prob > F
Residual | .249507886 23 .010848169 R-squared
————————————— Fmm Adj R-squared
Total | 16.192493 25  .647699722 Root MSE
loutput | Coef. std. Err. t P>|t| [95% Conf.
_____________ o o
lcapital | .328917 .0868479 3.79 0.001 .1492585
llabour | .6797419 .0918056 7.40 0.000 .4898276
_cons | -.0835009 .0642125 -1.30 0.206 -.2163346

Appendix 2 Unit rot test for the residuals

Number of obs = 21
—————————— Interpolated Dickey-Fuller
Test % Critical 5% Critical 10%
Statistic Value Value
Z(t) -1.219 -3.750 -3.000
MacKinnon approximate p-value for Z(t) = 0.6655

Appendix 3 ADF test for the residuals 4 lags

Augmented Dickey-Fuller test for unit root Number of obs =
—————————— Interpolated Dickey-Fuller
Test % Critical 5% Critical 10%
Statistic Value Value
Z(t) -3.092 -3.750 -3.000
MacKinnon approximate p-value for Z(t) = 0.0271

21

= 26
= 734.82
= 0.0000
= 0.9846
= 0.9833
= .10415

Interval]

.5085755
.8696563
.0493329

Critical

Value

22

Critical

Value
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