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Matrixes Satisfying Siljak’s Conjecture*

Tian Guogiang

(Huazhong Institute of Technology)

Abstract

Eiliak’s conjecture on the existence of a symmetric positive definite matrix V
having a specified structure and satisfying Liapunov’s matrix equation AV + VA= - W
is shown to be true in cases when A is an orthogonal matrix; when A is a symmetric
matrix; when A is a normal matrix or A is the linear combination of nonnegative

coefficients of all these matrixes.

§ 1. Introduction
It is known that a differential equation X = AX is said to be stable if and only
if every eigenvalue of A has no nonnegative real part. A square matrix with this

property is called a stable matrix. In ordeg to study the stability of }.( = AX, a well-
known theorem wes proposed by Liapunov.i“n distinguishing whether an equation is
stablel1l , An nxn order complex matrix A"i'is""sta_:bie if and only if for a positive
definite matrix W (W can be any positive definite matrix) a positive definite matrix
V satisfying
A’V+VA=-W

is determined uniquely.

_ It is important to consider the stability of a system. In some systems, however,
even if we know they are stable, V is required that not only to be positive definite,

but to every element of V is also required to be nonnegative. Thusin 1972, SiljakC2]

gave the following
CONJECTURE: for Liapunov’s algebra matrix equation,
AV+VA= - W 1)
where A, V, WER"" and V and W are positive definite matrixes. If the two

conditions
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1. A is a stable matrix;

2. in each column of A there is at least one negative element
arc satisfied, then there exists a positive definite matrix W such that the solution V
to A’V+VA=~W is a nonnegative positive definite matrix, i. e.

V=V’ (vij=vj, vi>0, v4;220, ixj for any i,jEN, N={1,2,-,n}), (2)

If the above conjecture holds, it will be very useful in studying large-scale system,
mathematical models (whose state variables are nonnegative) of biological System,
economic system and chemical system, etc.

At first, giljakE?J wanted to show the existence of the solution V for his conje-
cture only under the condition]. But a simple counter example(2) demonstrated that
it did not hold. Taking

Az[l —2]’ V=[vll v:z]
3 ~4 Uyy Vs,
W10, V,,>0, V,,=0,,220),
we have
20y, +6Vy5, —20;,~3U;,+30,, ]

=2V, ~3U;, +3V,,, —4U;, —80U,,

~(arvavay = -[ 3
Then for any v,,>0, v,,>>0, there is always— (2v,, +6v,,)<0, thus it is impo-
ssible for the matrix (3) to be positive definite. So giljak added the condition 2 to
his conjecture. Generally, it is very difficult to prove this conjecture. It was not
until 1975 that some other conditions were added by Montemayer and womack(4d) ,
i.e. 1) |A|+#0;5 2) |A—ul| =0=>v;v;*1for any i and j; 3) |B—Al|=|({—-AA)"!
A-M|=0=Re (A)<0, to show the existence of the conjecture. Two years later,
Dattal5) demonstrated its possibility for companion matrix of polynomial and Schwarz
matrix, etc. In 1980, two Japanese(6] showed that the conjecture hold in cases when
n=2 (for n>>2, it remained unsettled); or when off-diagonal elements are nonnegative
or when A is a tridiagonal matrix. By now, no one can give a definition for its
existence, What the author tries to do is to prove its truth in cases when A is an
orthogonal matrix; when A is a symmetric matrix; when A is a normal matrix or
when A is the linear combination of nonnegative coefficients of all these matrixes.

§ 2. The solution satisfying Siljak’s conjecture
with 4 being an orthogonal
Shown in the following are the main theorems we are going to propose and

prove.
THEOREM 1: It is supposed that when A€ R"*", A satisfies

1 A is a stable matrix;
2 There is at Ieast one negative element in each column in A;

3 A is a orthogonal matrix, i. e. A’A=1, A’=A"",
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Hence, there is a solution V satisfying Siljak’s conjecture, and V =1, where I is an

nxn order identity matrix.
To prove the theorem, it is necessary to prove Lemma 1 first.
LEMMA 1: For a stable orthogonal matrix A, the eigenvalue of A’+A can

only be }»i+xl-(i=1,2,---,m), where A; is the eigenvalue of A. And if A; is the n;

multiple eigenvalue of A, then A,~+}~l(i=1,2,---,m) is the n; multiple eigenvalue of
i

A’ + A, where n, +n, + - +n,=n.
PROOF. It is known that A must be similar to Jordon matrix, that is, there

must be a nonsingular matrix P, such that
P-'AP=1J ))

where

J= . (5

By taking inverse on both sides of (4)
(P*AP)"'=J"1,

that is
J7!
J3!
P 'AT'P=P 'A/P=]"}= . . 6>
I—l
Thus, from (4) and (6), we have
J, +J7
J, + 73!
P 1(A’ +A)P=J"'+J= : 2\ P!
Ju+J;1

where

. (8)
Lo s
0 }»,' n; Xn;

(M; are the n; multiple eigenvalue of A). Now it is easy to verify that J7! has the

following form
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1

1 — 1 1 — n; 1 — n;+1
A A AT (-1) K_,-""l (-1 A
1 - 1 - "."1_1_ }—- L S,
L v T T
1 1
0 0 0 ess A’i _—A_?—
1
. 0 0 o - 0 »
Hence, J; +J7! is still an upper triangular matrix, and its diagonal elements are
Ai+ 71__(i=1,2,---,m>.
Let J*;=J;+J7!, 10)
Jr=J+Jt, an
then  |M,=J*| = M, =Ji| My, = T3 | My, = T3
m m 1 "i
=TT M T30 = TI(A-hi= 5)" (12)

1 =1 t=1

Thus, if A; is the n; multiple eigenvalue of A, then }»;+T1- is the n; multiple eige-

nvalue of J+J-! (i=1,2,--,m). Inaddition, by P '(A’ + A)P=J +J~ %, itis known
A’ + A is similar to J+J° ', Hence A/ + A and J+J~! have the same characteristic

polynomial, i. e. the same eigenvalues. Hence 7»,-+-Xl— is the n; multiple eigenvalue

T

of A’ + A, i. e. the eigenvalue of A’ + A must take the form of M+T1—' The proof

i
is completed.
By the above lemma, we can prove Theorem 1,
PROOF. First we prove that A’ + A is a negative definite matrix. Suppose A is
any eigenvalue of A. As A is stable, we know that A has a negative real part, i. e.
A=a+ib (a<0), as»

1t _ 1 _ a-ib
and we have Tarm - ThE (14)

Thus, from Lemma 1, we know

1. a-ib _ 1 . 1
Mg matibs a*+b* _a<1+ a2+b2>+lb<1_ aZ+b2>
is the eigenvalue of A’ + A. As A is a real matrix, A’/ + A is a real symmetric

matrix. It is known that the eigenvalue of the real symmetric matrix must be a real

number(7) , so }»+% is a real number, i. e.
1 _ 1
7\'+T-a<1+'a—z‘m><0. (15>
Hence, any eigenvalue of A’ + A is less than zero, as A/ 4+ A is a negative definite
matrix if and only if each eigenvalue of A’ + A is less than zero(8) . So A’ +Aisa
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negative definite matrix while -~ (A’ + A) is a positive definite matrix. Let W =
~(A"+A), V=I,wehave A/V+VA=A’ +t A= [~ (A’ +A)]=-W,i.e. V=]isa
solution satisfying Siljak’s conjecture. The proof is completed.

§ 3. The solution satisfying §i1jak’s conjecture
with A4 being a symmertic matrix

THEOREM 2: If A satisfies, in addition to the conditions 1 and 2, the condition
of A being a symmetric matrix; then we have the solution V satisfying giljak’s co-
njecture, and V =1.

PROOF, Knowing that A is a stable real symmetric matrix, it can be easily
seen that each eigenvalue of A is less than zero, and each eigenvalue of A/ + A=2A
is also less than zero. Thus, A/ + A is a negative definite matrix; — (A’ + A) = —2A
is a positive definite matrix. Taking W= —2A,V =1, we have A’V+VA=A’ + A=
2A=—~(—-2A)=—-W, i.e. V=I is the solution satisfying éiljak’s conjecture.
This completes the proof.

8§ 4. The solution of §iljak’s conjecture with 4

being a normal matrix

The discussion made above is concerned with the real matrix A. However, when
A is a complex matrix, the result is exactly the same. We will show in the follow-
ing that when A is a normal matrix, the conjecture holds.

It is said that A is a normal matrix, which shows that A*A=AA"*, where A*
is the conjugate transpose of A.

LEMMA 2: For the normal matrix A, there exists a unitary matrix U such that
UAU" is a diagonal matrix. (See Theorem 4/ in(9) at page 273.)

Using the above Lemma, it is easy for us to prove

THEOREM 3 If A satisfies, in addition to 1, 2, the condition that A is a

normal matrix, then we have the solution V satisfying Siljak’'s conjecture, and

V=I
PROOF, By Lemma 2, we have a unitary matrix U for the normal matrix A

such that
UAU® =A (16)
where A is a diagonal matrix. Taking the conjugate transpose on both sides, we have
(WAU*)* =UAU*=A", an
From (16) and (17), we get
UA+ANDU"=A+ A" ' 18

which means if A is the eigenvalue of A, the eigenvalue of A+ A* isA + A. By know-
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ing A is a stable matrix, the real part “a” in A=a+ib is less than zero, hence,
A+ A =2a<0, i. e. every eigenvalue of A+ A* is less than zero. So we know that
A+ A® is a negative definite matrix; —(A+ A*) is a positive definite matrix (see
£10)). Letting W= —(A+A"), V=1, we have A'V+VA=A"+A=-(-(A"+A)]
= — W, i. e. V=] satisfies the solution of §i1jak’s conjecture. The proof is compl-
eted.

§ 5. The solution satisfying Siljak’s conjecture with A4
being a linear combination of nonnegative coefficients
of thses matrixes

We will discuss again the case that A is a real matrix. Generally speaking, the sum of

two orthogonal matrixes does not always mean an orthogonal matrix. The considera-
tion of the following may serve as an example of it.

. -1 0
Taking Al_[O _1], a9
A, = — |
2 L 1 V3 20)
vz "z

it is easily to verify that both A, and A, are orthogonal matrixes, but their sum
r-2+ve _v2
A= 2 2 -l (¢AD)
[ Ve  _vEr
2 2
is not. In the following, we'll prove more kinds of matrix satisfying Eilj'ak’s con-
jecture by using Theorem 1 and 2.

THEOREM 4: If A satisfies, in addition to 1 and 2, A=A, +A, where A, and
A, are stable orthogonal matrixes, then, there exists the solution V satisfying
§i1jak’s conjecture, and V =1.

PROOF, As A’ +A=A|+A,+A +A,=(A{+AD= (AL +A,), by Theorem 1,
we know A+ A, and A+ A, are both negative definite matrixes, because the sum
of the two negative definite matrixes is also a negative definite matrix (this is because
for any non-zero vector Y, if Y/V,Y<(0, Y/V,Y<(, then Y/ (V,+V,)Y=Y'V,Y +
Y/V,Y<0, i.e. V,+V, is negative definite). Letting W=—-(A’+A), and V=1,
we have A’'V+VA=A’ + A= —[ (A’ +A)]=~W, i.e. V=Iis the solution satisf-

ying éiljak’s conjecture. This Completes the proof.
Applying mathematical induction we can easily deduce from Theorem 4 the

following result:
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COROLLARY 1: As the matrix A satisfyies the conditions 1 and 2 of Siljak’s

conjecture, if A can be divided into A= E a;A;, where ¢;=>0, E a;>(0, A; is a stable

im] i=1
orthogonal matrix (i=1, 2, ---, m), then there is the solution V satisfying Siljak’s
conjecture, and V=1.

It has been proved that the nonnegative coefficients linear combination of the
orthogonal matrixes satisfies the conjecture. In the following, we will prove the
nonnegative coefficients linear combination of symmetric matrixes and orthogonal
matrixes also satisfies the conjecture.

THEOREM 5: As the matrix A satisfies conditions 1 and 2 of the conjecture,
if A can be divided into A=B+C, where B is a stable orthogonal matrix, C a
negative definite matrix, we have a positive definite matrix V satisfying th conjecture,
and V=1.

PROOF, A’ +A=(B’+B)+(C’+C), By Theorems 1 and 2, we know both (B’ + B)
and (C’/ +C) are negative definite matrixes, thus, A’ + A is a negative definite matrix.
Taking W = — (A’ + A), V=1, we have V =1 is the solution satisfying the conjecture.
The proof is completed.

The negative definite matrix C in Theorem 5 can also be weaken into a semi-negative
definite matrix. Thus we have

COROLLARY 2: If A satisfies, in addition to 1 and 2, A=B+C where Bis a
stable orthogonal matrix and C is a semi-negative definite matrix, we have a solution
V satisfying the conjecture, and V=1.

Similar to Corollary 1, from Theorem 5 and Corollary 2, we have

COROLLARY 3: As the stable matrix A satisfies conditions 1 and 2, if A can

m k m
be divided into A= > B;B;+ > v,C; where B;>0 > Bi>0 A; is a stable orthogonal
im1 =1 i=1
k
matrix (i=1,2,-,m), v;>0, > v:i>>0, C; is a negative definite (or negative semi-de-
1 =1
finite) matrix, (j=1,2,..,k),then there exists the solution V satisfying the conjecture,
and V=1,

Generally, the sum of two normal matrixes is not always normal matrix. But,
by applying the same method as is shown in proving Theorem 4, it is proved that
their sum satisfies the conjecture.

THEOREM 6: If A satisfies, in addition to conditions 1 and 2, A=A, + A, where
A, ard A, are both stable normal matrixes, then we have a positive definite matrix
V satisfying the conjecture, and V=1.

Similarly, we have the following

COROLLARY 4: If A not only satisfies the conditions 1 and 2, but can be.

divided into A= > &;A; where 2,0, > @;>>0, A; is a stable normal matrix (i=1,.
i=1 i=1
2,---,m), we have a positive matrix V satisfying the conjecture, and V =1.

§ 6. Notions

It is easily seen from the above that discussions are concerned with the classes
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of matrix satisfying the conditions 1 and 2. It is interesting that the condition 2 is
naturally satisfied for the real matrixes discussed above. This is because when A is
an orthogonal matrix, A’ + A is negative positive, and its diagonal elements are all
less than zero, i. e. 2a;<0, or a;<{0 (i=1,2,---,m). Hence, the condition that each
column has at least one negative element is satisfied. For the negative poaitive matrix
A, it is evident that its diagonal elements are all less than zero. This also satisfies
the condition 2. For the linear combination of nonnegative coefficients of these
matrixes, its diagonal elements are less than zero, too. Thus for the real matrix A
discussed above, the condition 2 is redundant and can be cancelled.
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