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ABSTRACT*

The long and sustained expansion of the ninetisggkaerated, especially in the
US, widespread rumours about the “death of theeCyblevertheless, towards the
end of the last decade, it became clear that fdicins of economic activity were
far from being extinct. This has contributed grgdatl a renewed interest among
economists for the elaboration of statistical iatlocs capable of tracking and, if
possible, anticipating the cyclical features of élcenomy. The aim of this paper is
to build such an aggregate composite indicatotHerltalian Economy, based on
the ISAE surveys on households and those on theuf@emring, retail and
construction sector. The first step of the analggiasists in using a dynamic
factor model to extract a “common factor” from théerent series of each survey,
which may be interpreted as a composite confidemtieator. We then evaluate,
for each survey, its in-sample and out-of sampiperties, comparing them with
those of the usual ISAE-EC Confidence indicatonisally, we use again the
dynamic factor model to build, from the sectoraln@pmsite Indicator (Cl), a
Composite Aggregate Indicator (CAl) for the Italiaoonomy, and test its ability
in tracking the cyclical features of Italian aggaegGDP.

JEL Classification: C42, E32, E37
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NON TECHNICAL SUMMARY

In this paper we try to summarize the informationtained in Italian business and
consumer surveys calculating a composite indexetmrh of the survey which

should help explain some quantitative referenceaiségs, namely households

consumptions, industrial production, retail tradd amvestments in constructions.
The four composite indicators (Cl) are then furthggregated in a composite
aggregate indicator (CAl) and its performance acking the cyclical evolution of

Italian Gross domestic product is tested.

The paper analyses the performance of these ilmdscabmpared with that of the
already availble indicators calculated by ISAE &zl



UN INDICATORE DI FIDUCIA PER L’ECONOMIA ITALIANA
SINTESI

La lunga e sostenuta espansione degli anni novsmtgenerato, specialmente
negli Stati Uniti, un fiorire di voci riguardo lane del ciclo economico. Tuttavia,
verso la fine dello scorso decennio €& divenuto chiahe le fluttuazioni
nell’attivitd economica sono un fenomeno tutt’alttee esaurito. Cio ha prodotto
un rinnovato interesse tra gli economisti riguaedielaborazione di indicatori
statistici capaci di segnalare e, possibilmentdicigare, i movimenti ciclici
dell’economia. Lo scopo di questo lavoro e di agstr un indicatore composito
per 'economia italiana basato sulle inchieste IS&\He famiglie e sui settori
manifatturiero, del commercio al minuto e delle toa@oni. Il primo passo
dell’analisi e consistito nell’'uso di un modelldttaiale dinamico per estrarre una
“componente comune” dalle diverse serie di ognihiesta, che puo essere
interpretata come un indicatore di fiducia. Neldavsi valuta, per ogni inchiesta,
le caratteristiche di adattamento e previsiverelakivo indicatore, confrontandole
con quelle dei classici indicatori ISAE-CE. Infingintetizzando gli indicatori
settoriali, sempre per mezzo di un modello fatter@dinamico, si € ottenuto un
indicatore composito aggregato (CAl) per I'econontediana e si € verificata la
sua capacita nel segnalare I'evoluzione ciclicgpdetiotto interno lordo.

Classificazione JEL: C42, E32, E37.

Parole chiave: Indicatori di fiducia, Indicatori tepatori, analisi del ciclo
economico.
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1 INTRODUCTION

The long and sustained expansion of the ninetisggkaerated, especially in the
US, widespread rumours about the “death of theeCyblevertheless, towards the
end of the last decade, it became clear that fatictns of economic activity were

far from being extinct. In Italy in particular, amal general in the EU, they have
been indeed relatively frequent in the recent @agd, this has contributed greatly
to a renewed interest among economists in the ed#bo of statistical indicators

capable to provide early detection and even priegicif turning points

A first definition of business cycles has beenadtrced in the literature by Burns
and Mitchell in 1946; according to it, in short,“@ycle” is a fluctuation of
economic activity that is widespread across sectord persistent in time.
Abstracting for now from specifying if we refer # “classical” definition of
cycles (based upon movements in the level of dgfias in the traditional NBER
approach) or to a more modern “growth cycle” appho&hat has to do with
deviation from long-time trend), it is important tote that, in order to analyse
and, if possible, to forecast aggregate fluctuatiahis definition implies that it's
crucial to have at hand composite indicators, thathers information from
different sectors and agents across the economy.

The aim of this paper is to construct such a compasdicator, using only
gualitative information, stemming from ISAE busiaend households’ surveys.
They have indeed the desirable property of beitgased almost in real time,
usually with a large lead with respect to quantitdata (e.g. those on production,
employment, retail sales, not to mention Nationalc@dunts). Their readily
availability, and the fact that they provide inf@ation about agents’ judgment and
forecast on business and personal situation, nthlees, in our opinion, the ideal
candidates for the construction of composite indisacapable of tracking and
even anticipating the fluctuations of economic \astj especially at turning
points.

At the European level, and for each country inEkk the European Commission
has recently developed such an indicator, caladilaging only information from
business and consumers’ sur/eydowever, the Economic Sentiment indicators
of the Commission are explicitly designed to fittbeat the aggregate than at the
country level. Even considering the growing syncdmsation of European

! See, among others, Pagan and Harding (2001) and other participantsriinar$ held in
the Bank of Italy, Rome, September 7-8, 2001.
2 Goldrian, Lindbauer, Nerb (2001).



economies, however, there are still relevant cgtlend structural differences
among the countries participating to the EMU: thanes it seems that there is
enough room to try to construct a Composite Aggeedadicator, that may be
interpreted as a Sentiment Indicator, for thedtakeconomy, specifically designed
to fit the peculiar characteristics of the Italizytle.

The paper goes as follows: section two introdubesdynamic factor model we
use in order to extract a “common factor”, whichymexplain the bulk of
movements observed in the different series of aesuin such a model, a variable
(i. e. a single qualitative series from a survey}upposed to be composed of one
(or possibly more) dynamic factor(s), common totladl series of the survey, and
an idiosyncratic component, specific to that vdeabWVe firstly test for the
number of such common dynamic factors (see orNthidom and Harvey, 2000),
and then proceed to estimate them, with the aithefKalman filter, once the
model is cast in state-space form.

Section three presents the results obtained apmplihe model introduced in
section two to the surveys for manufacturing, catsion and retail sector and for
the consumers. Firstly, the main cyclical featuoésthe chosen indicator are
compared with those of a reference series andeottiresponding usual ISAE-
EC sectoral confidence indicator. Then the in-samphd out-of sample
performance of the chosen indicator is assesséidhatmg a fairly general and
simple statistical model, including some lags & tieference series and of the
chosen indicator. Finally, section four presenes@omposite Aggregate Indicator
(CAl) built upon the four sectoral indexes computedection three; again, we
extract a dynamic common factor and assess itgyabii monitoring cyclical
fluctuations of Italian economy, as representedday GDP. Some considerations
about the results obtained and the possible futlene2lopments conclude the
study.

2 METHODOLOGY

The purpose of building a composite indicator fug entire economy extracting
the information from a given dataset can be sobgdneans of factor models.
Indeed, the very idea of a composite indicatomest there is a good degree of
“‘commonality” among a set of variables, which candynthesized in some way.
The use of factor models enables us to formaliseptioblem in an elegant way
and to estimate the common component of interest.

10



The model we intend to apply is a dynamic factodetoLet.x; be the i-th ofV
variables observed at timea dynamic factor model can be denoted:

J
Xit = Zijjt tu,
j:

o (L)F, =n, withi=12.,N: t=12..T: j=12.J: J<N; (I)
(L), =€,

whereF}, is the j-th common factor ang an idiosyncratic component specific to
the i-variable.L is the lag operator such thatY, = Y,;. Model (1) is a factor
model because each one of tkig variables contains one (or more) common
factor(s)Fj, and it is dynamic in that both, andu; follow dynamic processes,
which are governed, respectively, by the randorabéess;, ande,.

Dynamic factor models have been extensively usestanomics. Among others
we remind the papers of Geweke (1977), SargentSnmg (1977), Stock and
Watson (1991 and 1998), Forni and Reichlin (1998)reover, factor models
have been used to build composite indicators frasiress survey data (Goldrian
et al., 2001; Doz and Lenglart, 1999; European Commist600).

In this paper we specify an exact parametric dyndagtor model for each of the
four surveys we want to synthesize. A further madalefined to aggregate the
four composite indicators in a so-called Compo&ggregate Indicator.

In the first sub-section we illustrate a measurthefdegree of commonality of the
variables. In the second sub-section we deal viaghunit root issue and apply a
method to test unit roots in a multivariate contartl to choose the number of
common factors.

2.1 Degree of commonality

In order to analyse the degree of comovement arddfegent series we adopt the
measure proposed in Crouxal. (2001), which the authors terehesion. They
start by defining a measure of dynamic correlaietween the realizations of two
zero mean real stationary stochastic processasdy. Defining with S,(A) and
S,(A) the spectral density function efandy (with -rrsA<m)and withC,,(A) the
co-spectrum, the dynamic correlation(4) is defined as:

¢, ()

ny(/‘):m- (2)
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Dynamic correlation represents the real part of tbberency and measures
correlation at different frequencies. It is diffetdrom the squared-coherency, in
that the latter disregards the phase differencgdem variables.

A further step made by Crouwx a/. (2001) is to consider a vectar of n>2
variables and a set afweightsw and to define a measurewfiesion of the set of
variables:

Lww o, (A)
coh(A) = z . —. 3)

Win

i%]

Both the measures (2) and (3) can be defined oegaéncy band.=[A,A,), with
0<A.<A,<TT, this can be useful, for example, to detect thgreke of comovement of
different series at business cycle frequencies.elghgr, in order to identify if a
small cohesion depends on small pairwise comovesnentlarge positive and
negative covariances cancelling out each othehg &authors propose the
following modified version of (3):

2.2 Testing unit roots and the number of factors

The series of business surveys are preliminargdeist order to determine their
order of integration, by means of the AugmentedkByeFuller test, with lag
length selected with a general-to-simple procedune;particular, an initial
specification of 20 lags is used and if the lagtimsignificant at 5%, that lag is
chosen, otherwise the order is reduced by one timéllast included lag is
significant. The results, listed in Appendix A, shonixed evidence about unit
roots. Actually, the survey series being boundeey tare often regarded as being
stationary. Nevertheless, if expected time forltm&s to become binding is very
large, the sample realizations for the series @pdrfectly consistent with a unit
root process (for a discussion of this aspect saaddloer al., 2000).

Indeed, given the unobserved component framewodsein here, it is quite
obvious to retain the same framework for testirgicharity. In this case we carry
out a multivariate test, which takes into accotetinobserved component nature
of the model. In particular, we follow Harvey (2QCdnd test the hypothesis of a

12



multivariate random walk model for each survey.th® same paper, Harvey
describes also a test for the hypothesis of a Bpeciumber of common trends.

Let us consider a vectay of N time series following the local level model:

X, =p, +g, e, ~NID(O,X,)
_ _ (%)
mo=po+n, w,~ND0OE,) r=1..7

where|, is a N-vector of stochastic trends algd is anNxN positive definite
matrix. The null hypothesis is thaf, = 0, so that the system is stationary. Nyblom
and Harvey (2000) have derived a test agaihet homogeneous alternative
2, =q2, they show that this test, which maximize its povegainst the
homogeneous alternative, is consistent againstoainull Z,'s. The test is given

by:

n(n)=ws c] ©6)

where:

C—T*T i i é d s—Tﬂr /
= ;éqﬁeﬂ an = Zetet

ande, =y, -y.

Under the null hypothesis the distribution of (6) Sometimes referred to as
Cramér-von Mises distribution witN degrees of freedom. The distribution may
be represented as a series expansion of indepepdeariables withvV degrees of
freedom. Some critical values are tabulated in Ea(2001).

If the g/s are allowed to follow a stationary stochastiogass, it is still possible to
calculate the test statistiegN) replacing theS matrix with a consistent estimate
of the long run covariance matrix of the proceshjctv we defineS,. Harvey
suggests using the non-parametric estimator defmédviatkowsier al. (1992);
nevertheless he argues that this estimator carupeoa test characterised by low
power, compared to the parametric one, if a possiimdel for characterizing the
autocorrelation of, can be found. In this paper we estinsgaonparametrically,
using the procedure suggested by Andrews (1991).
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Once accepted the I(1) representation of the vimsala further step consists in
trying to represent them with a multivariate randeadk, where the matriX,, has
reduced rankK<AN. This would imply that theN(x7) vectorx; could be modelled
by a restricted numbef of common trends. Nyblom and Harvey (2000) dedve
test for the null hypothesis th&t= K*<N against the alternative thdt> K*. The
test, referred to ag v, has a limiting distribution which can be approaied by a
series expansion given in Nyblom and Harvey (2000 test is based on the
eigenvalues o§'C and, again, a non-parametric correction for sedatelation
can be made replacing with a consistent estimate of the long-run covaréa
matrix So. In our case it is particularly interesting tottdse hypothesi& = /, so
that a single common factor represents the movemgthe x; vector; such a
factor could then be interpreted as a confidendecator. Again, if the common
trend hypothesis is accepted the final step isstonate the model. A common
dynamic one-factor model can be written as:

X, :elut tu,
u =Pu,_ +e, g, ~N1D(0,‘Z.£) (7)
U, =p, *, 1, ~NID(0,0,?) t=1..T

wherex; is a vector of centred (deviations from the aveja@riablesf is anN x/
vector of factor loadings,: and® are diagonalNxN matrices 2, is uncorrelated
with ¢%,. In addition, as an identifying assumptiari, = 1. Once the model (7)
has been cast in state space form, the model paente ® and Z, can be
estimated maximizing the model likelihood evaluateth the Kalman filter.

The common factor component/Hgy) is then estimated (up to a scale factor),
together with its variance Var{xy) with the Kalman smoother.

3 SECTORAL INDICATORS

In this section, the methodology previously desstits applied in order to build a
Composite Indicator (Cl), respectively, for the mfacturing, retail and the
construction sector, and for the consumers. Theltreg ClIs are tested to
evaluate both their capacity of closely tracking tihain cyclical features of a
reference series, and their usefulness in mongaird predicting its behaviour.

Differently from previous analysis on the infornvaicontent of the ISAE surveys

(see Carnazza and Parigi, 2001), we do not coratentinly on supply-side
indicators, extending the study also to consunegénditures, on the basis of the

14



information stemming from the ISAE monthly survéyhe consideration of a
consumption indicator beside those on the supplg-sf the economy rests on the
assumption that, given the large weight of consuwmpon final demand, it is
strongly correlated with aggregate activjtpn the other hand, on the basis of
some analysis carried out at ISAEhe ISAE consumers’ confidence indicator
seems to be significantly linked with total consuimp expenditure.

In the first subsection, we follow the traditioddBER approach, in that we look
for a dating of the reference series and then awalthe coherence of the chosen
indicators with this chronology. However, our arsagydiffers from the traditional
NBER approach, in that we have chosen to look $actoral reference series”,
and not for a general “ltalian reference seriesdsddl on some aggregate
(industrial production, GDP) or composite (leadimgcoincident) indicator: in
this, our analysis differs also from some recentkscaimed at identifying the
aggregate cycle for Italian and European ecorioingeed, the set of information
stemming from business and consumers surveys, rirojginion, is more easily
linked to the cyclical evolution of the sector/agem which the survey is
conducted, than to an aggregate cyclical measumeo thorough discussion of
the aggregate cyclical behaviour may be conductstg@ad on the basis of the CAl
constructed, on the aggregation of the sectoralistiussed here. This will be the
object of section 4.

We depart from the traditional NBER approach alsousing a growth cycle
approach, looking at deviation of activity from tptime trend. A band-pass filter
(see Baxter and King, 1999) is considered to ekiifae cyclical components of
the reference series, while the Bry-Boschan rolimesed in order to assess the
timing of peaks and troughs of the reference seaed of the confidence
indicators. All the analysis is carried at the ninyfrequency; quarterly data are
transformed accordingly, by means of a procedur@emented in the software
Winrats 5.0 (Doan, 2000).

In the second subsection, we use a typical “ecotrachapproach to evaluate the
performance of the chosen indicators with resped¢hé reference series; in this
case, the reference variable is transformed takumegyearly log-differences, in

3 On this particular point, see Altissimo, Marchetti, Oneto (2000), p. 39.

* See Carnazza and Oneto (1996), Bovi, Lupi, Pappalardo (2000).

®> For ltaly, see again Altissimo, Marchetti, Oneto (2000); aEim®pean level, see Goldrian,
Lindbauer, Nerb (2002).

® For an introduction to the growth cycle approach, see Mintz (1972).

’ See Bry and Boschan (1971); for an application to the Italian econeengchlitzer (1993),
and, more recently, Altissimo, Marchetti and Oneto (2000).
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order to rule out long term componéhfEo evaluate the in-sample performance,
the usual Granger-causality test is implementeidguse following fairly general
regression model, including the past values ofrédference series and of the ClI
(up to 4 lags for quarterly variables, 12 for mayteries):

I I
Asyf:a+i§10',.Asyf—z+l§l,BiCIf—z+8 (8)

whereA® = 1-L° and vy is the sectoral reference series, seasonally tadjuthe
hypothesis that Cl does not Granger cause y isdgeserifying thaf3=0 for all i.
Finally, to test the out-of-sample property of twmfidence indicators, we add to
equation (8) the contemporaneous level of the Qiclvusually shows a good
correlation with the reference series, and comgro®t Mean Square Errors
(RMSE) and Mean Absolute Errors (MAE) and the Tirelquality coefficient for
the dynamic forecasts of the models including atgvely the CI and the usual
ISAE-EC confidence indexes.

3.1 A Composite Indicator for the Manufacturing Sector

Nine series are used to calculate the compositedtat for the manufacturing
sector (see Appendix B). The series are seasamdjisted with TRAMO-SEATS
(Goémez and Maravall, 1998), whenever necessary.

The cohesion index (4) for this sector is shownfigure (1). The series are
characterised by a strong degree of comovemenécesly at business cycles
frequencies. This is promising in order to ext@cbmmon component indicator.

8 The relationship between the seasonal difference of the referamialle and the level of the
Cl can be justified on the ground that the CI is essentiallyckcal indicator measuring the
deviation with respect to a “normal” situation. Seasonal differehtiee reference variable is
chosen to measure the cyclical component of that variable. Theagilterof using a band-
pass filter may results in unstable estimation of the cyatmaponent at the extremes of the
sample; this is a quite undesirable property if we want to us€dnéidence indicators to
estimate and, if possible, anticipate, the behaviour of the reference series.
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Figure 1: Cohesion index for manufacturing sector’
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The test (6) has been calculated uSgtp replace th& matrix; its value is 2.327,
just a little larger than the 5% critical value fgr9) given in Harvey (2001),

which is 2.326. Moreover, the test for the nulboe common trend; 4, takes the

value 0.627, which is well below the 5% criticalua of 1.233 calculated using
the expansion given in Nyblom and Harvey (2000)., & the case of

manufacturing, a common trend representation camdsel, and the common
factor component in (7) may be estimated with thalntan smoother and
interpreted as a confidence indicator for the mactwifring sector.

Table 1 compares the chronology of the CI with tfathe confidence indicator
monthly released by ISAE, seasonally adjusted,cdinide reference series, i.e. the
cyclical component (extracted with the band-passrjiof the index of industrial
production, monthly released by ISTAT, seasonatljusted. The Bry-Boschan
routine is able to identify 4 complete cycles (frdrough to trough) in the
reference series. The first cycle, starting with tfough of May 1987, terminates
in March 1991; the second, ends with the first tleateon of the lira and the
following trough, reached a year later (October3)99he third is characterised
by the strong 1994-1995 recovery and the new remedsllowing the second
devaluation; the fourth cycle terminates with tR®8-1999 recession (the trough

® The value of the cohesion index is reported in the vertical axide wie horizontal one
shows the frequency in radians.
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Is located in April 1999) that was mainly driven Hye crisis on the Asian

markets. Industrial production reaches again a jped&kecember 2000 and starts
to decline afterwards; the procedure is not abldotate a new trough, that,
according to figure 2, may have occurred betweecebDder 2001 and the first
months of 2002.

Figure 2. Industrial production, and confidence indicators

2 120 3 12
L1100

100

14 -90
24 - 80
-3 U U U T et 70 3 -+ 112
1987:01 1990:01 1993:01 1996:01 1999:01 2002:01 1987:01 1990:01 1993:01 1996:01 1999:01 2002:01
— Industrial production - - - ISAE Confidence — Industrial production ---- Composite indicator

On the basis of both the ISAE and the Cl, it isgtde to identify only two of the
four complete cycles of industrial production, ifagl to recognise the first trough
in mid-1987 and that in March 1991. This is prolyade to the lack of available
data at the beginning of the sample; also the tgpdiature of the confidence
indicators may have played a role, in that, at tivae, as confirmed by the
inspection of fig. 2, the indicators were alreadyan expansionary phase. In the
case of the short 1991-1993 cycle, both confidémtieators failed in locating the
February 1992 peak, which was largely underestithate

Duration of cycles is, on average, fairly similar the two indicators: for the
usual ISAE index, expansions are slightly longantithose of the CI. The ISAE
indicator may be also considered more leading: werame, it is capable of
anticipating by 6.7 months a turning point of teérence series, with respect to a
4.9 months lead for the CI. This is probably dugh® fact that the usual ISAE
index is calculated as an average of only threeseawo of which (expectations
on production in the next three months and evalunatin the level of inventories
with respect to their “normal” level) are usuallyotight to anticipate industrial
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productiori®, while the CI is calculated on the basis of theolshset of

information stemming from the ISAE survey. The erasrrelation with the
reference series peaks at lag 3 for the ISAE iratex lag 4 for the CI, and it is
higher for the CI than for the ISAE indicator.

Table 1: Industrial production and confidence indicators: main
cyclical features and cross-correlations'

Industrial ISAE Composite
production Confidence Indicator
Number of cycles
From min. to min. 4 2 2
Duration of cycles 35.75 37 36,5
(months):
Expansions (months) 20.25 21 20,5
Recessions (months) 15.5 16 16
Turning Points
Trough 1987:5 / /
Peak 1990:3 1988:10 1989:1
Trough 1991:3 / /
Peak 1992:2 / /
Through 1993:10 1992:12 1993:1
Peak 1995:8 1994:11 1995:3
Through 1996:10 1996:6 1996:10
Peak 1997:12 1998:1 1998:1
Through 1999:4 1999:2 1999:2
Peak 2000:12 2000:6 2000:6
Mean lead (-)/lag (+) at -6.7 -4.9
turning points: total
- downturns -7.75 -5.75
- upturns -5.33 -3.66
Cross-Correlation function
- Po 0.5693 0.6363
- p max (lead(-)/lag(+)) 0.7133 (-4) 0.7181 (-3)

1. Period: 1986:1, 2002:1; probabilities in brasket
Source: Own calculations on ISAE and ISTAT data.

In-sample properties of the two indicators are eatd estimating the general
regression model of equation (8), in which 12 lafjboth the dependent variable
and the Confidence indicators are considered. Bo¢hCl and the usual ISAE
confidence indicator Granger-cause lItalian indabktproduction (table 2).

19 On this, see again Schlitzer (1993).
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However, the usual ISAE indicator slightly outpemis the CI: the inclusion of
the latter increases the S.E. of the regressiah@®ypercentage points, and slightly
reduces the Reoefficient (correct for the degree of freedom)ni 0.31 to 0.29.

Table 2: Industrial production and confidence indicators: in sample and out-of
sample performance

In sample performance

Granger R®  Akaike&  Ftest SER Autocorrelation 1-

causality Schwarz 12

test Criteria (F-stat.)
ISAE Confidence 3.450 0.308 -5.744 4.382 0.0128 1.235

(0.000) -5.306 (0.00) (0.265)
Composite Indicator 3.084 0.293 -5.722 4.140 0.0130 0.544

(0.000) -5.283 (0.00) (0.822)

Out of sample performance
ME MAE RMSE Theil U
Total bias Variance Covariance

ISAE Confidence
1-steps-ahead 0.00519.01171 0.01668 0.28997 0.094880.00000  0.90507
2-steps-ahead 0.00580.01269 0.01720 0.30659 0.113620.00474  0.88164
Composite Indicator
1-steps-ahead 0.00543.00915 0.01211 0.21590 0.204160.01124  0.78460
2-steps-ahead 0.00616.00992 0.01255 0.22873  0.239850.03593  0.72422

1 Period: 1987:2, 2002:4; probabilities in brackets
Source: Own calculations on ISAE and ISTAT data.

As for the out-of-sample properties, we estimatairagequation 8, adding the
consideration of the contemporaneous level ofweeihdicators, and evaluate the
main statistical indicators for 1 and 2-steps aHeagecasts for the period 2001:1-
2002:1*. Including the CI instead of the ISAE Confidenewlitator implies a
27% reduction of the RMSE for both 1 and 2-stepsadhforecast; also the Theil
inequality coefficient is much smaller for the Carspge Indicator than for the
ISAE Confidence, even if the latter shows a smdlies with respect to the
Composite Indicator.

1 For all the sectors, the choice on how many steps to consider fevahmtion of out of
sample properties is based on the lead for which the Confidence amgliaeg available with
respect to the reference series.
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3.2 A Composite Indicator for the Construction Sector

For the construction sector, five questions aresictmred. The cohesion is quite
high, and its shape is similar to the manufactutage (fig. 3). In particular,
business cycle frequencies show a high value (abd&) of the index. The test
for stationarityn(5) takes the value 1.503 which, confronted to the 5htcal
value of 1.463 leads to refuse the null. On thesiottand the hypothesis of one
common trend is accepted. The test valuedigris, in fact, 0.611 and the 5%
critical value is 0.712. So, the Composite Indic&bo the construction sector may
be extracted with the Kalman smoother.

Figure 3: Cohesion index for the construction sector
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The reference series here is the cyclical compsen@xtracted with the band-pass
filter) of gross fixed investment in constructioseasonally adjusted, National
Accounts data (figure #) The Bry-Boschan routine is able to identify 5 qgiete
cycles of the reference series; the sector shodeeth one more cycle, occurring
at the end of the eighties, with respect to mariufagy, that may be taken as the
cyclical benchmark: after the September 1987 troagheak is reached in August
1988, and a new trough in March 1989. In the remgifiour cycles, twice the
construction sector cycle appear to be lagging tanck leading with respect to
industrial production: the “first devaluation” cgcends with the December 1994
trough, while in manufacturing the lowest pointesached in October 1993. After
the second devaluation, the trough is reached Shadater than in manufacturing
(March 1997, with respect to October 1996). In1B89-1990/1 cycle, the trough
In construction is reached in December 1990 (Mdr@8l in manufacturing); in

12 The use of national accounts data as reference variable, althougjorgids in principle,
was necessary because monthly data on construction production arémiey in their
scope and definition, thus being not sufficiently representative ohthré term evolution of
the sector.
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the last, in October 1998, with respect to ApriDQ9After that, a new peak is not
located yet, even if there may be graphical evidesf@ downturn in August 2001
(in this case, with a 8-month lag with respectiadustrial production).

The ISAE-EC Confidencé climate fails to identify most of the turning ptsrof
the construction sector: the Bry-Boschan routinealde to locate only one
complete cycle, going from the trough of end-1998at of mid-1997; after that,
the indicator enters a long expansionary phasehtsnot ended yet. On the basis
of the Cl, is possible to locate 8 out of 11 tughpoints and 3 complete cycles of
the reference series, with a good leading at tgrpimints. However, also the CI
fails to signal the downturn of beginning 2001: @cing to it, the construction
sector would still be in the expansion that starteduly 1998. Both confidence
indicators show a quite weak contemporary crossetatron with the reference
series; for the ISAE-EC indicator, it peaks at feasonal lag, for the CI in t-2
(with a smaller coefficient).

The ISAE-EC Index does not Granger-cause the groefthnvestment in
construction, while the CI does (table 4); the diquaincluding the CI clearly
outperforms the other even in terms of S.E. ofrégression and Reoefficient.
However, in terms of out of sample performance, ¢lg@ation including the
ISAE-EC Confidence Indicator is better than theeotlttonsidering the 1-step-
ahead forecasts in the period 1999:1-2002:1, imstuthe Cl instead of the ISAE
confidence imply a 14% rise of the RMSE and a 6t#% of the MAE. However,
the ISAE-EC indicator is more biased with respecdhe CI.

Figure 4: Investments in construction and confidence indicators
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13 ISAE does not calculate a confidence indicator for the constructtor s a regular basis;
however, an indicator based on the ISAE survey is calculated by thea€@ simple
arithmetic mean of the question regarding order books level and empliogrpectations. In
the paper, we have applied the EC methodology to the ISAE seriealdadate the
Construction Confidence Indicator.
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Table 3: Gross fixed investment in construction and Confidence

Indicators: main cyclical features and cross-correlations

GFlin ISAE-EC Composite
construction Confidence Sentiment
Climate Indicator

Number of cycles 5 1 3
Cyclical features: duration (in26,6 43 29.33
months):

Expansions (months) 12.2 12 11.67

Recessions (months) 14.4 31 17.67

Turning Points

Through 1987:9
Peak 1988:8
Through 1989:3 1989:2
Peak 1990:2 1989:11 1989:10
Through 1990:12 1991:5
Peak 1992:2 1992:2
Through 1994:12 1993:12 1993:2
Peak 1996:4 1994:11 1994:8
Through 1997:3 19976 1996:8
Peak 1997:12 1998:7
Through 1998:10
Mean lead (-)/lag (+) at -7.25 -9.43
turning points: total

- downturns -10.00 -10.25

- upturns -4.5 -6.25
Correlation coefficients

- Po 0.2847 0.2295

- pmax (lead(-)/lag(+)) 0.4393 (-12) 0.2465 (-2)

1. Period: 1986:1, 2002:3; probabilities in brasket

Source: Own calculations on ISAE and ISTAT data.
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Table 4: Gross fixed investment in construction and Confidence Indicators:
in-sample and out-of-sample performance1

In sample

Granger R? Akaike & F-test SER Autocorrelati

causality Schwarzt on1-4

test Criteria (F-stat.)
ISAE-EC Confidence 1.350 0.804 -5.111 31.82 0.0176 3.211
Indicator (0.264) -4.799 (0.00) (0.020)
Composite Indicator 2.175 0.822 -5.173 31.18 0.0168 1.352

(0.085) -4.824 (0.00) (0.265)

Out of sample — 1 step ahead forecast
ME MAE RMSE Theil U
Total bias var. cov.

ISAE EC Confidence -0.0025 0.0124 0.0157 0.19226 0.02599 0.07230 0.90171
Indicator
Composite Indicator 0.0013 0.0132 0.0179 0.21004 0.00516 0.07940 0.91544

1 Period: 1987:1, 2002:1; probabilities in brackets.
Source: Own calculations on ISAE and ISTAT data.

3.3 A Composite Indicator for the Retail Sector

Cohesion among the six series from the retail salegey is less evident (figure 5)
than in manufacturing and construction. The teststationarity(6) takes the
value 2.669, which is higher than the 5% criticallie of 1.686, thus accepting the
alternative of non-stationarity. On the other hatlte test of the one factor
hypothesis{; s takes the value 0.601, which is less than the S¥calr value,
which is 0.826. The null hypothesis is then acagpied a common factor may be
extracted with the usual procedure described isiGe<.

Figure 5: Cohesion index for the retail sales
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Figure 6: Retail sales and confidence indicators
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To analyse the performance of the CI for the retadtor, we need to choose as
usual a reference series; in this case, the chwiget straightforward. A possible
option is to use value added for the retail secwailable on a quarterly basis;
however, updated quarterly data are referred taggnegation of the retail sector
with repairs, hotels and restaurant, which do mé¢rethe ISAE survey. Therefore,
we choose as a reference series the index of sskak, monthly published by
Eurostat, available only from 1990 onwards (figie In terms of sectors
considered, the composition of the index is simitathat of the ISAE survey,
even if it is not exactly the same: in fact, theAES survey includes also
information from automobile sellers, that are nat the retail sales index.
Moreover, the retail sales survey has been extelysrevised in 1995. Bearing
this caveat in mind, table 5 provides the analgéithe main cyclical features of
the reference series, together with those of then@lof an indicator of confidence
elaborated from the ISAE survey on the basis oBfenethodologV.

14" As for the construction sector survey, ISAE does not calculai genfidence indicator for
the retail sector on a regular basis; the EC indicator csiledéd as a simple arithmetic mean
of the questions regarding actual and expected business level and iegeimothe paper,
we have applied the EC methodology to the ISAE series to calthateetail Confidence
Indicator. For a description of the ISAE survey on the retail sector, see agaahiNIE®©8).
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Table 5: Retail sales and Confidence Indicators: main cyclical features
and cross-correlations

Retail sales ISAE-EC Composite
Confidence Indicator
Climate

Number of cycles 3 3 3
Cyclical features: duration 29.33 30.667 34
(in months):

Expansions (months) 13.33 17.667 14

Recessions (months) 16 13 20

Turning Points

Through 1991:9 1991:2 1990:11
Peak 1992:3 1992:3 1991:11
Through 1994:3 1993:1 1994:11
Peak 1995:2 1994:10 1995:7
Through 1996:2 1996:5 1996:7
Peak 1998:1 1997:12 1998:5
Through 1999:1 1998:10 1999:5
Peak 1999:9 2000:4 2000:3
Mean lead(-)/lag(+) at -2.5 +2.25
turning points: total

- downturns -5.5 +1.75

- upturns +0.5 +2.75
Correlation coefficients
- Po 0.2684 0.3594
- pmax (lead(-)/lag(+)) 0.3767 (-4) 0.3594 (0)

1. Period: 1990:1, 2002:3; probabilities in brasket
Source: Own calculations on ISAE and Eurostat.data

The Bry-Boschan routine identifies three completeles for both the reference
series and the confidence indicators. Looking atéference series, the first cycle
may be considered linked to the first devaluatibthe Italian currency in 1992;
the cyclical chronology for the retail sector igybtly lagging in this case with
respect to that of industrial production, the trdougccurring in March 1994
(October 1993 in the manufacturing sector); in thkowing two cycles (that
again may be considered linked to the second datrafuand the Asian crisis),
however, the trough is reached earlier than in rf@nturing. The indicator
elaborated on the basis of the ISAE-EC methodolggyerally anticipates the
turning points of the reference series; the avelege equals 2.5 months and its
cross-correlation peaks at lag 4. On the badiseofinalysis of turning points and
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Table 6: Retail trade and Confidence Indicators: in-sample and out-of-sample

performance1
In sample
Granger R? Akaike & F-test SER Autocorrelation
causality test Schwarzt 1-12
Criteria (F-stat.)

ISAE-EC Confidence 1.026 (0.431) 0.4954 -5.805 5.645 0.012 1.169 (0.318)
Indicator -5.191 (0.00)
Composite Indicator 0.990 0.4931 -5.80 5.607 0.012 1.373(0.195)

(0.464) -5.18 (0.00)

Out of sample — 1 step ahead forecast
ME MAE RMSE Theil U
Tot. bias varianc covariance

e
ISAE-EC Confidence -0.00013 0.0054 0.0061 0.361 0.0005 0.0279 0.97159
Composite Indicator -0.00353  0.0041 0.0051 0.254 0.4824 0.0045 0.51313

1 Period: 1987:1, 2002:1; probabilities in brackets
Source: Own calculations on ISAE and ISTAT data.

of the cross-correlation function, the Cl may basidered as a coincident or even
a lagging indicator of the retail sales cycle; aerage, its turning points are
lagged with respect to the reference series by 2@%ths; cross-correlation peaks
at lag 0.

The ISAE-EC indicator outperforms the ClI in termsnesample performance: the
results of the estimation of the usual regressiodets including alternatively the
two confidence indicators show however that neithedSAE-EC Confidence nor
the CI Granger-cause the annual rate of growtletailrsales. Interestingly, the CI
outperforms instead the ISAE-EC Confidence in terofs out-of-sample
performance: the 1-step-ahead RMSE of the mod&ldngg the Cl is 16% lower
than that with the ISAE-EC index. The Theil inedtyaindex being lower for the
Cl than for the ISAE EC confidence, it signals hoerthat the CI is strongly
biased: in other terms, the Cl is much better thenSAE indicator in forecasting
the cyclical behaviour of the reference series,itoiginds to systematically under-
estimate the level of the retail sales index.
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3.4 A Composite Indicator for Households’ Consumption

In the case of consumer survey, the fifteen questamnsidered show an overall
low cohesion. The index never reaches the valu@ @idp. 7).

Figure 7: Cohesion index for the consumer survey
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As far as the test for stationarify/5) is considered, its value is 2.625, well below
the critical value at 5% of 3.543 and at 10% (3)264ctually, this is not
completely consistent with the results of the Augted Dickey-Fuller test, which
for most of the series leads to accept the [(1)pkygsis (see again Appendix A).
Indeed, as shown in Harvey (2001), the correctiamppsed to take into account
possible autocorrelation ef in model (5), is likely to lower the power of thest,
leading to accept too often the null of stationarit

In order to be safe about possible nonstationanty not being able to accept the
hypothesis of one single common trend, we builgraadic factor model on first
differenced variables:

Ax, =0AU, +V,
v, =®v _, +¢g, g, ~NID(O,Z£) (9)
D, = Pluy +, n ~NID(0,0Z)  1=1..T

Model (9) differs from model (7) in that variablesare replaced bx, and the
common factory, by Ay, with the latter following an AR(1) stationary
autoregressive process witid<ql. Starting from model (9), the common trend
(interpreted as a composite indicator) may be etédhin the usual way.
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Total consumption of households is chosen as tleeerece series (figure 8). The
analysis leads to the identification of 4 cyclesofsumption expenditures (from
trough to trough, table 7). The first occurs betwdanuary 1988 and June 1990;
the second is linked to the first big devaluatidrthee lira and the 1992 major
financial crisis, and it is bounded between theugits of June 1990 and May
1993; the third is characterized by the recovehp¥ang the 1992 shock, and the
new recession after the second big devaluatiorh) witrough occurring in July
1996; the fourth cycle may be linked to the reaas$ollowing the crisis of Asian
markets at the end of the nineties, and it is dadudetween the troughs occurred
in July 1996 and July 1999. Consumption expendstyreak again at the end of
the year 2000, and the following recession hagemthed a trough yet according
to the available data.

Figure 8: Households consumption and confidence indicators
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Both the indicators based on the ISAE survey faitentifying the October 2000
peak; the Consumers’ Confidence monthly releasedI3AE fails also in
identifying the early cycle at the end of the eight(probably due to lack of
available data). However, it shows a more leadiagure with respect to the
reference cycle than the CI; as for the manufaogunndicator, this is probably
due to the fact that the CI includes the completeo§information stemming from
the survey, while the ISAE confidence indicator bagn constructed choosing a
subset that gives more emphasis to consumers’ &atfmets”. Both the indicators
release the same information on the last two tgrpioints, namely the trough of
May 1999 and the peak in May 1998, anticipatingpesetively of 1 and 3 months

1> For a description of the ISAE Consumers’ confidence indicator, see Martelli (1998).
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those of the reference series. The correlation d@twthe cyclical component of
the reference series and the ISAE confidence italigeeaks in t-3, that with the
Cl in t-2; the correlation is higher for the ISABidence indicator than for the
Cl.

Table 7: Households’ Consumption and Confidence Indicators: main
cyclical features and cross-correlations

Consumers’ ISAE Confidence  Composite

expenditures Climate Indicator
Number of cycles

From min. to min. 4 4 4
Duration of cycles 34.25 30 34.75
(months):

Expansions (months)  21.5 13.5 16

Recessions (months) 12.75 16.5 18.75

Turning Points

Peak 1987:3 1987:2
Trough 1988:1 1987:10
Peak 1989:6 1988:12 1988:11
Through 1990:6 1989:5 1989:5
Peak 1992:4 1990:4 1990:4
Through 1993:5 1993:3 1993:3
Peak 1995:3 1994:8 1995:1
Through 1996:7 1996:11 1996:4
Peak 1998:8 1998:5 1998:5
Trough 1999:6 1999:5 1999:5
Peak 2000:10
Mean lead(-)/lag(+) at -6.5 -5.6
turning points: total

- Expansions -10 -7.4

- Recessions -3 4.4

Cross-Correlation function

- Po 0.3954 0.3652
- p max (lead(-)/lag(+)) 0.4161 (-3) 0.3841 (-2)

1. Period: 1986:1, 2002:3; probabilities in brackets.
Source: Own calculations on ISAE and ISTAT data.

Both indicators do not Granger-cause the (growlttofisumption expenditures at
the 90% confidence level (table 8); however, thgslaf the CI are statistically
significant at the 81.5% level, with respect to 876 level of those of the ISAE
consumers’ confidence. Both SE antidRe better for the model including the ClI
than for that with the ISAE index; the model wittetCl is preferred also on the
basis of the usual Akaike and Schwartz informatoteria.
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As for the out-of-sample performance, table 8 presdhe results from the

estimation of the usual regression model includilsg the contemporaneous level
of the confidence indicators. The consideratiorth&f Cl increases the 1-step-
ahead RMSE and the Theil inequality coefficientwdger, in this case the Cl is

less biased than the ISAE Confidence indicator.

Table 8: Consumption and confidence indicators: the in-sample and out-of-sample

performance1
In sample

Granger R? Akaike & F-test SER Autocorrelation

Causality Schwartz 14

test Criteria (F-stat.)
ISAE Confidence 0.9726 0.896 -7.466 65.84 0.0054 1.868
Indicator (0.430) -7.154 (0.00) (0.1313)
Composite Indicator 1.611 0.900 -7.510 69.14 0.0053 2.166

(0.185) -7.199 (0.00) (0.087)

Out of sample — 1 step ahead forecast
ME MAE RMSE TheilU
Total Bias Var Covar.

ISAE-EC Indicator 0.00305 0.00447 0.00600 0.1325 0.25759 0.3678  0.37453
Composite Indicator 0.00270 0.00459 0.00627 0.1402 0.18507 0.49641 0.31852

1 Period: 1987:1, 2002:1; probabilities in brasket
Source: Own calculations on ISAE and ISTAT data.

4 ESTIMATING A COMPOSITE AGGREGATE INDICATOR (CAI) FOR
ITALIAN ECONOMY

The CAl is calculated synthesising the informatemmtained in the four sectoral
indicators for manufacturing, consumers, retailiérand construction. Model (9)
was used on the first differenced variables totigetcommon component. On the
basis of the Bry-Boschan routine, is has been plest identify 5 major cycles of
the reference series, i.e. quarterly Italian GDgue 9). The first complete cycle,
going from the trough of June 1987 to that in Mat&89, is found also in the
CAl, but not in the EC Sentiment Indicator. On thther hand, the following
cyclical episode (the one going from March 1989%&bruary 1991) does not
emerge from the analysis of neither the EC Sentimenthe CAI. According to
the first, a short expansion, going from July 19&April 1990, is followed by a
long recession, linked to the first devaluatiorattends with the beginning-1993
trough (an indication leading of two months witpect to the reference cycle).
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Figure 9: Italian GDP and confidence indicators
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Looking at the CAI, we are able to identify a véopg recession at the beginning
of the sample, ending in February 1993 (again, mmemths earlier than for the
reference series). Consistently, the average leoigtecession is much longer for
the CAIl and the EC sentiment indicator than for i#erence series. As for the
two following cycles, both the EC Sentiment indaraand the CAI are able to
anticipate turning points for the “second devalmatycle” (1993:5-1996:11), and
are instead lagging with respect to those of theidA Crisis cycle” (1999:11-

1999:3). The next downturn, located in March 2004 the reference series, is
anticipated, respectively, by 9 and 10 months ey BC and CAI. The cross-

correlation functions with the reference serieskpeaa t-1 for the EC index and in

t-3 for the CAI; both indicators show a fairly goodrrelation with the reference
series. It is noteworthy that, at peaks, the cati@h with the reference series is
stronger for the EC Sentiment indicator than fer @Al.

Regression analysis shows somewhat different ;esadtording to the estimation
of the usual regression models including up togé lare of both GDP growth and
sentiment indicators, both the EC Sentiment Indicand the CI Granger-cause
the annual growth rate of Italian GDP; however, stdaring the proportion of
variance explained by the regression and the ustaimation criteria, the model
including the CAI outperforms the one with the E€hBment.

32



Table 9: Italian GDP and Economic Sentiment Indicators: main cyclical
features and cross-correlations'

Gross Domestic EC Sentiment Composite

Product Indicator Indicator

Number of cycles 5 3 2
Length of cycles 28.2 39 36

- Expansions 14.8 16.667 20.5

- Recessions 134 22.339 155

Turning Points
Through 1987:6
Peak 1988:7 1988:12 1988:12
Through 1989:3 1989:7
Peak 1990:1 1990:4
Through 1991:2
Peak 1992:3
Through 1993:5 1993:3 1993:2
Peak 1995:6 1995:2 1995:3
Through 1996:11 1996:9 1996:9
Peak 1997:12 1998:3 1998:1
Trough 1999:3 1999:4 1999:2
Peak 2001:3 2000:7 2000:6
Mean lead(-)/lag(+) at 0 -1.7
turning points: total
- downturns -0.2 -1.5
- upturns +0.25 -2.0

Correlation coefficients
—Po 0.6049 0.5034
—p max (lead(-)/lag(+)) 0.6162 (-1) 0.5684 (-3)

1. Period: 1986:1, 2002:7
Source: Own calculations on ISAE, EC and ISTATadat

In terms of out-of-sample performance, the MeamEior 1-step-ahead forecasts
is lower for the CAIl, but RMSE and the Theil inefjtyacoefficient are both
higher than for the EC Sentiment Indicator. Howetlee EC Sentiment indicator
is strongly biased: according to the decompositadnthe Theil’ inequality
coefficient, more than 50% of the error is attrdlé to distortion in mean, while
for the CAl almost the 96% of it is linked to thevariation between the index and
the reference series.
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Table 10: Italian GDP and Confidence Indicators: in-sample and out-of-sample

performance1
In sample
Granger R? Akaike &  F-test SER Autocirérlelatlon
causality test Schwarzt )
Criteria (F-stat.)

ISAE-EC Confidence 3.773 0.734 -7.003 21.73 0.007 4.569 (0.003)
Indicator (0.009) -6.691 (0.00)
Composite Indicator 15.887 0.846 -7.546 4212 0.0052 0.6352 (0.639)

(0.000) -7.235 (0.00)

Out of sample — 1 step ahead forecast
ME MAE RMSE Theil U
Total Bias Var. Cov.

ISAE EC Confidence 0.00381 0.00433 0.00527 0.115 0.52199 0.03361 0.44441
Indicator
Composite Indicator 0.00087 0.00467 0.00543 0.124 0.02578 0.01426 0.95996

1 Period: 1987:1, 2002:1; probabilities in brasket
Source: Own calculations on ISAE and ISTAT data.
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5 CONCLUSIONS

In this paper we have built four synthetic indicat¢Cl) for each one of the
gualitative surveys conducted by ISAE, concernirenuafacturing, retail trades,
construction and consumers, using a dynamic faotodel. The first three

indicators, by gathering information about presstutation and future prospects of
a specific industry, should help explaining the rshi@rm movements of a

guantitative variable related to that sector. Oa tther hand, the synthetic
indicator of the consumer survey should resume whaobmmonly denoted as
consumer confidence, which is sometimes claimebawe a role in explaining

consumer behaviour. On this basis a comparison aviflnantitative variable for

each sector is carried out, analysing the in-sarapbk out-of-sample properties,
also in comparison with the synthetic indicatordarced by ISAE.

The evidence is somewhat mixed. For the retailetraiad the construction sector
the cyclical characteristics of the quantitativeiafales chosen do not match well
with that of the qualitative indicators, both thees presented here and those
calculated with ISAE-EC methodology. Concerning sutmer survey, the CI
shows a superior in sample and out of sample padgnce with respect to the
usual ISAE confidence indicator. For the manufantusector, where the survey
iIs more consolidated and the quantitative referarazéble is more accurately
measured, we have a significant increase in thebsample performance using
the Cl indicator.

An analogous improvement is observed in a compoaggregate indicator
calculated aggregating, again with a dynamic factmdel, the four sectoral
indicators. In this case the reference series & @EDP, and the forecasting
performance of the model which uses the CAI ishdljgworse than the model
which uses the EC indicator in term of RMSE, butchhbetter in terms of bias
reduction.

Further research is needed to improve the consiruaf sectoral composite
indicators, selecting those variables, which calp h@aximizing the fit with an
observed variable, especially for the consumeresurit the aggregate level, the
loss of discarding some of the surveys (namely ttoason and retail sales) may
be explored.
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Appendix A — Augmented Dickey-Fuller tests

Table 1: Augmented Dickey-Fuller test for manufacturing sector

Lags Test

Order books (total) 4 -3.22*
Order books (domestic) 16 -1.57
Order books (foreign) 6 -3.89*
Production trend in recent months 4 -2.94*
Stock of finished products 7 -2.31
Expectations on order books 1 -3.03*
Expectations on production 17 -2.27
Expectations on selling prices 6 -2.99*
Expectations on general economic situation 1 -2.98*

1 * significant at 5%; ** significant at 1%

Table 2: Augmented Dickey-Fuller test for retail sales

Lags Test
Business levels 12 -2.19
Stocks 2 -1.94
Prices 1 -4.39%*
Level of orders 13 -2.46
Expectations on employment 9 -2.30
Expectations on prices 16 -1.00
Expectations on business levels 12 -2.01

1 * significant at 5%; ** significant at 1%

Table 3: Augmented Dickey-Fuller test for the construction sector

Lags Test
Order books 15 -3.16*
Trend of activity 7 -3.21*
Expectations on orders 2 -3.92*
Expectations on prices 12 -1.72
Expectations on employment 9 -2.49

1 * significant at 5%; ** significant at 1%
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Table 4: Augmented Dickey-Fuller test for the consumer survey

Lags Test
General Economic Situation 3 -2.15
General Economic Situation — expect. 16 -3.12*
Unemployment — expectations 18 -1.56
Economic Situation of the Family 16 -1.90
Economic Situation of the Family — exp. 10 -2.89
Financial Situation of households 7 -1.90
Savings — expectations 14 -3.45*
Savings 2 -1.86
Major Purchases 8 -1.28
Price Trends 2 -2.15
Price Trends — expectations 1 -1.79
Major Purchases — expectations 12 -3.14*
Purchasing of a car 11 -2.15
Purchasing of a house 18 -1.12
Major housing works 2 -2.84

1 * significant at 5%; ** significant at 1%
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Appendix B — The ISAE surveys on the manufacturing, retail and
construction sector and on the consumers

Manufacturing sector:

Assessments on: Order books (total, domestic,gajeProduction trend in recent
months, Stock of finished products

Expectations on: Order books, Production, Sellingd3, General Economic
situation

Retail trade
Assessments on: Business levels, Level of ordeised
Expectations on: Business levels, Prices, Employmen

Construction sector
Assessments on: Trend of activity, Order books
Expectations on: Order books, Employment, Prices

Households:
Assessments on: Economic Situation of the Familyparmcial Situation of
households, Savings, Major Purchases, Price Tr&wseral Economic Situation

Expectations on: Economic Situation of the Fam8wvings, Major Purchases,

Purchasing of a car, Purchasing of a house, Majosing works, Price Trends,
General Economic Situation, Unemployment
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