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 Consider the linear model  
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where Yt  is an t × 1 vector of observations on the dependent random variable, Xt  

is an t × m  matrix  of  known  coefficients ( )t t t
≥ ≠′m , X X 0 ,  β  is  an  

m × 1 vector  of  regression coefficients and et  is an l × 1 vector of normal  error  

random variables with E(et)=0 and V(et)=σ2
It. Here It  is the t × t identity matrix. 

Therefore, a prediction for the value of the dependent random variable for time t+1 

will  be  given  by  the statistic 
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where    
t
â is the least squares estimator of β at time t and X t 1

0

+  is a 1 × m vector  of 

values of the regressors at time t+1, t=0,1,2,... 
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The predictive behaviour of the model would naturally be evaluated by a measure  

that  would  be  based  on  a  statistic reflecting the degree of agreement of the 

observed actual value Y
t 1

0

+ to the predicted value  Y
t 1

0

+ .  Such  a  statistic  

may  be r
t 1+ , where  
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Obviously, r
t 1+  is merely an estimate of the standardized distance between 

the predicted and the observed  value  of  the dependent random variable when σ2
  is 

estimated on the basis  of the preceding t observations available at time t. S
t

2
 is  

given by  
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So, a score based on r
t 1+  can provide a  measure  of  the adequacy of the 

model for each of a series of n points in time. Then, as a final rating of  the  model  

one  can  consider  the average of these scores or any other summary statistic that can 

be regarded  as  reflecting the  forecasting  potential  of  the model. 

In the sequel, we consider using r
t

2
as a scoring  rule  to rate the 

performance of the model at time t for a series  of  n points in time, (t=1,2,...n) and we 

define  
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the average of the squared recursive residuals, to be the final rating of the model. 

It has been shown (Brown  et.  al.  1975,  Kendall  et.al. 1983)) that if et  is a 

vector of normal error variables  with Ε(et)=0 and V(et)= ó I
2

t
, the quantities  
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are   independently   and   identically   distributed    normal variables with mean  0  

and  variance  σ2
.  Then,  according  to Kotlarski's (1966) characterization of the 

normal distribution by the t distribution, the quantities r w s
t 1 t 1 t+ +=   t=0,1,2,... 

constitute a sequence of  independent t variables  with  t -m degrees of freedom, 

t=0,1,2,... Hence, by the assumptions of the model considered, and  for  large  0 ,  

the variablesrt 1+ , t=0,1,2,...  as given by (2) constitute a sequence of approximately 

standard  normal  variables  which  are  mutually independent. This implies that  
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is a chi-square variable with n degrees of  freedom.  (Psarakis and Panaretos (1990)). 

 

Let now A and B be two  competing  linear models in the sense of (1) that 

have been used for prediction purposes for a number n1  and n2  of years  respectively.  

Then, a decision on whether model A is more adequate than model B, would naturally 

be based on the ratio of 
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where ( )R A
n1

 , ( )R B
n2

 are  given  by  (2.3)  for   n=n1    and n=n2, respectively. 

For large  t 1
, t 2

, the  statistic R n ,n1 2
will  be  an  F variable with n1  and 

n2  degrees of freedom whenever the ratings of the two models are independent. 

Hence, values of Rn ,n1 2
in the right tail of the F distribution with n1 and n2  degrees  

of freedom will indicate a higher performance by model A. However under the 

conditions of the problem under consideration the assumption of independence does 

not seem to be satisfied. Although Kotlarski (1964) has shown that, under certain 

conditions, the quotient X/Y follows the F distribution even when  X and Y are 

dependent variables Panaretos, Psarakis & Xekalaki (1997) proved that Kotlarski’s 

conditions for this to happen are not met in our problem. 



It has been shown (Panaretos, Psarakis & Xekalaki (1997)) that the analytic 

form of the distribution of the quotient X/Y is : 
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We refer to the above distribution as the correlated gamma-ratio 

distribution. In the case where  X and  Y  are  independent  (i.e.  when ρ=0) the 

probability density function of the quotient X/Y will follow the F distribution with 2k 

and 2k degrees of freedom. Percentage points for different values of k and ρ have 

been calculated and presented in Panaretos, Psarakis & Xekalaki (1997). These tables 

can be very handy in testing hypotheses concerning the adequacy of two competing 

models.  

 

For the purpose of illustrating the model selection procedure, a problem of 

selecting a linear model by the USDA, presented in Xekalaki and Katti (1984) to 

predict the soybean yield in the State of Iowa for the years 1956 to 1980 was re-

examined based on several sets of real data. So, in testing the hypotheses  

H0: models A and B are as adequate 

H1: A is better than B , 

it was found that at the 5% significance level there was enough evidence to reject the 

null hypotheses for two crop reporting districts while there was not enough evidence 

to reject the null hypotheses for the rest of the crop reporting districts considered. 
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