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Abstract 

 

This paper develops and estimates a dynamic stochastic general equilibrium model of a closed economy which 

provides a quantitative description of the monetary transmission mechanism, yields a mutually consistent set of 

indicators of inflationary pressure together with confidence intervals, and facilitates the generation of relatively 

accurate forecasts.  The model features short run nominal price and wage rigidities generated by monopolistic 

competition and staggered reoptimization in output and labour markets.  The resultant inertia in inflation and 

persistence in output is enhanced with other features such as habit persistence in consumption and labour supply, 

adjustment costs in housing and capital investment, and variable capital utilization.  Cyclical components are 

modeled by linearizing equilibrium conditions around a stationary deterministic steady state equilibrium which 

abstracts from long run balanced growth, while trend components are modeled as random walks while ensuring the 

existence of a well defined balanced growth path.  Parameters and unobserved components are jointly estimated 

with a novel Bayesian full information maximum likelihood procedure, conditional on prior information concerning 

the values of parameters and trend components. 

 

JEL Classification: C11; C13; C32; E37; E52 
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1.  Introduction 

 

Estimated dynamic stochastic general equilibrium or DSGE models have recently emerged as 

quantitative monetary policy analysis tools.  As extensions of real business cycle models, DSGE 

models explicitly specify the objectives and constraints faced by optimizing households and 
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firms, which interact in an uncertain environment to determine equilibrium prices and quantities.  

The existence of short run nominal price and wage rigidities generated by monopolistic 

competition and staggered reoptimization in output and labour markets permits a cyclical 

stabilization role for monetary policy, which is generally implemented through control of the 

short term nominal interest rate according to a monetary policy rule.  The persistence of the 

effects of monetary policy shocks on output and inflation is often enhanced with other features 

such as habit persistence in consumption, adjustment costs in investment, and variable capital 

utilization.  Early examples of closed economy DSGE models incorporating some of these 

features include those of Yun (1996), Goodfriend and King (1997), Rotemberg and Woodford 

(1995, 1997), and McCallum and Nelson (1999), while recent examples of closed economy 

DSGE models incorporating all of these features include those of Christiano, Eichenbaum and 

Evans (2005), Altig, Christiano, Eichenbaum and Linde (2005), Smets and Wouters (2003, 

2005), and Vitek (2006c). 

Recent research has emphasized the implications of developments in the housing market for 

the conduct of monetary policy.  Existing DSGE models incorporating a housing market include 

those of Aoki, Proudman and Vlieghe (2004) and Iacoviello (2005), both of which focus on the 

implications of financial market frictions for the monetary transmission mechanism.  These 

papers do not consider the implications of developments in the housing market for the 

measurement of the stance of monetary policy. 

Existing DSGE models featuring long run balanced growth driven by trend inflation, 

productivity growth, and population growth generally predict the existence of common 

deterministic or stochastic trends.  Estimated DSGE models incorporating common deterministic 

trends include those of Ireland (1997) and Smets and Wouters (2005), while estimated DSGE 

models incorporating common stochastic trends include those of Altig, Christiano, Eichenbaum 

and Linde (2005) and An and Schorfheide (2006).  However, as discussed in Clements and 

Hendry (1999) and Maddala and Kim (1998), intermittent structural breaks render such common 

deterministic or stochastic trends empirically inadequate representations of low frequency 

variation in observed macroeconomic variables.  For this reason, it is common to remove trend 

components from observed macroeconomic variables with deterministic polynomial functions or 

linear filters such as that described in Hodrick and Prescott (1997) prior to the conduct of 

estimation, inference and forecasting.  As an alternative, Vitek (2006c, 2006d) proposes jointly 

modeling cyclical and trend components as unobserved components while imposing theoretical 

restrictions derived from the approximate multivariate linear rational expectations representation 

of a DSGE model. 

This merging of modeling paradigms drawn from the theoretical and empirical 

macroeconomics literatures confers a number of important benefits.  First, the joint estimation of 
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parameters and trend components ensures their mutual consistency, as estimates of parameters 

appropriately reflect estimates of trend components, and vice versa.  As shown by Nelson and 

Kang (1981) and Harvey and Jaeger (1993), decomposing integrated observed nonpredetermined 

endogenous variables into cyclical and trend components with atheoretic deterministic 

polynomial functions or linear filters may induce spurious cyclical dynamics, invalidating 

subsequent estimation, inference and forecasting.  Second, jointly modeling cyclical and trend 

components as unobserved components ensures stochastic nonsingularity of the resulting 

approximate linear state space representation of the DSGE model, as associated with each 

observed nonpredetermined endogenous variable is at least one exogenous stochastic process.  

As discussed in Ruge-Murcia (2003), stochastic nonsingularity requires that the number of 

observed nonpredetermined endogenous variables employed in full information maximum 

likelihood estimation of the approximate linear state space representation of a DSGE model not 

exceed the number of exogenous stochastic processes, with efficiency losses incurred if this 

constraint binds.  Third, and of perhaps greatest practical importance, jointly modeling cyclical 

and trend components as unobserved components while ensuring the existence of a well defined 

balanced growth path facilitates the generation of forecasts of the levels of nonpredetermined 

endogenous variables as opposed to their cyclical components, while ensuring that these 

forecasts satisfy the stability restrictions associated with balanced growth.  These stability 

restrictions are necessary but not sufficient for full cointegration, as along a balanced growth 

path, great ratios are constant but state dependent, robustifying forecasts to intermittent structural 

breaks that occur within sample. 

The primary contribution of this paper is the development of a procedure to estimate the 

levels of the flexible price and wage equilibrium components of nonpredetermined endogenous 

variables while imposing relatively weak identifying restrictions on their trend components.  

Based on an extension and refinement of the unobserved components framework proposed by 

Vitek (2006c, 2006d), this estimation procedure confers a number of benefits of particular 

importance to the conduct of monetary policy.  First, as discussed in Woodford (2003), the levels 

of the flexible price and wage equilibrium components of various observed and unobserved 

nonpredetermined endogenous variables are important inputs into the optimal conduct of 

monetary policy.  In particular, the level of the natural rate of interest, defined as that short term 

real interest rate consistent with price and wage flexibility, provides a measure of the neutral 

stance of monetary policy, with deviations of the real interest rate from the natural rate of interest 

generating inflationary pressure.  Jointly modeling cyclical and trend components as unobserved 

components while ensuring the existence of a well defined balanced growth path facilitates 

estimation of the levels as opposed to cyclical components of the flexible price and wage 

equilibrium components of nonpredetermined endogenous variables, while ensuring that they 
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satisfy the stability restrictions associated with balanced growth.  Second, given an interest rate 

smoothing objective derived from a concern with financial market stability, variation in the 

natural rate of interest caused by shocks having permanent effects may call for larger monetary 

policy responses than variation caused by shocks having temporary effects.  Jointly modeling 

cyclical and trend components as unobserved components facilitates a decomposition of the 

levels of the flexible price and wage equilibrium components of nonpredetermined endogenous 

variables into cyclical and trend components, and yields confidence intervals which account for 

uncertainty associated with the detrending procedure.  Third, and of perhaps greatest practical 

importance, as discussed in Clements and Hendry (1999) and Maddala and Kim (1998), 

accommodating the existence of intermittent structural breaks requires flexible trend component 

specifications.  However, the joint derivation of empirically adequate cyclical and trend 

component specifications from microeconomic foundations is a formidable task.  Jointly 

modeling cyclical and trend components as unobserved components facilitates estimation of the 

levels of the flexible price and wage equilibrium components of nonpredetermined endogenous 

variables while allowing for the possibility that the determinants of their trend components are 

unknown but persistent. 

The secondary contribution of this paper is the estimation of the levels of the flexible price 

and wage equilibrium components of various observed and unobserved nonpredetermined 

endogenous variables while imposing relatively weak identifying restrictions on their trend 

components, with an emphasis on the level of the natural rate of interest.  Definitions of 

indicators of inflationary pressure such as the natural rate of interest vary, and numerous 

alternative estimation procedures have been proposed, several of which are discussed in a survey 

paper by Giammarioli and Valla (2004).  Within the framework of a calibrated DSGE model of a 

closed economy, Neiss and Nelson (2003) find that estimates of the deviation of the real interest 

rate from the natural rate of interest exhibit economically significant high frequency variation.  

Within the framework of an estimated DSGE model of a closed economy, Smets and Wouters 

(2003) find that estimates of the deviation of the real interest rate from the natural rate of interest 

exhibit economically significant high frequency variation and are relatively imprecise, as 

evidenced by relatively wide confidence intervals.  These papers abstract from the trend 

component of the natural rate of interest, as they employ estimation methodologies which 

involve the preliminary removal of trend components from observed macroeconomic variables 

with atheoretic deterministic polynomial functions or linear filters. 

This paper develops and estimates a DSGE model of a closed economy for purposes of 

monetary policy analysis.  This estimated DSGE model provides a quantitative description of the 

monetary transmission mechanism in a closed economy, yields a mutually consistent set of 

indicators of inflationary pressure together with confidence intervals, and facilitates the 
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generation of relatively accurate forecasts.  The model features short run nominal price and wage 

rigidities generated by monopolistic competition and staggered reoptimization in output and 

labour markets.  The resultant inertia in inflation and persistence in output is enhanced with other 

features such as habit persistence in consumption and labour supply, adjustment costs in housing 

and capital investment, and variable capital utilization.  Cyclical components are modeled by 

linearizing equilibrium conditions around a stationary deterministic steady state equilibrium 

which abstracts from long run balanced growth, while trend components are modeled as random 

walks while ensuring the existence of a well defined balanced growth path.  Parameters and 

unobserved components are jointly estimated with a novel Bayesian full information maximum 

likelihood procedure, conditional on prior information concerning the values of parameters and 

trend components. 

The organization of this paper is as follows.  The next section develops a DSGE model of a 

closed economy.  Estimation, inference and forecasting within the framework of a linear state 

space representation of an approximate unobserved components representation of this DSGE 

model are the subjects of section three.  Finally, section four offers conclusions and 

recommendations for further research. 

 

 

2.  Model Development 

 

Consider a closed economy consisting of households, firms, and a government.  The 

government consists of a monetary authority and a fiscal authority. 

 

 

2.1.  The Utility Maximization Problem of the Representative Household 

 

There exists a continuum of households indexed by [0,1]i∈ .  Households supply 

differentiated intermediate labour services, but are otherwise identical. 

 

 

2.1.1.  Consumption, Saving and Investment Behaviour 

 

The representative infinitely lived household has preferences defined over consumption ,i s
C , 

housing ,i s
H , and labour supply ,i s

L  represented by intertemporal utility function 
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where subjective discount factor β  satisfies 0 1β< < .  The intratemporal utility function is 

additively separable and represents external habit formation preferences in consumption, 

housing, and labour supply, 
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where 0 1Cα≤ < , 0 1Hα≤ <  and 0 1Lα≤ < .  This intratemporal utility function is strictly 

increasing with respect to consumption if and only if 0C

s
ν > , and given this parameter restriction 

is strictly increasing with respect to housing if and only if 0Hν > , and is strictly decreasing with 

respect to labour supply if and only if 0Lν > .  Given these parameter restrictions, this 

intratemporal utility function is strictly concave if 0σ >  and 0η > . 

The representative household enters period s  in possession of previously purchased nominal 

bonds ,

P

i sB  which yield interest at risk free rate 1s
i − .  It also holds a diversified portfolio of shares 

1

, , 0{ }i j s jx =  in intermediate good firms which pay dividends 1

, 0{ }j s jΠ = .  The representative 

household supplies differentiated intermediate labour service ,i s
L , earning labour income at 

nominal wage ,i s
W .  Households pool their labour income, and the government levies a tax on 

pooled labour income at rate 
s

τ .  These sources of private wealth are summed in household 

dynamic budget constraint: 
 

 
1 1 1

, 1 , , , 1 1 , , , , , , , , ,
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(1 ) ( ) (1 ) .P P H

i s j s i j s s i s j s j s i j s s k s k s s i s s i s
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B V x dj i B V x dj W L dk PC P IΠ τ+ + −
= = =

+ = + + + + − − −∫ ∫ ∫  (3) 

 

According to this dynamic budget constraint, at the end of period s , the representative 

household purchases bonds , 1

P

i s
B + , and a diversified portfolio of shares 1

, , 1 0{ }
i j s j

x + =  at prices 
1

, 0{ }
j s j

V = .  It also purchases final consumption good ,i s
C  and final housing investment good ,

H

i s
I  

at price 
s

P . 

The representative household enters period s  in possession of previously accumulated 

housing stock ,i s
H , which subsequently evolves according to accumulation function 

 

 , 1 , , , 1(1 ) ( , ),H H H H

i s i s i s i sH H I Iδ+ −= − +H  (4) 

 

where depreciation rate parameter Hδ  satisfies 0 1Hδ≤ ≤ .  Effective investment function 

, , 1( , )H H H

i s i s
I I −H  incorporates convex adjustment costs, 
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where 0Hχ >  and 0
H

I

s
ν > .  In deterministic steady state equilibrium, these adjustment costs 

equal zero, and effective investment equals actual investment. 

In period t , the representative household chooses state contingent sequences for 

consumption ,{ }i s s tC
∞
= , investment in housing ,{ }H

i s s tI
∞
= , the stock of housing , 1{ }i s s tH

∞
+ = , bond 

holdings , 1{ }P

i s s tB
∞

+ = , and share holdings 1

, , 1 0{{ } }i j s j s tx
∞

+ = =  to maximize intertemporal utility function 

0H0H0H(1) subject to dynamic budget constraint 1H1H1H(3), housing accumulation function 2H2H2H(4), and terminal 

nonnegativity constraints , 1 0
i T

H + ≥ , , 1 0P

i TB + ≥  and , , 1 0
i j T

x + ≥  for T →∞ .  In equilibrium, 

selected necessary first order conditions associated with this utility maximization problem may 

be stated as 
 

 ,( , , ) ,
C t t i t t t
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where ,i s
λ  denotes the Lagrange multiplier associated with the period s  household dynamic 

budget constraint, and , ,

H

i s i s
Qλ  denotes the Lagrange multiplier associated with the period s  

housing accumulation function.  In equilibrium, necessary complementary slackness conditions 

associated with the terminal nonnegativity constraints may be stated as: 
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Provided that the intertemporal utility function is bounded and strictly concave, together with all 

necessary first order conditions, these transversality conditions are sufficient for the unique 

utility maximizing state contingent intertemporal household allocation. 

Combination of necessary first order conditions 3H3H3H(6) and 4H4H4H(9) yields intertemporal optimality 

condition 
 

 , 1 1 , 1

1

( , , ) E (1 ) ( , , ),t
C t t i t t t C t t i t

t

P
u C H L i u C H L

P
β + + +

+

= +  (14) 

 

which ensures that at a utility maximum, the representative household cannot benefit from 

feasible intertemporal consumption reallocations.  Combination of necessary first order 

conditions 5H5H5H(6) and 6H6H6H(7) yields intertemporal optimality condition 
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which equates the expected present discounted value of an additional unit of investment in 

housing to its price.  Finally, combination of necessary first order conditions 7H7H7H(6) and 8H8H8H(8) yields 

intertemporal optimality condition 
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which equates the shadow price of housing to the expected present discounted value of the sum 

of the future marginal cost of housing, and the future shadow price of housing net of 

depreciation. 

 

 

2.1.2.  Labour Supply and Wage Setting Behaviour 

 

There exist a large number of perfectly competitive firms which combine differentiated 

intermediate labour services ,i t
L  supplied by households in a monopolistically competitive 

labour market to produce final labour service 
t

L  according to constant elasticity of substitution 

production function 
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where 1L

t
θ > .  The representative final labour service firm maximizes profits derived from 

production of the final labour service 
 

 

1
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with respect to inputs of intermediate labour services, subject to production function 13H12H9H9H(17).  The 

necessary first order conditions associated with this profit maximization problem yield 

intermediate labour service demand functions: 
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Since the production function exhibits constant returns to scale, in competitive equilibrium the 

representative final labour service firm earns zero profit, implying aggregate wage index: 
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As the wage elasticity of demand for intermediate labour services L

t
θ  increases, they become 

closer substitutes, and individual households have less market power. 

In an extension of the model of nominal wage rigidity proposed by Erceg, Henderson and 

Levin (2000) motivated by Smets and Wouters (2003, 2005), each period a randomly selected 

fraction 1 Lω−  of households adjust their wage optimally.  The remaining fraction Lω  of 

households adjust their wage to account for past inflation according to partial indexation rule 
 

 

1

1 1
, , 1

2 2

,

L L

t t
i t i t

t t

P P
W W

P P

γ γ−

− −
−

− −

⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (21) 

 

where 0 1Lγ≤ ≤ .  Under this specification, although households adjust their wage every period, 

they infrequently adjust their wage optimally, and the interval between optimal wage 

adjustments is a random variable. 

If the representative household can adjust its wage optimally in period t , then it does so to 

maximize intertemporal utility function 13H10H10H(1) subject to dynamic budget constraint 14H11H11H(3), housing 

accumulation function 15H12H12H(4), intermediate labour service demand function 16H16H13H13H(19), and the assumed 

form of nominal wage rigidity.  Since all households that adjust their wage optimally in period t  
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solve an identical utility maximization problem, in equilibrium they all choose a common wage 
*

t
W  given by necessary first order condition: 
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This necessary first order condition equates the expected present discounted value of the 

consumption benefit generated by an additional unit of labour supply to the expected present 

discounted value of its leisure cost.  Aggregate wage index 17H17H14H14H(20) equals an average of the wage 

set by the fraction 1 Lω−  of households that adjust their wage optimally in period t , and the 

average of the wages set by the remaining fraction Lω  of households that adjust their wage 

according to partial indexation rule 18H18H15H15H(21): 
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Since those households able to adjust their wage optimally in period t  are selected randomly 

from among all households, the average wage set by the remaining households equals the value 

of the aggregate wage index that prevailed during period 1t − , rescaled to account for past 

inflation. 

If all households were able to adjust their wage optimally every period, then 0Lω =  and 

necessary first order condition 19H16H16H(22) would reduce to: 
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In flexible price and wage equilibrium, each household sets its after tax real wage equal to a time 

varying markup over the marginal rate of substitution between leisure and consumption, and 

labour supply is inefficiently low. 
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2.2.  The Value Maximization Problem of the Representative Firm 

 

There exists a continuum of intermediate good firms indexed by [0,1]j∈ .  Intermediate good 

firms supply differentiated intermediate output goods, but are otherwise identical.  Entry into and 

exit from the monopolistically competitive intermediate output good sector is prohibited. 

 

 

2.2.1.  Employment and Investment Behaviour 

 

The representative intermediate good firm sells shares 1

, , 1 0{ }i j t ix + =  to households at price ,j t
V .  

Recursive forward substitution for ,j t s
V +  with 0s >  in necessary first order condition 20H17H17H(10) 

applying the law of iterated expectations reveals that the post-dividend stock market value of the 

representative intermediate good firm equals the expected present discounted value of future 

dividend payments: 
 

 , ,

1

E .
s t

s
j t t j s

s t t

V
β λ Π
λ

−∞

= +

= ∑  (25) 

 

Acting in the interests of its shareholders, the representative intermediate good firm maximizes 

its pre-dividend stock market value, equal to the expected present discounted value of current 

and future dividend payments: 
 

 , , ,E .
s t

s
j t j t t j s

s t t

V
β λΠ Π
λ

−∞

=

+ = ∑  (26) 

 

The derivation of result 20H21H18H18H(25) imposes transversality condition 22H19H19H(13), which rules out self-fulfilling 

speculative asset price bubbles. 

Shares entitle households to dividend payments equal to net profits ,j s
Π , defined as after tax 

earnings less expenditures on investment in capital: 
 

 , , , ,(1 )( ) .K

j s s j s j s s j s s s
P Y W L P IΠ τ= − − −  (27) 

 

Earnings are defined as revenues derived from sales of differentiated intermediate output good 

,j s
Y  at price ,j s

P  less expenditures on final labour service ,j s
L .  The government levies a tax on 

earnings at rate 
s

τ , and negative dividend payments are a theoretical possibility. 

The representative intermediate good firm utilizes capital 
s

K  at rate ,j s
u  and rents final 

labour service ,j s
L  given labour augmenting technology coefficient 

s
A  to produce differentiated 

intermediate output good ,j s
Y  according to constant elasticity of substitution production function 
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1 1 1 1 1

, , , ,( , ) ( ) ( ) (1 ) ( ) ,
j s s s j s j s s s j s

u K A L u K A L

ϑ
ϑ ϑ ϑ

ϑ ϑ ϑ ϑϕ ϕ
− − −⎡ ⎤

= + −⎢ ⎥
⎣ ⎦

F  (28) 

 

where 0 1ϕ< < , 0ϑ >  and 0
s

A > .  This constant elasticity of substitution production function 

exhibits constant returns to scale, and nests the production function proposed by Cobb and 

Douglas (1928) under constant returns to scale for 1ϑ = .2F

1
 

In utilizing capital to produce output, the representative intermediate good firm incurs a cost 

,( , )
j s s

u KG  denominated in terms of output: 
 

 , , , ,( , ) ( , ).
j s j s s s j s j s s

Y u K A L u K= −F G  (29) 

 

Following Christiano, Eichenbaum and Evans (2005), this capital utilization cost is increasing in 

the rate of capital utilization at an increasing rate, 
 

 ,( 1)

,( , ) 1 ,j su

j s s s
u K e K

κμ −⎡ ⎤= −⎣ ⎦G  (30) 

 

where 0μ >  and 0κ > .  In deterministic steady state equilibrium, the rate of capital utilization 

is normalized to one, and the cost of utilizing capital equals zero. 

Capital is endogenous but not firm-specific, and the representative intermediate good firm 

enters period s  with access to previously accumulated capital stock 
s

K , which subsequently 

evolves according to accumulation function 
 

 1 1(1 ) ( , ),K K K K

s s s sK K I Iδ+ −= − +H  (31) 

 

where depreciation rate parameter Kδ  satisfies 0 1Kδ≤ ≤ .  Following Christiano, Eichenbaum 

and Evans (2005), effective investment function 1( , )K K K

s sI I −H  incorporates convex adjustment 

costs, 
 

 

2

1
1

1

( , ) 1 ,
2

K
K K K

K K K I Ks s
s s s sK

s

I I
I I I

I

χν −
−

−

⎡ ⎤⎛ ⎞−⎢ ⎥= − ⎜ ⎟
⎢ ⎥⎝ ⎠⎣ ⎦

H  (32) 

 

where 0Kχ >  and 0
K

I

s
ν > .  In deterministic steady state equilibrium, these adjustment costs 

equal zero, and effective investment equals actual investment. 

                                                 
1 Invoking L’Hospital’s rule yields , , , , ,

1
lim  ln ( , ) ln( ) (1 ) ln( ) ln (1 ) ln(1 )

j s s j s j s j s s s j s
u K A L u K A L

ϑ
ϕ ϕ ϕ ϕ ϕ ϕ

→
= + − − − − −F , which implies that 

(1 ) 1

, , , , ,
1

lim  ( , ) (1 ) ( ) ( )j s s j s j s j s s s j su K A L u K A L
ϕ ϕ ϕ ϕ

ϑ
ϕ ϕ− − − −

→
= −F . 
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In period t , the representative intermediate good firm chooses state contingent sequences for 

employment ,{ }i s s tL
∞
= , capital utilization ,{ }j s s tu

∞
= , investment in capital { }K

s s t
I

∞
= , and the capital 

stock 1{ }
s s t

K
∞

+ =  to maximize pre-dividend stock market value 22H23H20H20H(26) subject to net production 

function 23H24H21H21H(29), capital accumulation function 24H25H22H22H(31), and terminal nonnegativity constraint 1 0
T

K + ≥  

for T →∞ .  In equilibrium, demand for the final labour service satisfies necessary first order 

condition 
 

 
, , ,( , ) (1 ) ,t

AL j t t t j t j t t

t t

W
u K A L

P A
Φ τ= −F  (33) 

 

where ,s j s
PΦ  denotes the Lagrange multiplier associated with the period s  production 

technology constraint.  This necessary first order condition equates real marginal cost ,j t
Φ  to the 

ratio of the after tax real wage to the marginal product of labour.  In equilibrium, the rate of 

capital utilization satisfies necessary first order condition 
 

 
,

, ,

( , )
( , ) ,

u j t t

uK j t t t j t

t

u K
u K A L

K
=
G

F  (34) 

 

which equates the marginal product of utilized capital to its marginal cost.  In equilibrium, 

demand for the final capital investment good satisfies necessary first order condition 
 

 1
1 1 1 2 1( , ) E ( , ) ,K K K K K K K Kt

t t t t t t t t

t

Q I I Q I I P
βλ
λ

+
− + ++ =H H  (35) 

 

which equates the expected present discounted value of an additional unit of investment in 

capital to its price, where ,

K

j s
Q  denotes the Lagrange multiplier associated with the period s  

capital accumulation function.  In equilibrium, this shadow price of capital satisfies necessary 

first order condition 
 

 { }1
1 , 1 , 1 , 1 1 1 , 1 , 1 1 1E ( , ) ( , ) (1 ) ,K Kt

t t t j t j t uK j t t t j t K j t t t

t

Q P u u K A L u K Q
Κβλ Φ δ

λ
+

+ + + + + + + + + +⎡ ⎤= − + −⎣ ⎦F G  (36) 

 

which equates it to the expected present discounted value of the sum of the future marginal cost 

of capital, and the future shadow price of capital net of depreciation.  In equilibrium, the 

necessary complementary slackness condition associated with the terminal nonnegativity 

constraint may be stated as: 
 

 1lim  0.
T

Kt T
t T t T

T
t

Q K
β λ
λ

+
+ + +→∞

=  (37) 
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Provided that the pre-dividend stock market value of the representative intermediate good firm is 

bounded and strictly concave, together with all necessary first order conditions, this 

transversality condition is sufficient for the unique value maximizing state contingent 

intertemporal firm allocation. 

 

 

2.2.2.  Output Supply and Price Setting Behaviour 

 

There exist a large number of perfectly competitive firms which combine differentiated 

intermediate output goods ,j t
Y  supplied by intermediate good firms in a monopolistically 

competitive output market to produce final output good 
t

Y  according to constant elasticity of 

substitution production function 
 

 

1 11

,

0

( ) ,

Y
t

Y Y
t t

Y
t

t j t

j

Y Y dj

θ
θ θ
θ
− −

=

⎡ ⎤
⎢ ⎥=
⎢ ⎥⎣ ⎦
∫  (38) 

 

where 1Y

tθ > .  The representative final output good firm maximizes profits derived from 

production of the final output good 
 

 

1

, ,

0

,
t t t j t j t

j

PY P Y djΠ
=

= − ∫  (39) 

 

with respect to inputs of intermediate output goods, subject to production function 25H26H23H23H(38).  The 

necessary first order conditions associated with this profit maximization problem yield 

intermediate output good demand functions: 
 

 
,

, .

Y
t

j t

j t t

t

P
Y Y

P

θ−
⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 (40) 

 

Since the production function exhibits constant returns to scale, in competitive equilibrium the 

representative final output good firm earns zero profit, implying aggregate price index: 
 

 

1

1 1
1

,

0

( ) .

Y
tY

t

t j t

j

P P dj
θ

θ
−

−

=

⎡ ⎤
= ⎢ ⎥
⎢ ⎥⎣ ⎦
∫  (41) 
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As the price elasticity of demand for intermediate output goods Y

t
θ  increases, they become closer 

substitutes, and individual intermediate good firms have less market power. 

In an extension of the model of nominal price rigidity proposed by Calvo (1983) motivated 

by Smets and Wouters (2003, 2005), each period a randomly selected fraction 1 Yω−  of 

intermediate good firms adjust their price optimally.  The remaining fraction Yω  of intermediate 

good firms adjust their price to account for past inflation according to partial indexation rule 
 

 

1

1 1
, , 1

2 2

,

Y Y

t t
j t j t

t t

P P
P P

P P

γ γ−

− −
−

− −

⎛ ⎞ ⎛ ⎞
= ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (42) 

 

where 0 1Yγ≤ ≤ .  Under this specification, optimal price adjustment opportunities arrive 

randomly, and the interval between optimal price adjustments is a random variable. 

If the representative intermediate good firm can adjust its price optimally in period t , then it 

does so to maximize to maximize pre-dividend stock market value 26H27H24H24H(26) subject to net production 

function 27H28H25H25H(29), capital accumulation function 28H29H26H26H(31), intermediate output good demand function 

29H30H27H27H(40), and the assumed form of nominal price rigidity.  Since all intermediate good firms that 

adjust their price optimally in period t  solve an identical value maximization problem, in 

equilibrium they all choose a common price *

t
P  given by necessary first order condition: 

 

 

1
*

1 1
,

* 1 1

1
1

*

1 1

1 1

E ( )

E ( ) ( 1)(1 )

Y
sY Y Y

s

Y
sY Y Y

s

s t
Y s t Ys t t s t

t s j s s s

s t t s s t t
t

t s t
Y s t Ys t t s t

t s s

t s s t t

P P P P
PY

P P P P
P

P
P P P P

P
P P P P

θ
γ γ θ

θ
γ γ θ

β λω θ Φ
λ

β λω θ τ
λ

− −−∞
− − −

= − −

−
− −−

− − −

− −

⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎢ ⎥⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦=
⎡ ⎤⎛ ⎞ ⎛ ⎞ ⎛ ⎞⎢ ⎥− − ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎣ ⎦

∑
.

s s

s t

Y
∞

=
∑

 (43) 

 

This necessary first order condition equates the expected present discounted value of the after tax 

revenue benefit generated by an additional unit of output supply to the expected present 

discounted value of its production cost.  Aggregate price index 30H31H28H28H(41) equals an average of the 

price set by the fraction 1 Yω−  of intermediate good firms that adjust their price optimally in 

period t , and the average of the prices set by the remaining fraction Yω  of intermediate good 

firms that adjust their price according to partial indexation rule 31H32H29H29H(42): 
 

 

1

1 1
1

1* 1 1
1

2 2

(1 )( ) .

Y Y
tY Y t

Y
tY Y t t

t t t

t t

P P
P P P

P P

θ θγ γ
θω ω

− −−

− − −
−

− −

⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞⎪ ⎪⎢ ⎥= − +⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭

 (44) 
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Since those intermediate good firms able to adjust their price optimally in period t  are selected 

randomly from among all intermediate good firms, the average price set by the remaining 

intermediate good firms equals the value of the aggregate price index that prevailed during 

period 1t − , rescaled to account for past inflation. 

If all intermediate good firms were able to adjust their price optimally every period, then 

0Yω =  and necessary first order condition 33H30H30H(43) would reduce to 
 

 *(1 ) ,
1

Y

t
t t t tY

t

P P
θτ Φ

θ
− =

−
 (45) 

 

where *

t t
P P= .  In flexible price and wage equilibrium, each intermediate good firm sets its after 

tax price equal to a time varying markup over nominal marginal cost, and output supply is 

inefficiently low. 

 

 

2.3.  Monetary and Fiscal Policy 

 

The government consists of a monetary authority and a fiscal authority.  The monetary 

authority implements monetary policy, while the fiscal authority implements fiscal policy. 

 

 

2.3.1.  The Monetary Authority 

 

The monetary authority implements monetary policy through control of the short term 

nominal interest rate according to monetary policy rule 
 

 ( ) (ln ln ) ,
P P Y i

t t t t t t t
i i Y Y

πξ π π ξ ν− = − + − +  (46) 

 

where 1πξ >  and 0Yξ > .  As specified, the deviation of the nominal interest rate from its 

flexible price and wage equilibrium value is a linear increasing function of the contemporaneous 

deviation of inflation from its target value P P

t t
π π= , and the contemporaneous proportional 

deviation of output from its flexible price and wage equilibrium value.  Persistent departures 

from this monetary policy rule are captured by serially correlated monetary policy shock i

t
ν . 

 

 



 

 

17

2.3.2.  The Fiscal Authority 

 

The fiscal authority implements fiscal policy through control of nominal government 

consumption and the tax rate applicable to the pooled labour income of households and the 

earnings of intermediate good firms.  In equilibrium, this distortionary tax collection framework 

corresponds to proportional output taxation. 

The ratio of nominal government consumption to nominal output satisfies fiscal expenditure 

rule: 
 

 ln ln .Gt t t t

t

t t t t

PG PG

PY PY
ν− =  (47) 

 

Persistent departures from this fiscal expenditure rule are captured by serially correlated fiscal 

expenditure shock G

t
ν . 

The tax rate applicable to the pooled labour income of households and the earnings of 

intermediate good firms satisfies fiscal revenue rule 
 

 1 1ln ln ln ln ,
G G

t t
t t t

t t t t

B B

PY PY

τ ττ τ ζ ν+ +
⎡ ⎤⎛ ⎞ ⎛ ⎞

− = − − − +⎢ ⎥⎜ ⎟ ⎜ ⎟
⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦

 (48) 

 

where 0τζ > .  As specified, the proportional deviation of the tax rate from its deterministic 

steady state equilibrium value is a linear increasing function of the contemporaneous 

proportional deviation of the ratio of net government debt to nominal output from its target 

value.  This fiscal revenue rule is well defined only if the net government debt is positive.  

Persistent departures from this fiscal revenue rule are captured by serially correlated fiscal 

revenue shock 
t

τν . 

The fiscal authority enters period t  holding previously purchased nominal bonds G

t
B  which 

yield interest at risk free rate 1t
i − .  It also levies taxes on the pooled labour income of households 

and the earnings of intermediate good firms at rate 
t
τ .  These sources of public wealth are 

summed in government dynamic budget constraint: 
 

 

1 1 1

1 1 , , , , ,

0 0 0

(1 ) ( ) .G G

t t t t k t k t t j t j t t j t t t

i k j

B i B W L dkdi P Y W L dj PGτ τ+ −
= = =

= + + + − −∫ ∫ ∫  (49) 

 

According to this dynamic budget constraint, at the end of period t , the fiscal authority 

purchases bonds 1

G

t
B + , and final government consumption good 

t
G  at price 

t
P . 
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2.4.  Market Clearing Conditions 

 

A rational expectations equilibrium in this DSGE model of a closed economy consists of 

state contingent intertemporal allocations for households and firms which solve their constrained 

optimization problems given prices and policy, together with a state contingent intertemporal 

allocation for the government which satisfies its policy rules and constraints given prices, with 

supporting prices such that all markets clear. 

Let 1t
B +  denote the sum of private sector bond holdings and public sector bond holdings, 

which in equilibrium equals zero: 
 

 1 1 1 0.P G

t t t
B B B+ + += + =  (50) 

 

The imposition of equilibrium conditions on household dynamic budget constraint 26H26H34H31H31H(3) reveals 

that the net increase in private sector asset holdings equals private saving less investment: 
 

 1 1 (1 ) .P P P H K

t t t t t t t t t t t t tB B i B PY PC PI PIτ+ −− = + − − − −  (51) 

 

The imposition of equilibrium conditions on government dynamic budget constraint 27H27H35H32H32H(49) reveals 

that the net increase in public sector asset holdings equals public saving: 
 

 1 1 .G G G

t t t t t t t t t
B B i B PY PGτ+ −− = + −  (52) 

 

Combination of these household and government dynamic budget constraints with bond market 

clearing condition 28H28H36H33H33H(50) yields output market clearing condition: 
 

 .H K

t t t t t
Y C I I G= + + +  (53) 

 

In equilibrium, output is determined by the cumulative demands of households, firms, and the 

government. 

 

 

2.5.  The Approximate Linear Model 

 

Estimation, inference and forecasting are based on a linear state space representation of an 

approximate unobserved components representation of this DSGE model of a closed economy.  

Cyclical components are modeled by linearizing equilibrium conditions around a stationary 

deterministic steady state equilibrium which abstracts from long run balanced growth, while 
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trend components are modeled as random walks while ensuring the existence of a well defined 

balanced growth path. 

In what follows, E
t t s
x +  denotes the rational expectation of variable 

t s
x + , conditional on 

information available at time t .  Also, ˆ
t

x  denotes the cyclical component of variable 
t

x , 
t

x  

denotes the flexible price equilibrium component of variable 
t

x , and 
t

x  denotes the trend 

component of variable 
t

x .  Cyclical and trend components are additively separable, which 

implies that ˆ
t t t

x x x= +  and ˆ
t t t

x x x= + , where 
t t

x x= . 

 

 

2.5.1.  Cyclical Components 

 

The cyclical component of inflation depends on a linear combination of past and expected 

future cyclical components of inflation driven by the contemporaneous cyclical components of 

real marginal cost and the tax rate according to price Phillips curve: 
 

 
1 1

(1 )(1 ) 1 ˆˆˆ ˆ ˆ ˆE ln ln ln .
1 1 (1 ) 1 1

Y Y Y
P P P Y

t t t t t t tY Y Y Y Y

γ β ω ω β τπ π π Φ τ θ
γ β γ β ω γ β τ θ− +

− − ⎡ ⎤= + + + −⎢ ⎥+ + + − −⎣ ⎦
 (54) 

 

The persistence of the cyclical component of inflation is increasing in indexation parameter Yγ , 

while the sensitivity of the cyclical component of inflation to changes in the cyclical components 

of real marginal cost and the tax rate is decreasing in nominal rigidity parameter Yω  and 

indexation parameter Yγ .  This price Phillips curve is subject to price markup shocks. 

The cyclical component of output depends on the contemporaneous cyclical components of 

utilized capital and effective labour according to approximate linear net production function 
 

 ˆˆ ˆ ˆˆln 1 ln( ) ln( ),
1 1

Y Y

t t t t tY Y

WL WL
Y u K A L

PY PY

θ θ
θ θ

⎛ ⎞
= − +⎜ ⎟− −⎝ ⎠

 (55) 

 

where ( )(1 ) 1

1 (1 )

Y

Y

K WL

Y PY

β τ θ
β δ θ
− −

− −
= − .  This approximate linear net production function is subject to 

output technology shocks. 

The cyclical component of consumption depends on a linear combination of past and 

expected future cyclical components of consumption driven by the contemporaneous cyclical 

component of the real interest rate according to approximate linear consumption Euler equation: 
 

 1
1 1

ˆ1 1ˆ ˆ ˆ ˆln ln E ln E ln .
ˆ1 1 1

C C C

t
t t t t t tC C C C

t

C C C r
α α νσ
α α α ν

+
− +

⎡ ⎤−
= + − +⎢ ⎥+ + + ⎣ ⎦

 (56) 
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The persistence of the cyclical component of consumption is increasing in habit persistence 

parameter Cα , while the sensitivity of the cyclical component of consumption to changes in the 

cyclical component of the real interest rate is increasing in intertemporal elasticity of substitution 

parameter σ  and decreasing in habit persistence parameter Cα .  This approximate linear 

consumption Euler equation is subject to preference shocks. 

The cyclical component of investment in housing depends on a linear combination of past 

and expected future cyclical components of investment in housing driven by the 

contemporaneous cyclical component of the relative shadow price of housing according to 

approximate linear housing investment demand function: 
 

 1 1

ˆ1 1ˆ ˆ ˆ ˆln ln E ln ln .
ˆ1 1 (1 )

H
H

H H H I t
t t t t tH

t

Q
I I I

P

β ν
β β χ β− +

⎛ ⎞
= + + ⎜ ⎟⎜ ⎟+ + + ⎝ ⎠

 (57) 

 

The sensitivity of the cyclical component of investment in housing to changes in the cyclical 

component of the relative shadow price of housing is decreasing in housing investment 

adjustment cost parameter Hχ .  This approximate linear housing investment demand function is 

subject to housing investment technology shocks. 

The cyclical component of investment in capital depends on a linear combination of past and 

expected future cyclical components of investment in capital driven by the contemporaneous 

cyclical component of the relative shadow price of capital according to approximate linear 

capital investment demand function: 
 

 1 1

ˆ1 1ˆ ˆ ˆ ˆln ln E ln ln .
ˆ1 1 (1 )

K
K

K K K I t
t t t t tK

t

Q
I I I

P

β ν
β β χ β− +

⎛ ⎞
= + + ⎜ ⎟⎜ ⎟+ + + ⎝ ⎠

 (58) 

 

The sensitivity of the cyclical component of investment in capital to changes in the cyclical 

component of the relative shadow price of capital is decreasing in capital investment adjustment 

cost parameter Kχ .  This approximate linear capital investment demand function is subject to 

capital investment technology shocks. 

The cyclical component of the ratio of nominal government consumption to nominal output 

satisfies fiscal expenditure rule: 
 

 
ˆˆ

ˆln .
ˆ ˆ

Gt t
t

t t

PG

PY
ν=  (59) 

 

This fiscal expenditure rule supports convergence of the level of the ratio of net government debt 

to nominal output to its target value, and is subject to fiscal expenditure shocks. 
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The cyclical component of the relative shadow price of housing depends on the expected 

future cyclical component of the relative shadow price of housing, the contemporaneous cyclical 

component of the real interest rate, and the expected future cyclical component of the marginal 

rate of substitution between housing and consumption according to approximate linear housing 

investment Euler equation: 
 

 

1

1

1 1

ˆ ˆ
ˆln = (1 )E ln

ˆ ˆ

ˆ ˆˆ ˆ1 (1 ) ln ln ln ln
E .

1 1

H H

t t
t t

t t

H C

t t t t
t H C

Q Q
r

P P

H H C C

Η

Η

β δ

β δ α α
σ α α

+

+

+ +

− −

⎡ ⎤− − − −
− −⎢ ⎥− −⎣ ⎦

 (60) 

 

The sensitivity of the cyclical component of the relative shadow price of housing to changes in 

the cyclical component of the ratio of adjusted housing to adjusted consumption is decreasing in 

intertemporal elasticity of substitution parameter σ . 

The cyclical component of the stock of housing depends on the past cyclical component of 

the stock of housing and the contemporaneous cyclical component of investment in housing 

according to approximate linear housing accumulation function 
 

 1
ˆ ˆ ˆˆln (1 ) ln ln( ),

HH H I H

t t t t
H H Iδ δ ν+ = − +  (61) 

 

where 
H

HI

H
δ= .  This approximate linear housing accumulation function is subject to housing 

investment technology shocks. 

The cyclical component of the real wage depends on a linear combination of past and 

expected future cyclical components of the real wage driven by the contemporaneous cyclical 

component of the deviation of the marginal rate of substitution between leisure and consumption 

from the after tax real wage according to wage Phillips curve: 
 

 

1 1
1 1

1 1

1 1

ˆ ˆ ˆ1 1
ˆ ˆ ˆln ln E ln E

ˆ ˆ ˆ1 1 1 1 1

ˆ ˆˆ ˆ ˆln ln ln ln(1 )(1 ) 1 1 1 ˆˆ+ ln ln ln .
ˆ(1 ) 1 1 1 1

L L
P P Pt t t

t t t t t

t t t

L CL L
Lt t t t t

t tL L C L

t

W W W

P P P

L L C C W

P

β γ γ β βπ π π
β β β β β

α αω ω β τ τ θ
ω β η α σ α τ θ

− +
− +

− +

− −

+
= + + − +

+ + + + +

⎡ ⎤− −− −
+ + − −⎢ ⎥+ − − − −⎢ ⎥⎣ ⎦

 (62) 

 

Reflecting the existence of partial wage indexation, the cyclical component of the real wage also 

depends on past, contemporaneous, and expected future cyclical components of inflation.  The 

sensitivity of the cyclical component of the real wage to changes in the cyclical component of 

inflation is increasing in indexation parameter Lγ , to changes in the cyclical component of the 

deviation of the marginal rate of substitution between leisure and consumption from the after tax 

real wage is decreasing in nominal rigidity parameter Lω , and to changes in the cyclical 
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component of adjusted employment is decreasing in elasticity of substitution parameter η .  This 

wage Phillips curve is subject to wage markup shocks. 

The cyclical component of real marginal cost depends on the contemporaneous cyclical 

component of the deviation of the after tax real wage from the marginal product of labour 

according to approximate linear implicit labour demand function: 
 

 
ˆ ˆˆ1ˆ ˆln ln ln 1 ln .
ˆ ˆˆ ˆ1 1

Y

t t t
t t Y

t t t t

W WL u K

PYP A A L

τ θΦ τ
τ ϑ θ

⎛ ⎞
= − − −⎜ ⎟− −⎝ ⎠

 (63) 

 

The sensitivity of the cyclical component of real marginal cost to changes in the cyclical 

component of the ratio of utilized capital to effective labour is decreasing in elasticity of 

substitution parameter ϑ .  This approximate linear implicit labour demand function is subject to 

output technology shocks. 

The cyclical component of the relative shadow price of capital depends on the expected 

future cyclical component of the relative shadow price of capital, the contemporaneous cyclical 

component of the real interest rate, the expected future cyclical component of real marginal cost, 

and the expected future cyclical component of the marginal product of capital according to 

approximate linear capital investment Euler equation: 
 

 

1

1

1 1
1

1 1

ˆ ˆ
ˆln (1 )E ln

ˆ ˆ

ˆˆ1 (1 )ˆ1 (1 ) E ln E ln .
ˆ ˆ1

K K

t t
t t

t t

Y

t t
t t tY

t t

Q Q
r

P P

WL u K

PY A L

Κ

Κ
Κ

β δ

β δ θβ δ Φ
ϑ θ

+

+

+ +
+

+ +

= − −

− −⎡ ⎤+ − − −⎣ ⎦ −

 (64) 

 

The sensitivity of the cyclical component of the relative shadow price of capital to changes in the 

cyclical component of the ratio of utilized capital to effective labour is decreasing in elasticity of 

substitution parameter ϑ .  This approximate linear capital investment Euler equation is subject 

to output technology shocks. 

The cyclical component of the rate of capital utilization depends on the contemporaneous 

cyclical component of the ratio of capital to effective labour according to approximate linear 

implicit capital utilization function: 
 

 

1
ˆ

ˆln ln .
ˆ ˆ1 1

Y Y

t
t Y Y

t t

WL WL K
u

PY PY A L

θ θκϑ
θ θ

−
⎛ ⎞

= − +⎜ ⎟− −⎝ ⎠
 (65) 

 

The sensitivity of the cyclical component of the rate of capital utilization to changes in the 

cyclical component of the ratio of capital to effective labour is decreasing in capital utilization 
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cost parameter κ  and elasticity of substitution parameter ϑ .  This approximate linear implicit 

capital utilization function is subject to output technology shocks. 

The cyclical component of the stock of capital depends on the past cyclical component of the 

stock of capital and the contemporaneous cyclical component of investment in capital according 

to approximate linear capital accumulation function 
 

 1
ˆ ˆ ˆˆln (1 ) ln ln( ),

KI K

t t t t
K K I

Κ Κδ δ ν+ = − +  (66) 

 

where 
K

KI

K
δ= .  This approximate linear capital accumulation function is subject to capital 

investment technology shocks. 

The adjusted cyclical component of the nominal interest rate depends on the 

contemporaneous adjusted cyclical components of inflation and output according to monetary 

policy rule: 
 

 
ˆˆ ˆ ˆˆ ˆˆ( ) (ln ln ) .P P Y i

t t t t t t t
i i Y Y

πξ π π ξ ν− = − + − +  (67) 

 

This monetary policy rule ensures convergence of the level of inflation to its target value in 

flexible price and wage equilibrium, and is subject to monetary policy shocks.  The cyclical 

component of the real interest rate satisfies 1
ˆˆ ˆE P

t t t t
r i π += − . 

The cyclical component of the tax rate depends on the contemporaneous cyclical component 

of the ratio of net government debt to nominal output according to fiscal revenue rule: 
 

 1
ˆ

ˆˆln ln .
ˆ ˆ

G

t
t t

t t

B

PY

τ ττ ζ ν+
⎛ ⎞

= − +⎜ ⎟⎜ ⎟
⎝ ⎠

 (68) 

 

This fiscal revenue rule ensures convergence of the level of the ratio of net government debt to 

nominal output to its target value in deterministic steady state equilibrium, and is subject to fiscal 

revenue shocks. 

The cyclical component of output depends on the contemporaneous cyclical components of 

consumption, housing investment, capital investment, and government consumption according to 

approximate linear output market clearing condition 
 

 ˆ ˆˆ ˆ ˆln ln ln ln ln ,
H K

H K

t t t t t

C I I G
Y C I I G

Y Y Y Y
= + + +  (69) 

 

where 1
H K

C I I G

Y Y Y Y
+ + + = .  In equilibrium, the cyclical component of output is determined by the 

cumulative demands of households, firms, and the government. 
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The cyclical component of the net government debt depends on the past cyclical component 

of the net government debt, the past cyclical component of the nominal interest rate, the 

contemporaneous cyclical component of tax revenues, and the contemporaneous cyclical 

component of nominal government consumption according to approximate linear government 

dynamic budget constraint 
 

 

1

1 1

1 ˆˆ ˆ ˆ ˆ ˆˆ ˆln( ) ln( ) ln( ) ln( ) ,
G

G G

t t t t t t t t

B G
B B i PY PG

PY Y
τ τ

β

−

+ −

⎛ ⎞ ⎡ ⎤⎡ ⎤− = − + + −⎜ ⎟ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎝ ⎠
 (70) 

 

where ( )1

G
B G

PY Y

β
β
τ

−
= − − .  This approximate linear government dynamic budget constraint is 

well defined only if the level of the net government debt is positive. 

Variation in cyclical components is driven by nine exogenous stochastic processes.  The 

cyclical components of the preference, output technology, housing investment technology, 

capital investment technology, price markup, wage markup, monetary policy, fiscal expenditure, 

and fiscal revenue shocks follow stationary first order autoregressive processes: 
 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),

C C

C C

C C

t t t t

ν ν
ν ν

ν ρ ν ε ε σ−= + N  (71) 

 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),A A

t A t t t A
A Aρ ε ε σ−= + N  (72) 

 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),

H H

H H

H H I I

I I

I I

t t t t

ν ν

ν ν
ν ρ ν ε ε σ−= + N  (73) 

 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),

K K

K K

K K I I

I I

I I

t t t t

ν ν

ν ν
ν ρ ν ε ε σ−= + N  (74) 

 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),

Y Y

Y Y

Y Y

t t t t

θ θ
θ θ

θ ρ θ ε ε σ−= + N  (75) 

 

 2

1
ˆ ˆln ln ,  ~ iid  (0, ),

L L

L L

L L

t t t t

θ θ
θ θ

θ ρ θ ε ε σ−= + N  (76) 

 

 2

1
ˆ ˆ ,  ~ iid  (0, ),

i i

i i

i i

t t t t

ν ν
ν ν

ν ρ ν ε ε σ−= + N  (77) 

 

 2

1
ˆ ˆ ,  ~ iid  (0, ),

G G

G G

G G

t t t t

ν ν
ν ν

ν ρ ν ε ε σ−= + N  (78) 

 

 2

1
ˆ ˆ ,  ~ iid  (0, ).

t t t t

τ τ

τ τ
τ τ ν ν

ν ν
ν ρ ν ε ε σ−= + N  (79) 

 

The innovations driving these exogenous stochastic processes are assumed to be independent, 

which combined with our distributional assumptions implies multivariate normality.  In flexible 
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price and wage equilibrium, 0Y Lω ω= =  and 2 0iν
σ = .  In deterministic steady state equilibrium, 

1
H K

C I Iν ν ν= = = . 

 

 

2.5.2.  Trend Components 

 

The trend components of output, consumption, housing investment, capital investment, and 

government consumption follow random walks with time varying drift 
t t

g n+ : 
 

 2

1ln ln ,  ~ iid  (0, ),Y Y

t t t t t t Y
Y g n Y ε ε σ−= + + + N  (80) 

 

 2

1ln ln ,  ~ iid  (0, ),C C

t t t t t t C
C g n C ε ε σ−= + + + N  (81) 

 

 2

1ln ln ,  ~ iid  (0, ),
H H

H

H H I I

t t t t t t I
I g n I ε ε σ−= + + + N  (82) 

 

 2

1ln ln ,  ~ iid  (0, ),
K K

K

K K I I

t t t t t t I
I g n I ε ε σ−= + + + N  (83) 

 

 2

1ln ln ,  ~ iid  (0, ).G G

t t t t t t G
G g n G ε ε σ−= + + + N  (84) 

 

It follows that the trend components of the ratios of consumption, housing investment, capital 

investment, and government consumption to output follow random walks without drifts.  This 

implies that along a balanced growth path, the levels of these great ratios are constant but state 

dependent.  The trend component of the shadow price of housing satisfies ln lnH

t tQ P= , while 

the trend component of the housing stock satisfies 1ln lnt

t

H H

Y Y

+ = . 

The trend component of the price level follows a random walk with time varying drift 
t

π , the 

trend component of the nominal wage follows a random walk with time varying drift 
t t

gπ + , 

and the trend component of employment follows a random walk with time varying drift 
t

n : 
 

 2

1ln ln ,  ~ iid  (0, ),P P

t t t t t P
P Pπ ε ε σ−= + + N  (85) 

 

 2

1ln ln ,  ~ iid  (0, ),W W

t t t t t t W
W g Wπ ε ε σ−= + + + N  (86) 

 

 2

1ln ln ,  ~ iid  (0, ).L L

t t t t t L
L n L ε ε σ−= + + N  (87) 

 

It follows that the trend component of the income share of labour follows a random walk without 

drift.  This implies that along a balanced growth path, the level of the income share of labour is 

constant but state dependent.  The trend component of real marginal cost satisfies ln ln
t

Φ Φ= , 

while the trend component of the shadow price of capital satisfies ln lnK

t tQ P= .  The trend 
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component of the rate of capital utilization satisfies ln 0
t

u = , while the trend component of the 

capital stock satisfies 1ln lnt

t

K K

Y Y

+ = . 

The trend components of the nominal interest rate and tax rate follow random walks without 

drifts: 
 

 2

1 ,  ~ iid  (0, ),i i

t t t t i
i i ε ε σ−= + N  (88) 

 

 2

1ln ln ,  ~ iid  (0, ).t t t t

τ τ
ττ τ ε ε σ−= + N  (89) 

 

It follows that along a balanced growth path, the levels of the nominal interest rate and tax rate 

are constant but state dependent.  The trend component of the real interest rate satisfies 

1E P

t t t tr i π += − , while the trend component of the net government debt satisfies 

( ) ( )1ln ln
G G

t

t t

B B

PY PY

+− = − . 

Long run balanced growth is driven by three common stochastic trends.  Trend inflation, 

productivity growth, and population growth follow random walks without drifts: 
 

 2

1 ,  ~ iid  (0, ),
t t t t

π π
ππ π ε ε σ−= + N  (90) 

 

 2

1 ,  ~ iid  (0, ),g g

t t t t g
g g ε ε σ−= + N  (91) 

 

 2

1 ,  ~ iid  (0, ).n n

t t t t n
n n ε ε σ−= + N  (92) 

 

All innovations driving variation in trend components are assumed to be independent, which 

combined with our distributional assumptions implies multivariate normality. 

 

 

3.  Estimation, Inference and Forecasting 

 

Quantitative monetary policy analysis should be based on empirically adequate models of the 

economy, ones which approximately account for the existing empirical evidence in all 

measurable respects, at all frequencies.  The monetary transmission mechanism is a cyclical 

phenomenon, involving dynamic interrelationships among deviations of the levels of various 

observed and unobserved nonpredetermined endogenous variables from the levels of their 

flexible price and wage equilibrium components, while measurement of the stance of monetary 

policy involves estimation of the levels of the flexible price and wage equilibrium components of 

particular unobserved nonpredetermined endogenous variables. 

Within a DSGE framework, a first best approach to the conduct of quantitative monetary 

policy analysis entails the joint derivation of empirically adequate cyclical and trend component 
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specifications from microeconomic foundations.  This approach, which should promote 

invariance to monetary policy regime shifts for reasons identified by Lucas (1976), is 

complicated by the existence of intermittent structural breaks, allowing for which requires 

flexible trend component specifications, as discussed in Clements and Hendry (1999) and 

Maddala and Kim (1998).  Within a DSGE framework, a second best approach to the conduct of 

quantitative monetary policy analysis entails the derivation of empirically adequate cyclical 

component specifications from microeconomic foundations, augmented with flexible trend 

component specifications.  This approach, proposed by Vitek (2006c, 2006d), is based on the 

presumption that the determinants of trend components are unknown but persistent, and is 

extended and refined in this paper. 

 

 

3.1.  Estimation 

 

The traditional econometric interpretation of macroeconometric models regards them as 

representations of the joint probability distribution of the data.  Adopting this traditional 

econometric interpretation, the parameters and unobserved components of a linear state space 

representation of an approximate unobserved components representation of this DSGE model of 

a closed economy are jointly estimated by Bayesian full information maximum likelihood, 

conditional on prior information concerning the values of parameters and trend components. 

 

 

3.1.1.  Estimation Procedure 

 

Let 
t
x  denote a vector stochastic process consisting of the levels of N  nonpredetermined 

endogenous variables, of which M  are observed.  The cyclical components of this vector 

stochastic process satisfy second order stochastic linear difference equation 
 

 0 1 1 2 1 3 4
ˆˆ ˆ ˆ ˆE ,

t t t t t t− += + + +A x A x A x A x A ν  (93) 

 

where vector stochastic process 
t
x  consists of the flexible price and wage equilibrium 

components of N  nonpredetermined endogenous variables.  The cyclical components of this 

vector stochastic process satisfy second order stochastic linear difference equation 
 

 0 1 1 2 1 3
ˆ ˆ ˆ ˆE ,

t t t t t− += + +B x B x B x B ν  (94) 
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where vector stochastic process ˆ
t
ν  consists of the cyclical components of K  exogenous 

variables.  This vector stochastic process satisfies stationary first order stochastic linear 

difference equation 
 

 1 1 1,
ˆ ˆ ,

t t t−= +ν C ν ε  (95) 

 

where 1, 1~ iid  ( , )
t

ε Σ0N .  The trend components of vector stochastic process 
t
x  satisfy first 

order stochastic linear difference equation 
 

 0 1 2 3 1 2, ,
t t t t−= + + +D x D D u D x ε  (96) 

 

where 2, 2~ iid  ( , )
t

ε Σ0N .  Vector stochastic process 
t
u  consists of the levels of L  common 

stochastic trends, and satisfies nonstationary first order stochastic linear difference equation 
 

 1 3, ,
t t t−= +u u ε  (97) 

 

where 3, 3~ iid  ( , )
t

ε Σ0N .  Cyclical and trend components are additively separable, which 

implies that ˆ
t t t
= +x x x  and ˆ

t t t
= +x x x , where 

t t
=x x . 

If there exists a unique stationary solution to multivariate linear rational expectations model 

37H34H34H(93), then it may be expressed as: 
 

 1 1 2 1 3
ˆˆ ˆ ˆ .

t t t t− −= + +x S x S x S ν  (98) 

 

If there exists a unique stationary solution to multivariate linear rational expectations model 38H35H35H(94), 

then it may be expressed as: 
 

 1 1 2
ˆ ˆ ˆ .

t t t−= +x T x T ν  (99) 

 

These solutions are calculated simultaneously with the matrix decomposition based algorithm 

due to Klein (2000). 

Let 
t
y  denote a vector stochastic process consisting of the levels of M  observed 

nonpredetermined endogenous variables.  Also, let 
t
z  denote a vector stochastic process 

consisting of the levels of N M−  unobserved nonpredetermined endogenous variables, the 

cyclical components of N  nonpredetermined endogenous variables, the cyclical components of 

the flexible price and wage equilibrium components of N  nonpredetermined endogenous 

variables, the trend components of N  nonpredetermined endogenous variables, the cyclical 

components of K  exogenous variables, and the levels of L  common stochastic trends.  Given 

unique stationary solutions 36H(98) and 47H39H36H37H(99), these vector stochastic processes have linear state 

space representation 
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 1 ,
t t
=y F z  (100) 

 

 1 2 1 3 4, ,
t t t−= + +z G G z G ε  (101) 

 

where 4, 4~ iid  ( , )
t

ε Σ0N  and 0 0|0 0|0~ ( , )z z PN .  Let 
t
w  denote a vector stochastic process 

consisting of preliminary estimates of the trend components of M  observed nonpredetermined 

endogenous variables.  Suppose that this vector stochastic process satisfies 
 

 1 5, ,
t t t
= +w H z ε  (102) 

 

where 5, 5~ iid  ( , )
t

ε ΣN 0 .  Conditional on known parameter values, this signal equation defines 

a set of stochastic restrictions on selected unobserved state variables.  The signal and state 

innovation vectors are assumed to be independent, while the initial state vector is assumed to be 

independent from the signal and state innovation vectors, which combined with our distributional 

assumptions implies multivariate normality. 

Conditional on the parameters associated with these signal and state equations, estimates of 

unobserved state vector 
t
z  and its mean squared error matrix 

t
P  may be calculated with the filter 

proposed by Vitek (2006a, 2006b), which adapts the filter due to Kalman (1960) to incorporate 

prior information.  Given initial conditions 0|0z  and 0|0P , estimates conditional on information 

available at time 1t −  satisfy prediction equations: 
 

 | 1 1 2 1| 1,t t t t− − −= +z G G z  (103) 

 

 | 1 2 1| 1 2 3 4 3 ,
t t t t− − −= +P G P G G Σ GT T  (104) 

 

 | 1 1 | 1,t t t t− −=y F z  (105) 

 

 | 1 1 | 1 1 ,
t t t t− −=Q F P F

T  (106) 

 

 | 1 1 | 1,
t t t t− −=w H z  (107) 

 

 | 1 1 | 1 1 5.t t t t− −= +R H P H ΣT  (108) 

 

Given these predictions, under the assumption of multivariate normally distributed signal and 

state innovation vectors, together with conditionally contemporaneously uncorrelated signal 

vectors, estimates conditional on information available at time t  satisfy updating equations 
 

 | | 1 | 1 | 1( ) ( ),
t tt t t t t t t t t t− − −= + − + −
y w

z z K y y K w w  (109) 
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 | | 1 1 | 1 1 | 1,t tt t t t t t t t− − −= − −y wP P K F P K H P  (110) 

 

where 1

| 1 1 | 1t t t t t

−
− −=yK P F Q

T  and 1

| 1 1 | 1t t t t t

−
− −=wK P H R

T .  Given terminal conditions |T T
z  and |T T

P  

obtained from the final evaluation of these prediction and updating equations, estimates 

conditional on information available at time T  satisfy smoothing equations 
 

 | | 1| 1|( ),
t T t t t t T t t+ += + −z z J z z  (111) 

 

 | | 1| 1|( ) ,
t T t t t t T t t t+ += + −P P J P P J

T  (112) 

 

where 1

| 2 1|t t t t t

−
+=J P G P

T .  Under our distributional assumptions, these estimators of the unobserved 

state vector are mean squared error optimal. 

Let J∈ ⊂θ Θ  denote a J  dimensional vector containing the parameters associated with 

the signal and state equations of this linear state space model.  The Bayesian full information 

maximum likelihood estimator of this parameter vector has posterior density function 
 

 ( | ) ( | ) ( ),T Tf f f∝θ θ θI I  (113) 

 

where 1 1{{ } ,{ } }t t

t s s s s= == y wI .  Under the assumption of multivariate normally distributed signal 

and state innovation vectors, together with conditionally contemporaneously uncorrelated signal 

vectors, conditional density function ( | )
T

f θI  satisfies: 
 

 1 1

1 1

( | ) ( | , ) ( | , ).
T T

T t t t t

t t

f f f− −
= =

= ⋅∏ ∏θ y θ w θI I I  (114) 

 

Under our distributional assumptions, conditional density functions 1( | , )
t t

f −y θI  and 

1( | , )
t t

f −w θI  satisfy: 
 

 

1

12 2
1 | 1 | 1 | 1 | 1

1
( | , ) (2 ) | | exp ( ) ( ) ,

2

M

t t t t t t t t t t t t
f π

− − −
− − − − −

⎧ ⎫= − − −⎨ ⎬
⎩ ⎭

y θ Q y y Q y yI T
 (115) 

 

 
1

12 2
1 | 1 | 1 | 1 | 1

1
( | , ) (2 ) | | exp ( ) ( ) .

2

M

t t t t t t t t t t t tf π
− − −

− − − − −
⎧ ⎫= − − −⎨ ⎬
⎩ ⎭

w θ R w w R w wI T  (116) 

 

Prior information concerning parameter vector θ  is summarized by a multivariate normal prior 

distribution having mean vector 1θ  and covariance matrix Ω : 
 

 
1

12 2
1 1

1
( ) (2 ) | | exp ( ) ( ) .

2

J

f π
− − −⎧ ⎫= − − −⎨ ⎬

⎩ ⎭
θ Ω θ θ Ω θ θT  (117) 
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Independent priors are represented by a diagonal covariance matrix, under which diffuse priors 

are represented by infinite variances. 

Inference on the parameters is based on an asymptotic normal approximation to the posterior 

distribution around its mode.  Under regularity conditions stated in Geweke (2005), posterior 

mode ˆ
T
θ  satisfies 

 

 1

0 0
ˆ( )  ( , ),

d

T
T

−− → −θ θ N 0 H  (118) 

 

where 0 ∈θ Θ  denotes the pseudotrue parameter vector.  Following Engle and Watson (1981), 

Hessian 0H  may be estimated by 
 

 

1 1 1 1

1 1

1 1ˆ ˆ ˆE ln ( | , ) E ln ( | , )

1 ˆln ( ),

T T

T t t t T t t t T

t t

T

f f
T T

f
T

− − − −
= =

⎡ ⎤ ⎡ ⎤= ∇ ∇ + ∇ ∇⎣ ⎦ ⎣ ⎦

+ ∇ ∇

∑ ∑θ θ θ θ

θ θ

y θ w θ

θ

I IH T T

T

 (119) 

 

where 1 1 1

1 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1

1

2
ˆE ln ( | , ) ( )

t t t T t t t t t t t t t t t t t t
f

− − −
− − − − − − − − −
⎡ ⎤∇ ∇ = −∇ ∇ − ∇ ⊗ ∇⎣ ⎦θ θ θ θ θ θy θ y Q y Q Q Q QIT T T , 

1 1 1

1 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1

1

2
ˆE ln ( | , ) ( )

t t t T t t t t t t t t t t t t t t
f

− − −
− − − − − − − − −
⎡ ⎤∇ ∇ = −∇ ∇ − ∇ ⊗ ∇⎣ ⎦θ θ θ θ θ θw θ w R w R R R RIT T T , and 

1ˆln ( )
T

f
−∇ ∇ = −θ θ θ ΩT . 

 

 

3.1.2.  Estimation Results 

 

The set of parameters associated with this DSGE model of a closed economy is partitioned 

into two subsets.  The first subset is calibrated to approximately match long run averages of 

functions of observed nonpredetermined endogenous variables where possible, and estimates 

derived from existing microeconometric studies where necessary.  The second subset is 

estimated by Bayesian full information maximum likelihood, conditional on prior information 

concerning the values of parameters and trend components. 

Subjective discount factor β  is restricted to equal 0.99, implying an annualized deterministic 

steady state equilibrium real interest rate of approximately 0.04.  In deterministic steady state 

equilibrium, the output price markup 
1

Y

Y

θ
θ −

 and wage markup 
1

L

L

θ
θ −

 are restricted to equal 1.15.  

Depreciation rate parameter Hδ  is restricted to equal 0.01, implying an annualized deterministic 

steady state equilibrium depreciation rate of approximately 0.04, while depreciation rate 

parameter Kδ  is restricted to equal 0.02, implying an annualized deterministic steady state 

equilibrium depreciation rate of approximately 0.08.  The deterministic steady state equilibrium 

income share of labour 
WL

PY
 is restricted to equal 0.65, while the deterministic steady state 
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equilibrium ratio of housing to output 
H

Y
 is restricted to equal 6.00.  In deterministic steady state 

equilibrium, the ratio of government consumption to output 
G

Y
 is restricted to equal 0.20, while 

the tax rate τ  is restricted to equal 0.22. 

 

Table 1.  Deterministic steady state equilibrium values of great ratios 

Ratio Value Ratio Value 

/C Y  0.6262 /WL PY  0.6500 

/H
I Y  0.0600 /H Y  1.5000 

/K
I Y  0.1138 /K Y  1.4224 

/G Y  0.2000 /G
B PY  −0.4950 

Note: Deterministic steady state equilibrium values are reported at an annual frequency based on calibrated parameter values. 

 

Bayesian full information maximum likelihood estimation of the remaining parameters of 

this DSGE model of a closed economy is based on the levels of ten observed nonpredetermined 

endogenous variables for the United States described in 32H32H41H38H38HAppendix A.  Those parameters 

associated exclusively with the conditional variance function are estimated conditional on diffuse 

priors.  Initial conditions for the cyclical components of exogenous variables are given by their 

unconditional means and variances, while the initial values of all other state variables are treated 

as parameters, and are calibrated to match functions of preliminary estimates of trend 

components calculated with the linear filter described in Hodrick and Prescott (1997).  The 

posterior mode is calculated by numerically maximizing the logarithm of the posterior density 

kernel with a modified steepest ascent algorithm.  Estimation results pertaining to the period 

1964Q3 through 2005Q4 are reported in 33H33H42H39H39HAppendix B.  The sufficient condition for the existence 

of a unique stationary rational expectations equilibrium due to Klein (2000) is satisfied in a 

neighbourhood around the posterior mode, while the Hessian is not nearly singular at the 

posterior mode, suggesting that the approximate linear state space representation of this DSGE 

model of a closed economy is locally identified. 

The prior mean of indexation parameter Yγ  is 0.75, implying considerable output price 

inflation inertia, while the prior mean of nominal rigidity parameter Yω  implies an average 

duration of output price contracts of two years.  The prior mean of capital utilization cost 

parameter κ  is 0.10, while the prior mean of elasticity of substitution parameter ϑ  is 0.75, 

implying that utilized capital and effective labour are moderately close complements in 

production.  The prior mean of habit persistence parameter Cα  is 0.95, while the prior mean of 

intertemporal elasticity of substitution parameter σ  is 2.75, implying that consumption exhibits 

considerable persistence and moderate sensitivity to real interest rate changes.  The prior mean of 

habit persistence parameter Hα  is 0.95, while the prior mean of housing investment adjustment 

cost parameter Hχ  is 1.25, implying considerable sensitivity of housing investment to changes 
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in the relative shadow price of housing.  The prior mean of capital investment adjustment cost 

parameter Kχ  is 5.75, implying moderate sensitivity of capital investment to changes in the 

relative shadow price of capital.  The prior mean of indexation parameter Lγ  is 0.75, implying 

considerable sensitivity of the real wage to changes in inflation, while the prior mean of nominal 

rigidity parameter Lω  implies an average duration of wage contracts of two years.  The prior 

mean of habit persistence parameter Lα  is 0.95, while the prior mean of elasticity of substitution 

parameter η  is 0.75, implying considerable insensitivity of the real wage to changes in 

employment.  The prior mean of the inflation response coefficient πξ  in the monetary policy rule 

is 1.50, while the prior mean of the output response coefficient Yξ  is 0.125, ensuring 

convergence of the level of inflation to its target value.  The prior mean of the net government 

debt response coefficient τζ  in the fiscal revenue rule is 1.00, ensuring convergence of the level 

of the ratio of net government debt to nominal output to its target value.  All autoregressive 

parameters ρ  have prior means of 0.85, implying considerable persistence of shocks driving 

variation in cyclical components. 

The posterior modes of these structural parameters are all close to their prior means, 

reflecting the imposition of tight independent priors to ensure the existence of a unique stationary 

rational expectations equilibrium.  The estimated variances of shocks driving variation in 

cyclical components are all well within the range of estimates reported in the existing literature, 

after accounting for data rescaling.  The estimated variances of shocks driving variation in trend 

components are relatively high, indicating that the majority of variation in the levels of observed 

nonpredetermined endogenous variables is accounted for by variation in trend components. 

Prior information concerning the values of trend components is generated by fitting fourth 

order deterministic polynomial functions to the levels of all observed nonpredetermined 

endogenous variables by ordinary least squares.  Stochastic restrictions on the trend components 

of all observed nonpredetermined endogenous variables are derived from the fitted values 

associated with these ordinary least squares regressions, with innovation variances set 

proportional to estimated prediction variances assuming known parameters.  All stochastic 

restrictions are independent, represented by a diagonal covariance matrix, and are harmonized, 

represented by a common factor of proportionality.  Reflecting moderate confidence in these 

preliminary trend component estimates, this common factor of proportionality is set equal to one. 

Predicted, filtered and smoothed estimates of the cyclical and trend components of observed 

nonpredetermined endogenous variables are plotted together with confidence intervals in 

34H34H43H40H40HAppendix B.  These confidence intervals assume multivariate normally distributed and 

independent signal and state innovation vectors and known parameters.  The predicted estimates 

are conditional on past information, the filtered estimates are conditional on past and present 

information, and the smoothed estimates are conditional on past, present and future information.  
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Visual inspection reveals close agreement with the conventional dating of business cycle 

expansions and recessions. 

Predicted, filtered and smoothed estimates of deviations of the levels of observed 

nonpredetermined endogenous variables from their flexible price and wage equilibrium 

components, in addition to the levels of these flexible price and wage equilibrium components, 

are plotted together with confidence intervals in 34H34H44H41H41HAppendix B.  Visual inspection reveals that a 

relatively low proportion of variation in the cyclical components of observed nonpredetermined 

endogenous variables is accounted for by variation in the cyclical components of their flexible 

price and wage equilibrium components.  This result suggests that a relatively high proportion of 

business cycle variation is accounted for by short run nominal price and wage rigidities, which 

amplify and propagate the effects of a variety of nominal and real shocks having temporary 

effects. 

Theoretical autocovariances are plotted together with confidence intervals versus empirical 

autocovariances for selected nonpredetermined endogenous variables in 35H3545H42H42HAppendix B.  These 

confidence intervals assume a multivariate normally distributed state innovation vector and 

known parameters.  Visual inspection reveals the existence of numerous statistically significant 

differences between the theoretical and empirical autocovariances.  These differences to some 

extent reflect the atheoretic removal of trend components from observed nonpredetermined 

endogenous variables with the linear filter described in Hodrick and Prescott (1997) prior to the 

calculation of empirical autocovariances. 

 

 

3.2.  Inference 

 

Achieving low and stable inflation calls for accurate and precise indicators of inflationary 

pressure, together with an accurate and precise quantitative description of the monetary 

transmission mechanism.  This estimated DSGE model of a closed economy addresses both of 

these challenges within a unified framework. 

 

 

3.2.1.  Quantifying the Stance of Monetary Policy 

 

Theoretically prominent indicators of inflationary pressure such as the natural rate of interest 

are unobservable.  As discussed in Woodford (2003), the level of the natural rate of interest 

provides a measure of the neutral stance of monetary policy, with deviations of the real interest 

rate from the natural rate of interest generating inflationary pressure.  It follows that the key to 
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achieving low and stable inflation is the conduct of a monetary policy under which the short term 

nominal interest rate tracks variation in the level of the natural rate of interest as closely as 

possible, although also achieving an interest rate smoothing objective derived from a concern 

with financial market stability may call for larger monetary policy responses to variation in the 

natural rate of interest caused by shocks having permanent effects than to variation caused by 

shocks having temporary effects. 

Definitions of indicators of inflationary pressure such as the natural rate of interest vary.  

Following Neiss and Nelson (2003), we define the natural rate of interest as that short term real 

interest rate consistent with past, present and future price and wage flexibility.  Under this 

definition, the natural rate of interest is a function only of exogenous variables.  In contrast, 

Woodford (2003) defines the natural rate of interest as that short term real interest rate consistent 

with current and future price and wage flexibility, conditional on the state of the economy.  

Under this definition, the natural rate of interest is a function of both exogenous and 

predetermined endogenous variables.  As argued by Neiss and Nelson (2003), it seems odd to 

define the natural rate of interest such that it depends on predetermined endogenous variables, 

and by implication past monetary policy shocks given short run nominal price and wage 

rigidities. 

Predicted, filtered and smoothed estimates of the level and trend component of the natural 

rate of interest are plotted together with confidence intervals versus corresponding estimates of 

the real interest rate in 46H43H43HFigure 1.  Visual inspection reveals that predicted estimates of the level of 

the natural rate of interest exhibit economically significant low frequency variation and are 

relatively imprecise, as evidenced by relatively wide confidence intervals, while filtered and 

smoothed estimates exhibit economically and statistically significant high frequency variation 

and are relatively precise, as evidenced by relatively narrow confidence intervals.  Visual 

inspection also reveals that predicted, filtered and smoothed estimates of the trend component of 

the natural rate of interest exhibit economically and statistically significant low frequency 

variation and are relatively precise, as evidenced by relatively narrow confidence intervals.  

Given delays in data availability, these results suggest that accurate and precise measurement of 

the stance of monetary policy on the basis of the level of the natural rate of interest can occur 

only retrospectively in practice, while inaccurate but precise measurement of the stance of 

monetary policy on the basis of the trend component of the natural rate of interest can be 

conducted contemporaneously in practice.  Although not a measure of the business cycle, 

deviations of the estimated real interest rate from the estimated natural rate of interest are in 

close agreement with the conventional dating of business cycle expansions and recessions.  This 

result is consistent with the prevailing view that variation in the stance of monetary policy is an 

important source of business cycle fluctuations. 
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Figure 1.  Predicted, filtered and smoothed estimates of the natural rate of interest 
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Note: Estimated levels are represented by black lines, while blue and red lines depict estimated flexible price and wage equilibrium components 

and trend components, respectively.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and 

state innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research 

reference cycle. 

 

In a closed economy, the level of the natural rate of interest should fluctuate in response to a 

variety of shocks having both temporary and permanent effects.  In particular, the cyclical 

component of the natural rate of interest should fluctuate in response to a variety of real shocks 

having temporary effects, while the trend component of the natural rate of interest should 

fluctuate in response to a variety of nominal and real shocks having permanent effects.  As noted 

by Woodford (2003), it is not obvious that the level of the natural rate of interest should be 

expected to evolve smoothly, given its dependence on such a diverse set of shocks. 

The dynamic effects of a variety of real shocks having temporary effects on the level of the 

natural rate of interest, and the relative contributions of these real shocks to variation in its 

cyclical component, may be analyzed with theoretical impulse responses and forecast error 

variance decompositions.  Visual inspection of theoretical impulse responses plotted in 47H44H44HAppendix 

B reveals that the level of the natural rate of interest declines in response to a temporary output 

technology shock, and rises in response to a temporary fiscal expenditure shock.  Visual 

inspection of theoretical forecast error variance decompositions plotted in 48H45H45HAppendix B reveals 

that approximately 66% of variation in the cyclical component of the natural rate of interest is 

accounted for by the output technology shock at all horizons, while approximately 31% of this 

variation is accounted for by the fiscal expenditure shock at all horizons. 

The finite sample properties of the estimation procedure proposed in this paper are evaluated 

with a Monte Carlo experiment in Vitek (2006e), with an emphasis on the level of the natural 

rate of interest.  Joint estimation of the parameters and unobserved components of a linear state 

space representation of an approximate unobserved components representation of a relatively 

parsimonious DSGE model of a closed economy by Bayesian full information maximum 

likelihood, conditional on prior information concerning the values of parameters and trend 
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components, is found to yield reasonably accurate and precise results in samples of 

approximately the size considered in this paper.  In particular, estimates of the level of the 

natural rate of interest conditional on alternative information sets are approximately unbiased, 

while analytical root mean squared errors appropriately account for uncertainty surrounding 

them, irrespective of whether the data generating process features common deterministic or 

stochastic trends. 

 

 

3.2.2.  Quantifying the Monetary Transmission Mechanism 

 

Whether this estimated DSGE model provides an accurate quantitative description of the 

monetary transmission mechanism in a closed economy is determined by comparing its impulse 

responses to a monetary policy shock with impulse responses derived from an estimated 

structural vector autoregressive or SVAR model. 

Consider the following SVAR model of the monetary transmission mechanism in a closed 

economy 
 

 0

1

( ) ,
p

t i t i t

i

t −
=

= + +∑A y μ A y Bε  (120) 

 

where ( )tμ  denotes a fourth order deterministic polynomial function and ~ iid  ( , )
t

0Nε I .  

Vector stochastic process 
t
y  consists of inflation P

t
π , output ln

t
Y , consumption ln

t
C , housing 

investment ln H

t
I , capital investment ln K

t
I , and nominal interest rate 

t
i .  The diagonal elements 

of parameter matrix 0A  are normalized to one, while the off diagonal elements of positive 

definite parameter matrix B  are restricted to equal zero, thus associating with each equation a 

unique endogenous variable, and with each endogenous variable a unique structural innovation. 

This SVAR model is identified by imposing restrictions on the timing of the effects of a 

monetary policy shock and on the information set of the monetary authority.  In particular, prices 

and quantities are restricted to not respond instantaneously to a monetary policy shock, while the 

monetary authority can respond instantaneously to changes in these variables. 

This SVAR model of the monetary transmission mechanism in a closed economy is 

estimated by full information maximum likelihood over the period 1964Q3 through 2005Q4.  As 

discussed in Hamilton (1994), in the absence of model misspecification, this full information 

maximum likelihood estimator is consistent and asymptotically normal, irrespective of the 

cointegration rank and validity of the conditional multivariate normality assumption.  The lag 

order is selected to minimize multivariate extensions of the model selection criterion functions of 

Akaike (1974), Schwarz (1978), and Hannan and Quinn (1979) subject to an upper bound equal 
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to the seasonal frequency.  On the basis of the model selection criterion function due to Schwarz 

(1978), a lag order of one is selected. 

 

Table 2.  Model selection criterion function values 

p  ( )AIC p  ( )SC p  ( )HQ p  

1 –42.6839 –41.0326* –42.0135 

2 –42.9965* –40.6619 –42.0487* 

3 –42.9361 –39.9182 –41.7109 

4 –42.8768 –39.1757 –41.3742 

Note: Minimized values of model selection criterion functions are indicated by *. 

 

Theoretical impulse responses to a monetary policy shock are plotted versus empirical 

impulse responses in 46H46HFigure 2.  Following a monetary policy shock, the nominal interest rate 

exhibits an immediate increase followed by a gradual decline.  These nominal interest rate 

dynamics induce persistent and generally statistically significant hump shaped negative 

responses of inflation, output, consumption, housing investment and capital investment, with 

peak effects realized after approximately one to two years.  These results are qualitatively 

consistent with those of SVAR analyses of the monetary transmission mechanism in closed 

economies such as Sims and Zha (1995), Gordon and Leeper (1994), Leeper, Sims and Zha 

(1996), Christiano, Eichenbaum and Evans (1998, 2005), and Vitek (2006c, 2006d). 
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Figure 2.  Theoretical versus empirical impulse responses to a monetary policy shock 
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Note: Theoretical impulse responses to a 50 basis point monetary policy shock are represented by black lines, while blue lines depict empirical 

impulse responses to a 50 basis point monetary policy shock.  Asymmetric 95% confidence intervals are calculated with a nonparametric 

bootstrap simulation with 999 replications. 

 

Visual inspection reveals that the theoretical impulse responses to a monetary policy shock 

generally lie within confidence intervals associated with the corresponding empirical impulse 

responses, suggesting that this estimated DSGE model provides an accurate quantitative 

description of the monetary transmission mechanism in a closed economy.  However, these 

confidence intervals are rather wide, indicating that considerable uncertainty surrounds this 

empirical evidence. 

 

 

3.3.  Forecasting 

 

While it is desirable that forecasts be unbiased and efficient, the practical value of any 

forecasting model depends on its relative predictive accuracy.  To compare the dynamic out of 

sample forecasting performance of the DSGE and SVAR models, forty quarters of observations 

are retained to evaluate forecasts one through eight quarters ahead, generated conditional on 

parameters estimated using information available at the forecast origin.  The models are 

compared on the basis of mean squared prediction errors in levels, ordinary differences, and 

seasonal differences.  The DSGE model is not recursively estimated as the forecast origin rolls 
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forward due to the high computational cost of such a procedure, while the SVAR model is.  

Presumably, recursively estimating the DSGE model would improve its predictive accuracy. 

Mean squared prediction error differentials are plotted together with confidence intervals 

accounting for contemporaneous and serial correlation of forecast errors in 54H49H47H47HAppendix B.  If these 

mean squared prediction error differentials are negative then the forecasting performance of the 

DSGE model dominates that of the SVAR model, while if positive then the DSGE model is 

dominated by the SVAR model in terms of predictive accuracy.  The null hypothesis of equal 

squared prediction errors is rejected by the predictive accuracy test of Diebold and Mariano 

(1995) if and only if these confidence intervals exclude zero.  The asymptotic variance of the 

average loss differential is estimated by a weighted sum of the autocovariances of the loss 

differential, employing the weighting function proposed by Newey and West (1987).  Visual 

inspection reveals that these mean squared prediction error differentials are generally negative, 

suggesting that the DSGE model dominates the SVAR model in terms of forecasting 

performance, in spite of a considerable informational disadvantage.  However, these mean 

squared prediction error differentials are rarely statistically significant at conventional levels, 

indicating that considerable uncertainty surrounds these predictive accuracy comparisons. 

Dynamic out of sample forecasts of levels, ordinary differences, and seasonal differences are 

plotted together with confidence intervals versus realized outcomes in 55H50H48H48HAppendix B.  These 

confidence intervals assume multivariate normally distributed and independent signal and state 

innovation vectors and known parameters.  Visual inspection reveals that the realized outcomes 

generally lie within their associated confidence intervals, suggesting that forecast failure is 

absent.  However, these confidence intervals are rather wide, indicating that considerable 

uncertainty surrounds the point forecasts. 

 

 

4.  Conclusion 

 

This paper develops and estimates a DSGE model of a closed economy for purposes of 

monetary policy analysis which provides a quantitative description of the monetary transmission 

mechanism, yields a mutually consistent set of indicators of inflationary pressure together with 

confidence intervals, and facilitates the generation of relatively accurate forecasts.  Cyclical 

components are modeled by linearizing equilibrium conditions around a stationary deterministic 

steady state equilibrium which abstracts from long run balanced growth, while trend components 

are modeled as random walks while ensuring the existence of a well defined balanced growth 

path.  Parameters and unobserved components are jointly estimated by Bayesian full information 
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maximum likelihood, conditional on prior information concerning the values of parameters and 

trend components. 

In an open economy, the monetary transmission mechanism features both interest rate and 

exchange rate channels, while the monetary authority must react to a variety of nominal and real 

shocks originating both domestically and abroad.  The extension of this DSGE model of a closed 

economy to an open economy framework remains an objective for future research. 
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Appendix A.  Description of the Data Set 

 

The data set consists of quarterly seasonally adjusted observations on ten macroeconomic 

variables for the United States over the period 1964Q1 through 2005Q4.  All aggregate prices 

and quantities are expenditure based.  Model consistent employment is derived from observed 

nominal labour income and a nominal wage index, while a model consistent tax rate is derived 

from observed nominal output and disposable income.  The nominal interest rate is measured by 

the federal funds rate expressed as a period average.  All data was extracted from the FRED 

database maintained by the Federal Reserve Bank of Saint Louis. 
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Appendix B.  Tables and Figures 

 

Table 3.  Bayesian full information maximum likelihood estimation results 

Parameter Prior Distribution Posterior Distribution 

 Mean Standard Error Mode Standard Error 
Cα  0.950000 0.004750 0.915163 0.003649 
Hα  0.950000 0.004750 0.942047 0.004742 
Lα  0.950000 0.004750 0.930266 0.003788 
Hχ  1.250000 0.006250 1.244053 0.006243 
Kχ  5.750000 0.028750 5.725622 0.028730 

η  0.750000 0.003750 0.751713 0.003748 

κ  0.100000 0.000500 0.099942 0.000500 

σ  2.750000 0.013750 2.759380 0.013729 

ϑ  0.750000 0.003750 0.749858 0.003750 
Yγ  0.750000 0.003750 0.751119 0.003743 
Lγ  0.750000 0.003750 0.751449 0.003747 
Yω  0.875000 0.004375 0.873566 0.004033 
Lω  0.875000 0.004375 0.918324 0.003523 
πξ  1.500000 0.007500 1.496646 0.007493 
Yξ  0.125000 0.000625 0.124655 0.000625 
τζ  1.000000 0.005000 0.992818 0.004993 

Cν
ρ  0.850000 0.004250 0.849420 0.004237 

Aρ  0.850000 0.004250 0.854951 0.004204 

H
Iν

ρ  0.850000 0.004250 0.851545 0.004238 

K
Iν

ρ  0.850000 0.004250 0.858067 0.004232 

Yθ
ρ  0.850000 0.004250 0.853324 0.004250 

Lθ
ρ  0.850000 0.004250 0.850089 0.004250 

iν
ρ  0.850000 0.004250 0.870082 0.003768 

Gν
ρ  0.850000 0.004250 0.857631 0.004208 

τν
ρ  0.850000 0.004250 0.854252 0.004171 

2
Cν

σ  − ∞  0.241307 0.088277 
2

Aσ  − ∞  0.018394 0.002762 
2

H
Iν

σ  − ∞  0.291536 0.067454 
2

K
Iν

σ  − ∞  0.253548 0.065100 
2

Yθ
σ  − ∞  0.257630 0.390705 

2
Lθ

σ  − ∞  0.250036 17.461747 
2

iν
σ  − ∞  0.134101 0.017929 

2
Gν

σ  − ∞  0.133001 0.020381 
2
τν

σ  − ∞  1.209543 0.124167 
2

P
σ  − ∞  0.240744 0.026760 

2

Y
σ  − ∞  0.047101 0.006693 

2

C
σ  − ∞  0.058102 0.006674 

2
HI

σ  − ∞  1.016852 0.160936 
2

K
I

σ  − ∞  0.537752 0.058387 
2

G
σ  − ∞  0.215030 0.033700 

2

W
σ  − ∞  0.175982 0.019448 

2

L
σ  − ∞  0.079329 0.010394 

2

i
σ  − ∞  0.001693 0.000413 

2

τσ  − ∞  0.080635 0.020734 
2

πσ  − ∞  0.000126 0.000037 
2

gσ  − ∞  0.000015 0.000009 
2

nσ  − ∞  0.000015 0.000015 

Note: All observed nonpredetermined endogenous variables are rescaled by a factor of 100. 
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Figure 3.  Predicted cyclical components of observed nonpredetermined endogenous variables 
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Note: Estimated cyclical components are represented by blue lines, while red lines depict estimated deviations from flexible price and wage 

equilibrium components.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and state 

innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research reference 

cycle. 
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Figure 4.  Filtered cyclical components of observed nonpredetermined endogenous variables 
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Note: Estimated cyclical components are represented by blue lines, while red lines depict estimated deviations from flexible price and wage 

equilibrium components.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and state 

innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research reference 

cycle. 
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Figure 5.  Smoothed cyclical components of observed nonpredetermined endogenous variables 
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Note: Estimated cyclical components are represented by blue lines, while red lines depict estimated deviations from flexible price and wage 

equilibrium components.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and state 

innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research reference 

cycle. 
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Figure 6.  Predicted trend components of observed nonpredetermined endogenous variables 
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Note: Observed levels are represented by black lines, while blue and red lines depict estimated flexible price and wage equilibrium components 

and trend components, respectively.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and 

state innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research 

reference cycle. 
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Figure 7.  Filtered trend components of observed nonpredetermined endogenous variables 
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Note: Observed levels are represented by black lines, while blue and red lines depict estimated flexible price and wage equilibrium components 

and trend components, respectively.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and 

state innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research 

reference cycle. 
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Figure 8.  Smoothed trend components of observed nonpredetermined endogenous variables 
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Note: Observed levels are represented by black lines, while blue and red lines depict estimated flexible price and wage equilibrium components 

and trend components, respectively.  Symmetric 95% confidence intervals assume multivariate normally distributed and independent signal and 

state innovation vectors and known parameters.  Shaded regions indicate recessions as dated by the National Bureau of Economic Research 

reference cycle. 
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Figure 9.  Theoretical versus empirical autocovariances 
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Note: Empirical autocovariances are represented by black lines, while blue lines depict theoretical autocovariances.  Asymmetric 95% confidence 

intervals are calculated with a Monte Carlo simulation with 999 replications for 2T  periods, discarding the first T  simulated observations to 

eliminate dependence on initial conditions, where T  denotes the observed sample size. 
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Figure 10.  Theoretical impulse responses to a preference shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 11.  Theoretical impulse responses to an output technology shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 12.  Theoretical impulse responses to a housing investment technology shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 13.  Theoretical impulse responses to a capital investment technology shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 14.  Theoretical impulse responses to a price markup shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 15.  Theoretical impulse responses to a wage markup shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 16.  Theoretical impulse responses to a monetary policy shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 

 



 

 

57

Figure 17.  Theoretical impulse responses to a fiscal expenditure shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 18.  Theoretical impulse responses to a fiscal revenue shock 
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Note: Theoretical impulse responses to a unit standard deviation innovation under sticky price and wage equilibrium are represented by blue 

lines, while green lines depict theoretical impulse responses to a unit standard deviation innovation under flexible price and wage equilibrium. 
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Figure 19.  Theoretical forecast error variance decompositions under sticky price and wage equilibrium 
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Figure 20.  Theoretical forecast error variance decompositions under flexible price and wage equilibrium 
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Figure 21.  Mean squared prediction error differentials for levels 
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Note: Mean squared prediction error differentials are defined as the mean squared prediction error for the DSGE model less that for the SVAR 

model.  Symmetric 95% confidence intervals account for contemporaneous and serial correlation of forecast errors. 
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Figure 22.  Mean squared prediction error differentials for ordinary differences 
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Note: Mean squared prediction error differentials are defined as the mean squared prediction error for the DSGE model less that for the SVAR 

model.  Symmetric 95% confidence intervals account for contemporaneous and serial correlation of forecast errors. 
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Figure 23.  Mean squared prediction error differentials for seasonal differences 
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Note: Mean squared prediction error differentials are defined as the mean squared prediction error for the DSGE model less that for the SVAR 

model.  Symmetric 95% confidence intervals account for contemporaneous and serial correlation of forecast errors. 
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Figure 24.  Dynamic forecasts of levels of observed nonpredetermined endogenous variables 
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Note: Realized outcomes are represented by black lines, while blue lines depict point forecasts.  Symmetric 95% confidence intervals assume 

multivariate normally distributed and independent signal and state innovation vectors and known parameters. 
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Figure 25.  Dynamic forecasts of ordinary differences of observed nonpredetermined endogenous variables 
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Note: Realized outcomes are represented by black lines, while blue lines depict point forecasts.  Symmetric 95% confidence intervals assume 

multivariate normally distributed and independent signal and state innovation vectors and known parameters. 
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Figure 26.  Dynamic forecasts of seasonal differences of observed nonpredetermined endogenous variables 
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Note: Realized outcomes are represented by black lines, while blue lines depict point forecasts.  Symmetric 95% confidence intervals assume 

multivariate normally distributed and independent signal and state innovation vectors and known parameters. 
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