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Abstract 25 

The objective of this paper is to explore the nexus of innovation-environment and economic 26 

growth in the context of the Indian economy. To achieve the study objective, we explored the 27 

role of technological innovation, FDI, trade openness, energy use and economic growth toward 28 

carbon emissions. Using the data of 1985-2017, the study employed ARDL bound testing and 29 

VECM methods to capture the effects of technological innovation, trade openness, FDI, energy 30 

use and economic growth on CO2 emissions. Empirical estimation has confirmed the existence of 31 

long-run cointegration. Similarly, in the long-run, it is found that trade openness, energy use and 32 

economic growth positively reinforce CO2 emissions. In contrast, technological innovation and 33 

FDI negatively reinforce CO2 emissions in the long-run. Further, VECM indicate that the 34 

relationship among innovation, trade openness, and energy use is bidirectional in the long-run. 35 
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Whereas, unidirectional relation has been found that is coming from GDP to carbon emissions, 36 

FDI, innovation, trade, and energy use. In the short-run, unidirectional link found which is 37 

coming from FDI, innovation, and energy use to carbon emission. However, the association 38 

between emissions and trade openness is bidirectional. The conclusions put-forward policy 39 

implications that innovation is a way to reduce environmental degradation.  40 

Keywords: Innovation, trade, CO2 emissions, growth, environment 41 

1. Introduction  42 

Over the past few decades, India’s economy has grown at a fast pace and remained back to 43 

China. But the recent figures have shown that Indian economy has outperformed and crossed 44 

China in the annual growth rate. The recent data has shown that annual rate of increase in patent 45 

registration has grown more than 10% over a year. So, currently, India is the fastest growing 46 

economy in the world with respect to its economic and innovation growth. During the last twenty 47 

years, the main forces behind India’s rapid economic growth were exports and foreign direct 48 

investment. A large number of scholars worldwide believe that economic growth is at the cost of 49 

greenhouse gas emissions (Balsalobre-Lorente et al., 2018; Cai et al., 2018; Heidari et al., 2015; 50 

S. Wang et al., 2016). Increased use of fossil fuels affects environmental quality which results in 51 

climate change. In resulting, climate change adversely affects crop-yields in agro-based 52 

economies. Therefore, the ambition of governments worldwide is to reduce greenhouse gas 53 

emissions without compromising economic growth.  54 

Scientists have reached a consensus on climate warming. The issue of climate change and carbon 55 

emissions has also attracted the attention of the general public. The research in the area of energy 56 

economics shows that a large number of studies have been used to unfold the linkage of 57 

greenhouse gas emissions and economic growth (Balsalobre-Lorente et al., 2018; Heidari et al., 58 

2015). Most of previous research has highlighted that economic growth significantly relates to 59 

carbon emissions. But, the question arises, whether carbon emissions are the only way to attain 60 

economic growth? The answer would be probably no. To this end, Zameer et al. (2019) 61 

highlighted that innovations as an engine of economic growth. Technological innovations on the 62 

one end improve economic growth, whereas on the other hand, it improves energy efficiency 63 

which in resulting, improves environmental quality by declining carbon emissions. Similarly, 64 

this factor is highly significant and need attention of the experts in exploring the determinants of 65 

carbon emissions. The high level of technological innovation can enable the country to produce 66 

more output with lower level of energy consumption. In addition, technological advancement is 67 



pivotal to adopt renewable energy to fulfil country energy demands. Schmandt and Wilson 68 

(2018) highlighted that lately much interest has been paid to examine the role of new and 69 

innovative technologies in high tech industries, but now technology is important at every stage of 70 

economic activity to pervade modern economic life. Technological advancements have made life 71 

easy and it has improved the performance of every industry. Technology has also changed the 72 

modes of transportation. 73 

In the context of technological advancement, the economic growth in India has raised a question 74 

about the impact of technological innovation on environmental degradation. It has been an issue 75 

of debate that whether EKC exist said context for India. Fan and Hossain (2018) incorporated the 76 

role of innovation and measured its role toward economic growth using ARDL approach. Their 77 

findings have shown that the impact of innovation on economic growth is insignificant in the 78 

context of India. However, this evidence is not enough to believe that how and to what extent 79 

innovation can contribute toward environment. Furthermore, Antweiler et al. (2001) noted that 80 

economic growth achieved via capital accumulation results in environmental degradation. They 81 

further emphasized for the need of technological advancement in attaining low carbon economic 82 

growth. The Endogenous growth theory also indicates that technological progress improves the 83 

capability of a nation to replace the polluting resources with environmentally friendly resources. 84 

Such as, country can shift traditional energy production resources to renewable energy resources 85 

to cope with environmental challenges.  86 

Furthermore, innovations and technological advancements can improve energy usage to a lower 87 

level which will lead to less environmental degradation (Fernández et al., 2018). The 88 

aforementioned background raises a question, whether a developing nation like India may reduce 89 

carbon emissions and achieve sustainable economic growth via technological advancement? 90 

Because India is at the stage of industrialization and urbanization, energy demand and 91 

consumption are inelastic. Although, a great deal of efforts has been made to study the 92 

relationship among energy-emissions and economic growth, but the role of technological 93 

innovations is ignored. Therefore, it is necessary to study innovations-growth-environment 94 

nexus. Therefore, this study contributes in existing energy economics literature by three folds: 95 

(i), Innovations-emissions nexus is investigated by considering role of foreign direct investment 96 

and trade openness in carbon emissions function for Indian economy. (ii), ADF and PP unit root 97 

tests are applied to examine stationarity properties of the variables and robustness is tested by 98 



apply Kim and Perron (2009) unit root test accommodating single unknown structural break in 99 

the data. (iii), The bounds testing approach is applied to test the existence of cointegration 100 

between carbon emissions and its determinants by considering role of structural breaks in the 101 

series. The causal relationship between the variables is examined by applying VECM Granger 102 

causality approach. 103 

2.  Literature Review 104 

We divide literature review into three parts following the scope of our study: (i), Innovations-105 

Emissions; (ii), FDI-Emissions Nexus and Nexus between trade openness and emissions.  106 

2.1. Innovations-Emissions Nexus  107 

Reduction in greenhouse gas emissions and sustainability of economic growth are key objectives 108 

of countries worldwide. In doing so, it is necessary to take initiatives for the transition of 109 

economic activities from high polluting resource consumption to low polluting resources based 110 

upon innovative technologies (Fernández et al., 2018). For example, Antweiler et al. (2001) have 111 

indicated that economic growth triggered by capital accumulation can reinforce environmental 112 

pollution, whereas, economic growth achieved via technological progress would result in 113 

reducing environmental pollution. Erdoðan et al. (2019) also highlighted that economic growth 114 

without technology may cause increased carbon emission in the country. The Endogenous 115 

growth theory supports the argument of significant impact of technological progress on 116 

economic growth and environmental pollution. This theory considers that technological progress 117 

improves the capability of a nation to replace the polluting resources with other environment 118 

friendly resources. Moreover, Cheng et al. (2018) found that technical progress significantly 119 

influences carbon intensity among provinces in China. Due to the important role of technical 120 

progress, they believe that upgradation and optimization of industrial structure is conducive to 121 

reduce carbon emissions in the country. Zameer et al. (2020) indicated the role of green 122 

innovations for cleaner production in China. Álvarez-Herránz et al. (2017) highlighted the 123 

importance of energy innovations for the improvement of environmental quality. They used 28 124 

OECD countries data to study the how R&D in energy technology can improve environmental 125 

quality. Recently, Yasmeen et al. (2020) decomposed the factors affecting carbon emissions and 126 

found the traditional way of economic development is the main cause of carbon emissions. 127 

Dauda et al. (2019) used panel data of 18 developed and developing economies. They used 128 

FMOLS and DOLS and come up with similar thoughts that technological advancement plays a 129 



significant role in pollution reduction. The study by W. Chen and Lei (2018) stated that non-130 

renewable energy use increases carbon emissions and create severe environmental challenges. 131 

Erdoǧan et al. (2019) also have similar beliefs that energy consumptions may cause 132 

environmental issues in the countries worldwide. Churchill et al. (2019) studied the role of R&D 133 

intensity towards carbon emissions using non-parametric panel data model for the period of 134 

1870-2014 for G7 countries and found that the linkage between R&D and carbon emissions 135 

varies over the passage of time. Ganda (2019) noted that renewable energy use and country 136 

spending on research & development have inverse relation with carbon emissions in context of 137 

OECD countries. It is also shown that collectively higher energy consumption would result in 138 

higher environmental degradation in OECD countries. In contrast, a study employed data of 15 139 

countries from Europe along with USA and China and run linear regression using OLS and 140 

found that innovation and technology improvement can improve energy leading to less 141 

environmental degradation (Fernández et al., 2018). Tam et al. (2019) studied the environmental 142 

laws in ten OECD countries till 2014 and emphasized on the importance of environmental 143 

regulations related to energy consumption for improving environmental quality by reducing 144 

carbon emissions.  145 

Furthermore, Adeel Farooq et al. (2018) tried to determine the role of green field investments on 146 

environmental performance in nine Asian developing economies for the year of 2003-2014. The 147 

study used Yale University environmental regulations index as a proxy of country environmental 148 

performance. Fixed and random effect estimating techniques along with robust least square 149 

method was employed to estimate empirical findings. Their results have validated that green 150 

field investment significantly improves environmental performance. Long et al. (2018) examined 151 

the impact of innovations on carbon emissions in China using data for the period of 1997-2014. 152 

They used first stage and second stage least square regression and found that innovations 153 

negatively impact carbon emissions and improves environmental quality. Yii and Geetha (2017) 154 

used VECM and TYDL granger causality technique to estimate the relationship among 155 

technological innovation and CO2 emissions in Malaysia. Based upon the data from 1971-2013, 156 

they reported that technological innovation negatively influences CO2 emissions in Malaysia. 157 

Yusuf et al. (2018) employed the Kuznets Curve framework to study the long run relationship of 158 

technological innovation with carbon emissions in Indonesia. They used FMOLS and DOLS 159 

upon the data of 1980-2017. Their empirical analysis found that in the long run technological 160 



innovation and carbon emission has significant negative relationship in Indonesia. Wang et al., 161 

(2018) used spatial econometric model on data ranging from 2000-2014 of Chinese provinces 162 

and noted that technological advancements in energy sector can play a vital role in reducing CO2 163 

emissions in China. Similarly, Fernández et al. (2018) used linear regression OLS on panel data 164 

of fifteen European economies along with USA and China and indicated that R&D spending is 165 

not only pivotal for economic growth, but  also driver of sustainable economic development 166 

where economic growth can be reconciled with lower environmental degradation. Yu and Du 167 

(2019) employed extended STIRPAT model and unveiled that China’s focus on introducing 168 

innovation play a significant and positive role is emissions reduction. On contrary, Fan and 169 

Hossain (2018) used ARDL bound test approach and Toda-Yamamoto granger causality 170 

technique to estimate the impact of technological advancement on carbon emissions in China and 171 

India based upon data from year 1974 to 2016. Their results have shown that technological 172 

advancement has insignificant influence on CO2 emissions.  173 

2.2. FDI-Emissions Nexus 174 

An assessment of previous research reveals that even though research has explored the linkage 175 

between FDI and CO2 emissions. But, most of this research has been focused on developed 176 

countries. The research on exploring the linkage between FDI and carbon emissions in context of 177 

developing countries especially for India (one of the larger attracter of FDI) is relatively small 178 

(Peng et al., 2016; C. Zhang & Zhou, 2016). A significant inflow of FDI in India may influence 179 

environmental quality due to increase in production activities. Keeping this in mind, exploring 180 

the impact of FDI on CO2 emissions in context of India has become a critical issue. The global 181 

research on the linkage of FDI and CO2 emissions has given a mixed empirical findings 182 

(Shahbaz et al., 2015). For example, Merican et al. (2007) explored the impact of foreign direct 183 

investment on carbon emissions in Thailand, Malaysia, Singapore, Indonesia and the Philippines 184 

using ARDL technique. Their empirical results show that FDI has positive impact on carbon 185 

emissions in context of Thailand, Malaysia and the Philippines. However, for Indonesia, FDI 186 

improves environmental quality and no effect is noted for Singapore. Further, Blanco et al. 187 

(2013) examined how foreign direct investment in different sectors influence carbon emissions in 188 

18 Latin American countries. They employed granger causality test using panel data of 1980-189 

2007 and found that foreign direct investment in pollution intensive industries result in 190 

significant increase in carbon emissions. Salahuddin et al. (2018) used data of Kuwait from 191 



1980-2013 to explore the impact of FDI on carbon emissions. They used ARDL technique along 192 

with VECM granger causality test. Their findings has suggested that FDI has stimulated carbon 193 

emissions in Kuwait. Bakhsh et al. (2017) used data of 1980-2014 and employed a 3SLS model 194 

and found that FDI has a significant and negative impact on carbon emissions in Pakistan.  195 

Furthermore, Hille et al. (2019) explored the impact of FDI on air pollutions in Korea. They 196 

utilized province level data of 16 provinces from year 200-2011. Simultaneous equations model 197 

using 3SLS estimator was employed. Their empirical findings indicate that FDI stimulates 198 

regional economic growth and reduces air pollution. Jiang et al. (2018) employed the city-level 199 

data in 2014 of 150 Chinese cities to explore the role of FDI inflows on air pollution. They have 200 

considered spatial spillovers and used spatial econometric models. Their findings have suggested 201 

that FDI has inverse relationship with air pollution i.e. FDI improves environmental quality by 202 

reducing air pollution which validates the presence of pollution halo hypothesis. Y. Liu et al. 203 

(2017) utilized the panel data of 112 Chinese cities from 2002-2015 to explore the environmental 204 

consequences of FDI. They used first difference GMM and orthogonal deviation GMM method 205 

to estimate the results. Their findings indicate that FDI has negative effect on environmental 206 

degradation in context of Chinese cities. Another study by Q. Liu et al. (2018) also found that 207 

FDI inflows doesn’t necessarily lead toward environmental pollution. Paramati et al. (2016) 208 

employed the data of 20 emerging economies for the period of 1991–2012 to explore the linkage 209 

between FDI and clean energy usage. They used Durbin–Hausman test to check panel 210 

cointegration and heterogeneous panel non-causality tests is used to check the direction of 211 

causality. Their results suggested a positive association between FDI and clean energy usage 212 

which further improves environmental quality. Causality test show unidirectional causality exist 213 

among FDI and clean energy usage. Ansari et al. (2019) used panel data from 1994-2014 of 29 214 

economies, they created sub-panels based upon homogenous properties of countries. They 215 

employed FMOLS and found that foreign direct investment reduces environmental degradation 216 

by lowering carbon emissions in Southeast Asian countries in panel. Whereas, the impact of FDI 217 

on rest of the countries in panel is insignificant.   218 

On contrary, Aydemir and Zeren (2017) employed the 1970-2010 data 10 nations of G-20 219 

countries. Using Durbin Hausmann panel cointegration method, they found mixed empirical 220 

findings. Their results show that for France, USA and Argentina, pollution halo hypothesis is 221 

valid, whereas for rest of countries in panel pollution haven hypothesis is confirmed. Shahbaz et 222 



al. (2018) studied the relationship of FDI and environmental degradation in case of France. They 223 

used the data from 1955-2016 and employed bounds testing approach of McNown et al. (2018) 224 

to test cointegration. Their findings have shown that FDI impedes environmental quality by 225 

increasing carbon emissions. A recent study by Shahbaz et al. (2019) explored the relationship 226 

between FDI and carbon emissions in context of MENA region. By employing the data from 227 

1990-2015 and using generalized method of moments (GMM), they indicate the presence of 228 

inverted-U shaped relationship between FDI and carbon emissions i.e. initially carbon emission 229 

rise and at the later stages of development, emissions decrease with rise in FDI. Similar positive 230 

association among FDI and CO2 emission is indicated in the study of (Koçak & Şarkgüneşi, 231 

2018). Solarin et al. (2017) studied the pollution haven hypothesis in Ghana, their study 232 

validated the pollution haven hypothesis and indicated that FDI, GDP, trade and financial 233 

development has positive association with CO2 emissions. Rana and Sharma (2019) employed 234 

Indian data from 1982-2013 and used dynamic multivariate Toda-Yamamoto (TY) method to 235 

estimate empirical results. They found that FDI stimulate economic growth at the cost of 236 

environmental degradation. Their results confirmed the existence of PHH (Pollution Haven 237 

Hypothesis) and EKC (Environmental Kuznets Curve).  238 

2.3. Trade-Emissions Nexus 239 

Over the past few decades, the substantial changes in social and economic development around 240 

the globe have caused a significant damage to natural environment. For example, Munir and 241 

Ameer (2018) believe that these damages to environment are due to the increased pressure of 242 

free trade on natural resources. However, the previous research has contrary views on how trade 243 

effects natural environment? For instance, the pioneer study of Stern et al. (1996) suggested that 244 

trade has neutral effect on environmental degradation. Whereas, Stretesky and Lynch (2009) 245 

employed fixed effect regression technique and used data of 169 countries for the period of 246 

1989-2003, to examine the relationship between carbon emissions and exports. They measured 247 

how exports of these countries to the world and to the USA effect carbon emissions. Their results 248 

show that positive correlation exists between carbon emissions and exports only to the USA. 249 

Similarly, Shahzad et al. (2017) used data of 1971-2011 and employed ARDL approach and 250 

Granger causality test in context of Pakistan and reported that 1% rise in trade will increase CO2 251 

emissions by 0.247%. They found unidirectional causality exist among trade openness and 252 

carbon emissions. Erdoğan et al. (2019) explored the role of natural gas consumption. Shahbaz et 253 



al. (2019) used data of 105 developed and developing countries to explore how trade affects 254 

environmental quality. They used panel cointegration approaches of Pedroni (1999) and 255 

Westerlund (2007) along with panel VECM causality. Their panel cointegration analysis indicate 256 

that trade impedes environmental quality by increasing carbon emissions. The panel VECM 257 

causality results indicate the feedback effect between trade and CO2 emissions at global level. 258 

Moreover, trade openness granger causes CO2 emissions in low income and high-income 259 

countries. In contrast, Shahbaz et al. (2013) employed ARDL and ECM  method and used data of 260 

South Africa from year 1965-2008 and reported that trade openness improves environmental 261 

quality if techniques effect dominates scale effect keeping other things constant. Ling et al. 262 

(2015) also used ARDL approach and found that trade openness improve environmental quality 263 

for Malaysian economy. Hasanov et al. (2017) utilized PDOLS, PFMOLS and PMG methods to 264 

study the impact of trade on carbon emissions in context of oil exporting countries. They found 265 

that imports and exports have insignificant effects on territory-based CO2 emissions. Mahmood 266 

et al. (2019) employed ARDL approach and used data 1971-2014 to study the asymmetric effects 267 

of trade on CO2 emissions in Tunisia, and reported that trade effects on CO2 emissions 268 

asymmetrically but insignificantly. 269 

Moreover, Bento and Moutinho (2016) utilized Italy data for the period of 1960-2011, they used 270 

ARDL along with granger causality approach and found that trade Granger causes carbon 271 

emissions i.e. Trade-led-emissions hypothesis. H. Wang and Ang (2018) employed index 272 

decomposition analysis using global data to examine the impact of international trade on CO2 273 

emissions and found that growing the trade volume worldwide increases global carbon 274 

emissions. Lv and Xu (2019) investigated the effect of trade openness on environmental quality 275 

by using data for 55 middle income countries using Pooled Mean Group (PMG) approach. Their 276 

results indicated that trade openness improves environmental quality but in long run, trade 277 

openness is harmful for environment. Salahuddin et al. (2019) studied the nexus of globalization 278 

and environment. Theoretical analysis by Mazumdar et al. (2019) also confirmed the nexus of 279 

trade and environment. They highlighted that trade has adversely effect on environmental 280 

quality. Even though it is widely discussed that non-renewable energy consumption give upward 281 

rise to carbon emissions. The recent study of (Karasoy & Akçay, 2019) validated the said 282 

argument that non-renewable energy consumption and trade both create severe environmental 283 

challenges due to increase in carbon emissions. Omri et al. (2019) used Johansen Cointegration 284 



test along with DOLS and FMOLS to explore environmental sustainability determinants in case 285 

of Saudi Arabia, based upon their findings, they suggested that FDI, GDP and trade negatively 286 

contribute environmental quality. S. Zhang et al. (2017) used 1971-2013 data of ten-newly 287 

industrialized economies and examined the linkage between trade and carbon emissions using 288 

panel OLS, FMOLS, DOLS and panel VECM causality. Their results have provided support for 289 

the existence of EKC hypothesis and highlighted that trade openness negatively and significantly 290 

effects CO2 emissions. Rana and Sharma (2019) used dynamic multivariate Toda-Yamamoto 291 

method upon India data of 1982-2013 and highlighted that India’s imports are mainly consist of 292 

pollution-intensive goods which is creating severe environmental challenges through the increase 293 

in carbon emissions.  294 

3. Methodology and Data 295 

3.1. Methodology   296 

To explore the nexus of innovation-environment and growth, the long-run relationships between 297 

carbon emissions, technological innovation, economic growth, foreign direct investment, energy 298 

use and trade openness has been designed. The relationship in linear form can be expressed as 299 

follows.  300 

 301 

In the equation (1), CO2 refers to carbon emissions, INN is technological innovation, EG is 302 

economic growth, FDI is foreign direct investment and, TROP is trade openness and ENG is 303 

energy consumption. Since, the study is exploring the role of innovation, growth, FDI, energy 304 

consumption and trade openness on carbon emissions,  can be positive or 305 

negative indicating how an increase or decrease in the concerned variables will influence carbon 306 

emissions. In order to estimate the long-run and short-run effects of technological innovation, 307 

economic growth, foreign direct investment, energy consumption and trade openness on carbon 308 

emissions, this study used the autoregressive distributed lag model (ARDL) proposed by Pesaran 309 

et al. (2001). The ARDL model has many advantages over traditional cointegration models. 310 

First, its main advantage over traditional cointegration techniques is that the regression term both 311 

I(0) and I(1) can be tested and estimated. Secondly, it can effectively correct the endogenous 312 

problem of explanatory variables; thirdly, it has ability to estimate the short-term dynamic and 313 

long-term co-integration relationship between variables simultaneously. Ahmad et al. (2017) and 314 



Yasmeen et al. (2019) argued that the bound testing approach of Pesaran et al (2001) is only 315 

useful when sample size is large, in contrast if sample size of the study is small then the bound 316 

testing approach of Pesaran et al (2001) can lead to biased and spurious results. Beliefs of 317 

Erdoğan et al. (2020) are also similar for using ARDL approach. To deal with this problem, 318 

Narayan (2005) introduced a mechanism that is useful even form small sample size. As the 319 

sample size being used in this study is small, therefore Narayan (2005) method has been 320 

followed. In order to employ ARDL bound testing approach, the ECMs has been estimated. The 321 

mathematical representation ECMs models are presented as follows. 322 

 323 

 324 

 325 

 326 

 327 



 328 

In equation (3),  is the difference term,  is the number of lag periods and  is constant term. 329 

 are the coefficients of the corresponding variables and are used as error correction 330 

dynamics in the model.  is the error correction term, it indicate white noise error-term in the 331 

model. The symbol  is representing the long-run cointegration relationship. The model 332 

ARDL that is being employed is based upon the Wald F-statistic value that represents the long-333 

run cointegration with null hypothesis of no-cointegration as H0: = = = = =0. And, the 334 

alternative hypothesis H1: # # # # #0. Similarly, the preceding mechanism can be used 335 

to explain the rest of the equations (2-7) to show the long-run relationship of the variables.  336 

Once the long-run cointegration established and confirmed through F-statistic, the next step of 337 

the modeling would be the estimation of short-run coefficients, similarly, to estimate the short-338 

run associations of the variables, the following short-run models were employed. 339 

 340 

 341 

 342 

 343 



 344 

 345 

 346 

Equation (8) is the mathematical representation of short-run model, in the short-run equation, 347 

ECT is error correction mechanism and the coefficient of an error correction term is represented 348 

by  in the equation. The error correction term (ECT) basically show that if there is any 349 

disturbance, how much time the system will take for reaching back to its equilibrium path in the 350 

long term. Similarly, the preceding mechanism can be used to explain the rest of the equations 351 

(Eq. 8-13). And also, the same pattern can be utilized to explain ECT for rest of the short-run 352 

equations (Eq. 9-13). The method of Brown et al. (1975) is utilized to check the stability of 353 

short-run and long-run coefficients. As the Brown et al., (1975) method show CUSUM and 354 

CUSUMSQ can be used to check the stability of coefficients, the study also checked the stability 355 

of coefficients using CUSUM and CUSUMSQ. 356 

3.2. Data and variables 357 

The data used for analysis covers the period from 1985-2017. Innovation was measured using the 358 

sum of patent applications by the residents and patent applications by nonresidents. Economic 359 

growth is measured using GDP per capita (constant 2010 US$). Foreign direct investment is used 360 

as FDI net inflows (% of GDP). Trade openness has been taken as a summation of imports of 361 

goods and services (% of GDP) and exports of goods and services (% of GDP). The data of 362 

growth, innovation, trade and FDI is taken from highly reliable database of World Bank (World 363 

Development Indicators). CO2 emissions have been taken as a proxy of environmental 364 

degradation. The data for CO2 emissions has been gathered from the database of Carbon Dioxide 365 

Information Analysis Center, Oak Ridge National Laboratory, and the U.S. Department of 366 

Energy. Prior to employing the model, all the variables were transformed into their natural 367 

logarithms.  368 

 369 

 370 



 371 

4. Empirical findings 372 

4.1. Unit root testing 373 

Although, the application of ARDL model does not require all the variables to be single ordered 374 

stationary, but it must be confirmed prior to the application of ARDL bound testing approach that none of 375 

the variable is second order stationary. This is because the critical values of F statistics depend on the I(0) 376 

or I (1) characteristics of time series in ARDL model. Thus, to confirm the stationary characteristics of 377 

time series, the study employed Augmented Dickey-Fuller and Phillips-Perron unit root test. The 378 

summary of results from each test is shown in table 1.  379 

Table 1: Summery of unit root testing 380 
 

 

 

Variables  

Augmented Dickey-Fuller Phillips-Perron 

I(0) I(1) I(0) I(1) 

C C&T C C&T C C&T C C&T 

LnCO2 -1.0437 -2.1052 -5.1287 -5.1242 -0.9878 -2.2598 -5.1541 -5.1546 
LnINN -0.4565 -2.2504 -4.9561 -4.8663 -0.4219 -2.3899 -4.9546 -4.8408 
LnTROP -1.5660 -0.0207 -4.8804 -5.4796 -1.5054 -0.0499 -4.9655 -5.4864 
LnFDI -1.6181 -1.9601 -6.6076 -6.7022 -1.5955 -1.9562 -6.6200 -6.7214 
LnEG 2.8138 -0.9953 -4.4615 -3.9804 11.632 -0.1215 -4.4262 -11.156 

Test critical values 

1% level -3.6537 -4.2732 -3.6616 -4.4163 -3.6537 -4.2732 -3.6616 -4.2845 
5% level -2.9571 -3.5577 -2.9604 -3.6220 -2.9571 -3.5577 -2.9604 -3.5628 
10% level -2.6174 -3.2123 -2.6191 -3.2485 -2.6174 -3.2123 -2.6191 -3.2152 
Source: Authors' estimation using E-Views 10 381 

The results from unit root testing from both tests (i.e. ADF and PP) confirms that LnCO2, 382 

LnINN, LnTROP, LnFDI, LnEG are stationary at I(0) and I(1). Similarly, it satisfies the 383 

precondition of ARDL model that all the variable must be stationary at I(0), I(1) or mix of these. 384 

Although, ARDL model can be employed to check the short-run and long-run relation among the 385 

variables, the time series data may contain structural breaks, and therefore, it is required to 386 

employ structural breaks unit root test along with the simple unit root test.  Thus, to check the 387 

structural breaks in the data, we employed Kim and Perron (2009) structural breaks unit root test. 388 

Results from structural breaks unit root test are represented in table 2.  389 

 390 

 391 

 392 



Table 2. Structural Break Unit Root Test Results 393 

Kim and Perron (2009) 

 Level Break Year First difference  Break Year 

lnCO -4.0441 2000 -6.882*** 2004 

lnGDP -3.3240 1999 -5.4239*** 1999 

lnINNO -3.342 2003 -7.196*** 1999 

lnFDI -3.5625 2000 -6.8111*** 2010 

lnTO -3.8737 2010 -6.7952*** 2013 

lnENG -3.3154 1994 -6.3751*** 2006 

Note: ** and *** indicate the significance level at 5% and 1%, respectively. 394 

4.2. Application of ARDL model  395 

As it is discussed in the previous part, the cointegration using ARDL method is based on F-statistic. The 396 

ARDL model estimate long-run cointegration with null hypothesis of no-cointegration as H0: 397 

= = = = =0. And, the alternative hypothesis H1: # # # # #0. The study of 398 

Pesaran et al. (2001) reported a pair of critical values at different levels of significance, one with 399 

a hypothetically assumed that variables are I(0) and the other assuming variables as I(1). If the F-400 

statistic value is higher than the critical value, the null-hypothesis indicating no-cointegration 401 

will be rejected, and there is a long-run cointegration among the variables. If the value of F-402 

statistic is below the critical value of lower bound, then null-hypothesis of no-cointegration can’t 403 

be rejected which means there is no cointegration relationship among the variables. If the value 404 

of F-statistic is in-between the lower and upper bound, the results would be inconclusive. 405 

Moreover, Banerjee et al. (1998) suggest that error correction term (ECT) can be used to 406 

establish the cointegration relationship. Accordingly, if the coefficient of ECT is negative and 407 

significant, it indicates that there is a significant relationship in the long-run. 408 

Table 3. VAR Lag Order Selection Criteria results 409 

 410 
lag LogL LR FPE AIC SC HQ 

0 292.4901 NA 3.13E-15 -16.3709 -16.1042 -16.2788 

1 534.882   387.8270*   2.44e-20* -28.1647  -26.29827*  -27.52040* 

2 572.7879 47.65308 2.65E-20  -28.27359* -24.8074 -27.0771 

3 606.5344 30.85402 5.28E-20 -28.1448 -23.0788 -26.3961 



 411 

As the first step of ARDL estimation is lag selection criteria, the number of observations in this 412 

study are 33 observations (1985-2017), previous studies show that AIC lag selection criteria is 413 

appropriate for small sample size. Similarly, keeping in view the small sample size, the study 414 

also used the AIC lag selection criteria. The results from lag selection are presented in table 3.  415 

Following the appropriate lag selection, the F-statistic has been calculated. F-statistic is shown in 416 

table 4.  417 

Table 4. Results of ARDL bounding test approach 418 

 419 
Model  lnCO2 (ln ,lnFDI,lnINNO,lnENG,TO)f GDP  

Bound test-F-statistics 5.156148*** 

Significance  1 %  

Lower 1(0) Bound 3.06 

Upper 1(1) Bound  4.15 

Note: *** indicate the significance level at 1%. 420 

The F-statistic results from bound testing are presented in table 4. Results show that calculated F-421 

statistic value is 5.156148 which is higher than the critical value of upper bound at 1% level of 422 

significance. Therefore, the null-hypothesis of no-cointegration is rejected indicating that there is 423 

a long-run cointegration among CO2 emissions, innovation, economic growth, foreign direct 424 

investment, energy consumption and trade openness.  425 

Table 5. Results of Johansen Cointegration  426 

 427 
Hypothesis Trace Statistics  Maximum Eigen Value 

 134.9288*** 
 51.47240*** 

 83.45641*** 
 34.49719** 

 48.95922** 
 24.75089 

 24.20833 
 14.55690 

Note: ** and *** indicate the significance level at 5% and 1%, respectively. 428 
 429 

To further ensure the long-run cointegration among the target variables, we used another 430 

cointegration technique i.e. Johansen Cointegration technique. In spite of the limitations of this 431 



technique, it is widely used. The core purpose of employing this technique over here is to further 432 

confirm the cointegration relation. The results from Johansen Cointegration technique are 433 

presented in table 5. 434 

Table 6. Long and short run estimations  435 

Long-run estimations Lag order (1, 0, 1, 1, 0, 0) 

 Coefficient Std. Error t-Statistic Prob. 

lnFDI 
-0.03353** 0.015568 -2.15405 0.043 

lnGDP 
0.600411*** 0.122738 4.891804 0.0001 

lnINN 
-0.125101** 0.048882 -2.55923 0.0169 

lnTO 
0.110481** 0.04667 2.36729 0.0276 

lnENG 
2.059808*** 0.351031 5.867876 0.0000 

C 
-2.56664*** 0.371373 -6.91121 0.0000 

Short-run estimations  

D(lnFDI) 
-0.0044 0.005896 -0.74592 0.464 

D(lnGDP) 
-0.23879 0.163495 -1.46051 0.159 

D(lnINN) 
-2.7E-05 0.001105 -0.02439 0.9808 

D(lnTO)  
-0.11998*** 0.039456 -3.04093 0.0062 

D(lnENG) 
2.799803*** 0.305107 9.17645 0.0000 

CointEq(-1) 
-0.50771*** 0.09255 -5.48582 0.0000 

 

Sensitivity analysis F-statistics p-value    

RESET Test 0.234801 0.6324   

LM 0.107444 0.8986   

Breusch-Pagan-Godfrey 2.001932 0.1034   

R-square 0.999    

Adj- R-Square 0.998    

F-statistics  2569.945    

DW 2.3943    

Note: ** and *** indicate the significance level at 5% and 1%, respectively. 436 

Once F-statistic confirmed the long-run cointegration through both of the techniques, the long-437 

run estimation from ARDL model can be used for interpretation. Similarly, the F-statistic and 438 

Johansen Cointegration results have confirmed the cointegration among CO2 emissions, 439 



innovation, economic growth, foreign direct investment, energy consumption and trade openness 440 

in context of India. Therefore, the long-run results from ARDL bound testing are being used for 441 

interpretation. Table 6 shows the results estimated through ARDL bound testing approach under 442 

AIC lag selection criteria. The relationship between FDI and CO2 emission is significant at 5% 443 

level. The coefficient is negative which is indicating that higher the FDI will result in lower the 444 

CO2 emissions. Based upon the coefficient, it can be said that in context of India, 1% increase in 445 

FDI will result in 0.03% decrease in CO2 emissions. Even though, it’s a very small effect but the 446 

negative coefficient tells that somehow the foreign direct investment may results in decreasing 447 

CO2 emissions in India. The relationship between EG and CO2 emissions is significant at 1% 448 

level and coefficient is positive. Results indicate that 1% change in economic growth will 449 

outcome in 0.60% growth in CO2 emissions. These show that rapid economic growth of India 450 

has brought huge increase in CO2 emissions which have worsened the environment of India and 451 

its surrounding countries. It shows that India has not reached the EKC turning point of income 452 

level, and thus economic growth is resulting in huge CO2 emissions which are creating 453 

environmental degradation. Moreover, the relationship between innovation and CO2 emission is 454 

significant at 5% level. The coefficient is negative which is indicating that higher the rate of 455 

innovation will result in lower the CO2 emissions. Based upon the coefficient, it can be said that 456 

in context of India, 1% increase in innovation level will result in 0.13% decrease in CO2 457 

emissions. Even though, it’s a small effect but in the long-run it provides a guiding significance 458 

for concerned authorities. Further, the results from the effects of trade openness on CO2 459 

emissions are significant at 5% level and the coefficient is also positive similar to economic 460 

growth. It shows that about 1% increase in trade is resulting 0.11% growth in CO2 emissions. It 461 

can be stated that India is achieving more trade and economic growth at the cost of 462 

environmental degradation. Finally, the results from the effects of energy consumption on CO2 463 

emissions are significant at 1% level and the coefficient is also positive similar to economic 464 

growth and trade openness. It shows that about 1% increase in energy consumption is resulting 465 

2.06% growth in CO2 emissions. It can be stated that the main culprit behind increasing CO2 466 

emissions in India is energy consumption. India is achieving more trade and economic growth at 467 

the cost of environmental degradation. This study also uses Iterative GMM and FMOLS methods 468 

for robust analysis. These both techniques cover the issue of endogeneity problem among the 469 



variables (Dogan & Seker, 2016; Fei et al., 2011; Sinha et al., 2019). Table-7 represent the 470 

results of Iterative GMM and FMOLS methods.  471 

Table-7 Iterative GMM and FMOLS methods results 

 Iterative GMM FMOLS 
Variables Coefficient z-Statistic Coefficient t-Statistic 
ln FDI -0.685*** -8.46 -0.058*** -2.905 
ln GDP 9.084*** 12.20 1.202*** 7.623 
ln INN -2.399*** -6.04 -0.200*** -2.846 
ln TO 2.383*** 3.45 0.272*** 0.016 
ln ENG 11.178*** 13.31 3.028*** 0.005 
Note: *** indicate the significance level 1% 

Once, the long-run coefficients of cointegration equation has been estimated, the next step is to 472 

measure error correction term (ECT). In this study, an ARDL based error correction model is 473 

estimated to study the short-run dynamic adjustment relation of explanatory variables with CO2 474 

emissions as it can be seen in equation 7.  475 

In the short-run model, equation 7,  represent error correction term and  is used for its 476 

coefficient. When the equilibrium relationship among the variables deviates from its long-run 477 

equilibrium path, the ECT is basically the adjusted time that model will take to reach back to its 478 

equilibrium state in the long-run. The error correction model employing ARDL approach used to 479 

measure the short-run dynamic relationship among CO2 emissions, innovation, foreign direct 480 

investment, trade openness and economic growth. The results are shown in table 6. The influence 481 

of foreign direct investment on CO2 emissions is insignificant in the short run, which shows that 482 

the foreign investment in India is coming to those sectors those are not harmful for the 483 

environment in the short run. The relationship of economic growth and CO2 emissions is also 484 

negative in the short run, and insignificant. The short-run coefficient of the influence of 485 

economic growth on CO2 emissions is smaller and negative as compare to the long-run 486 

coefficient that is positive, which shows that India is trying to reduce the impact of economic 487 

growth on CO2 emissions through effective policies in the short-run. It can be seen that the 488 

coefficient of innovation on CO2 emissions is negative, but insignificant. Even though, results 489 

are insignificant in the short-run, but the negative coefficient indicate that innovation is 490 

beneficial to deal with environmental pollution via decreasing CO2 emissions. Thus, attracting 491 

more foreign direct investment and boosting innovation can trigger India toward low carbon 492 



economy. Trade openness also has negative impact on CO2 emissions, and it is significant at 1% 493 

level. However, the short-run coefficient is opposite to the long-run coefficient, indicating that 494 

India is trying to reduce the impact of trade openness on CO2 emissions through effective 495 

policies in the short-run. In context of energy consumption variable, the similar trend has been 496 

seen in short run and long run. It is worth mentioning that coefficient of error correction term 497 

(ECT) is negative and significant at 1% level. A negative coefficient of error correction term 498 

(ECT) indicates the viability to achieve long-term equilibrium. The coefficient of ECT shows the 499 

rate of adjustment back to long-run equilibrium path. Based upon the estimations, it can be said 500 

that when economy fluctuates from its equilibrium path, CO2 emissions can return to a long-run 501 

equilibrium. The ECT coefficient 0.51 shows that 51% adjustments occur during a year.  502 

Once the model has been developed and coefficients have been estimated, it is highly significant 503 

to check the appropriateness and stability of the model. To this end, to check the overall fitting of 504 

the model we used RESET test, LM test, Breusch-Pagan-Godfrey, R2, Adjusted R2, F-statistic 505 

and Durban Watson test. The values R2 and Adjusted R2 closer to 1 and significant F-statistic 506 

represent the overall fitting of the model is appropriate. The Durban Watson statistics also 507 

indicate that model is correctly specified. To determine the serial correlation in estimated model, 508 

we employed Breauch-Godfrey LM test. The insignificant results of Breauch-Godfrey LM test 509 

have confirmed that there is no serial correlation. Null results of Jarque-Bera test confirm the 510 

normality. Finally, Breusch-Pagan-Godfrey heteroscedasticity null is no heteroscedasticity. 511 

Overall, it can be stated that model is appropriately specified and the results can be used for 512 

policy formulation. To check the stability of the coefficients, we employed CUSUM and 513 

CUSUMSQ introduced by Brown et al., (1975). 514 

 515 
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Figure 1. CUSUM graph based on time series data of year 1985-2017 517 
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Figure 2. CUSUMSQ graph based on time series data of year 1985-2017 519 



The stability of the coefficients was investigated using CUSUM and CUSUMSQ. The null 520 

hypothesis of the graphs was model is correctly specified and parameters are stable. And the 521 

alternative hypothesis was used to represent parameters are not stable. The null hypothesis was 522 

designed using mechanism of (Brown et al., 1975) which state that if graph remains within the 523 

bounds at 5% significant level then model can be said as correctly specified and coefficients are 524 

stable. On the other hand, if graph doesn’t remain within the bounds at 5% significant level, it 525 

can be stated that coefficients are not stable. Figure 1 and 2 represent the CUSUM and 526 

CUSUMSQ respectively for the estimated model. It can be seen that graph remains within the 527 

bounds at 5% significant level which further confirms stability of the coefficients and the 528 

reliability of the estimates.  529 

Table 8. VECM Granger Causality Results 530 

 ∆lnCO2 ∆lnFDI ∆lnGDP ∆lnINNO ∆lnTO ∆lnENG ECT-1 

∆lnCO2  0.0169 

(0.9832) 
3.4142** 
(0.0482) 

5.0332** 
(0.0142) 

2.8401* 
(0.0766) 

3.50912** 
(0.0448) -0.5290*** 

[-3.4598] 

∆lnFDI 0.3798 
(0.6877) 

 
0.7826 
(0.4677) 

0.52797 
(0.5960) 

1.6733 
(0.2072) 

1.3587 
(0.2746) 

-0.8171*** 
[-3.6563] 

∆lnGDP 0.0133 
(0.9868) 

0.3003 
(0.7431) 

 
4.5016** 
(0.0210) 

0.27945 
(0.7584) 

0.6568 
(0.5269) 

-0.0429 
[-0.2962] 

∆lnINNO 2.0968 
(0.1431) 

1.0721 
(0.3569) 

0.2704 
(0.7651) 

 
5.0877** 
(0.0137) 

4.0832** 
(0.0287) 

-0.7946*** 
[-4.3938] 

∆lnTO 2.7794* 
(0.0805) 

2.9435* 
(0.0704) 

3.0032* 
(0.0671) 

0.1080 
(0.8980) 

 
0.5820 
(0.5659) -0.3500** 

[-2.0783] 

∆lnENG 0.6360 
(0.5374) 

0.2287 
(0.7971) 

2.2291 
(0.1278) 

3.4584** 
(0.0466) 

2.3078 
(0.1195) 

 
-0.5076*** 
[-3.8691] 

 531 

Note, ∆ indicate the first difference, *, **, and *** indicate the significant level at 10%, 5%, and 1% respectively, t-532 
values are mentioned in brackets, and p-values are mentioned in parenthesis.  533 

 534 

VECM test results are represents in Table 8 which indicates the result of long-run and short-run 535 

causality. First, we discuss long-run causality relation among the variables and later we will 536 

discuss short-run results. As we can notice, the feedback relationship exists between emissions 537 

and FDI. The relationship between carbon emissions and innovation is bidirectional. It means 538 



that carbon emissions Granger causes innovation and in return innovation also Granger causes 539 

emissions at 1 percent significance level. Similar, the bidirectional relationship found between 540 

carbon emissions and trade openness. It implies that both affect each other in the long-run 541 

causality sense. Our results indicate a feedback link between carbon emissions and energy use. 542 

The similar relationship found between FDI and innovation for India. The association between 543 

FDI and trade openness is also bidirectional. FDI Granger causes energy consumption and in 544 

response, energy use also Granger causes FDI in the long-run. The relationship among 545 

innovation, trade openness, and energy use is bidirectional   at 1 and 5 percent significance level. 546 

A unidirectional relationship found is coming from GDP to emissions, FDI, innovation, trade, 547 

and energy use. 548 

In the short-run, a unidirectional link found which is coming from FDI, innovation, and energy 549 

use to carbon emission at 5 percent significance level. However, the relationship between 550 

emissions and trade openness is bidirectional. FDI Granger causes trade openness and this type 551 

of relationship is unidirectional. Similarly, innovation effects economic growth in the Granger 552 

sense, but economic growth Granger causes trade openness at 1 percent significance level. The 553 

results indicate unidirectional association is coming from trade openness to innovation. The 554 

bidirectional link exists between innovation and energy use.   555 

4.3. Discussion 556 

The impact of technological innovation on CO2 emission is found to be negative. Our results are 557 

consistent with the study of (Fernández et al., 2018), which has indicated that economic growth 558 

achieved through technological progress would result in reducing environmental pollution. The 559 

endogenous growth theory supports the argument, as the theory considers that technological 560 

progress improves the capability of a nation to replace the polluting resources with other 561 

environmentally friendly resources. Moreover, Cheng et al. (2018) also found similar thoughts 562 

and indicated that technical progress significantly influences carbon intensity among provinces 563 

in China. Due to the important role of technical progress, it can be believed that upgradation and 564 

optimization of industrial structure is conducive to reduce carbon emissions in the country. 565 

Zameer et al. (2020) indicated the role of green innovations for cleaner production in China 566 

which is conducive to upgrade industrial structure. Álvarez-Herránz et al. (2017) also indicate 567 

the role of innovations and highlighted the importance of energy innovations for the 568 



improvement of environmental quality. Further, Dauda et al. (2019) also found that technological 569 

advancement plays a significant role in pollution reduction. Our results are also in line with the 570 

studies of (Fernández et al., 2018; Long et al., 2018; Shahbaz et al., 2020; H. Wang & Ang, 571 

2018). However, our results are different from the study of Fan and Hossain (2018)which show 572 

that technological advancement has insignificant influence on CO2 emissions. 573 

The global research on the linkage of FDI and CO2 emissions has given a mixed empirical 574 

findings (Shahbaz et al., 2015). In addition, the studies of (Peng et al. (2016); C. Zhang and Zhou 575 

(2016)) most of the research related to FDI has been focused on developed countries and the 576 

research on exploring the linkage between FDI and carbon emissions in context of developing 577 

countries especially for India (one of the larger attracter of FDI) is relatively small. Similarly, 578 

our study extends the scholarly research and fills the said research gap. The assessment in this 579 

paper has indicated that foreign direct investment has a significant impact on carbon emission in 580 

India. Our results are in line with the previous studies of (Blanco et al., 2013; Salahuddin et al., 581 

2018) which indicated that FDI stimulate the carbon emissions. Our results are also in similar to 582 

the study of Bakhsh et al. (2017) that has shown that FDI has significant negative impact on 583 

carbon emissions in Pakistan. Our results are in contrast with the study of Merican et al. (2007) 584 

which found that there is no impact of foreign direct investment on carbon emission in context of 585 

Singapore. Our results are also contrary with the study of Hille et al. (2019) explored the impact 586 

of FDI on air pollutions in Korea and found that FDI stimulates regional economic growth and 587 

reduces air pollution.  588 

The results further shown that economic growth stimulate CO2 emissions in India. Our results 589 

are consistent with the recent studies of (Y. Chen et al., 2019; Yasmeen et al., 2020). This shows 590 

that rapid economic growth of India has brought huge increase in CO2 emissions which has 591 

worsened the environment of India and its surrounding countries. It shows that India has not 592 

reached the EKC turning point of income level, and thus economic growth is resulting in huge 593 

CO2 emission, which is creating environmental degradation. Finally, the results from the effects 594 

of trade openness on CO2 emissions are also significant positive similar to economic growth. Our 595 

results are similar to the studies of (Munir & Ameer, 2018; Shahzad et al., 2017; Stretesky & 596 

Lynch, 2009) that show carbon emissions and trade has positive relationship. However, our 597 

results are contrary to the study of (Shahbaz, Tiwari, and Nasir (2013)) which indicate that trade 598 

openness improves environmental quality. 599 



5. Conclusion and Policy Implications 600 

The study employed ARDL technique to explore the nexus of innovation-environment and 601 

growth in India. The long-run and short-run estimations of the results have indicated that 602 

technological innovation has significant negative impact on CO2 emissions. It shows that for 603 

India, increasing the level of technological advancement is conducive for reducing CO2 604 

emissions. Further, the impact of foreign direct investment on CO2 emissions is significant in in 605 

the long-run. These significant results of the effects of foreign direct investment on CO2 606 

emission in the long run give some guiding significance. Similarly, the negative coefficients tell 607 

that to some extent the foreign direct investment may results in decreasing CO2 emissions in 608 

India. Moreover, the relationship between economic growth and CO2 emissions is significant and 609 

coefficient is positive. This shows that rapid economic growth of India has brought huge increase 610 

in CO2 emissions which have worsened the environment of India and its surrounding countries. 611 

It shows that India has not reached the EKC turning point of income level, and thus economic 612 

growth is resulting in huge CO2 emission, which is creating environmental degradation.  613 

 614 

Further interrogation of empirical findings show that the short-run coefficient is lower and 615 

negative compared to the long-run coefficient which means current economic growth has 616 

lowered the emissions level. Thus, it can be concluded that India current economic growth is 617 

better for the environment compared with the economic growth in the past. Moreover, the results 618 

from the effects of trade openness on CO2 emissions were significant with positive coefficient. It 619 

can be concluded that India is achieving more trade and economic growth at the cost of 620 

environmental degradation in the long run. Finally, the results from the effects of energy 621 

consumption on CO2 emissions are significant and positive similar to economic growth and trade 622 

openness. The effect is highest compared with other factors; therefore, it can be concluded that 623 

the main reason behind increasing CO2 emissions in India is energy consumption. Moreover, 624 

India is achieving more trade and economic growth at the cost of environmental degradation. 625 

 626 

Based on the results of the study, certain policy implications emerge. In order to devise a policy 627 

framework, the policymakers first target the energy consumption pattern, as this is the primary 628 

driver of economic growth. The government should consider a phase-wise transition of fossil 629 

fuel-based energy solutions to renewable energy solutions, and in this pursuit, the policymakers 630 



should target the households in the first phase, and the industrial sector in the second phase. In 631 

the first phase, the households can be provided with the renewable energy solutions at a pro-rata 632 

discounted rate, based on the income level of that particular household. This particular initiative 633 

by the government might lead to incurring of losses, which might be recovered in the second 634 

stage. In this stage, the industrial sector will be provided with renewable energy solutions, which 635 

will be priced comparatively higher than those of the households. The pro-rata rate of the 636 

solutions will be based on the level of environmental degradation caused by those industries, or 637 

firms, in specific. For acquiring these solutions, the availability of credit will ascertained by the 638 

financial institutions, and rate of interest on the credit will also depend on the carbon footprint of 639 

the firm. This mechanism will act as a sin tax for fossil fuel-based solutions, and this will 640 

gradually encourage the firms to use renewable energy solutions. 641 

While these initiatives will be put in place, it should be remembered that it might not be possible 642 

for the existing renewable energy infrastructure to cater to the demand for renewable energy, as 643 

the fossil fuel solutions will be replaced gradually. In such a situation, the capability for R&D in 644 

the nation might be utilized for the development of renewable energy solutions, so that those can 645 

be deployed across the nation. Until these endogenous solutions are in place, the policymakers 646 

should rely on the trade route and FDI for technology transfer. These initiatives should be 647 

complementary to the policy initiatives carried out in first two phases. Following the FDI route, 648 

the government should ponder upon the technological developments carried out by the 649 

international firms, so that those can be used in the manufacturing processes in India. Moreover, 650 

the international firms already operating in India should be asked to contribute towards the 651 

initiative to promote renewable energy solutions. Though in this process, firms might incur some 652 

short term losses owing to the higher implementation and replacement costs, it might provide 653 

them with a long-term sustainable solution. In order to sustain this solution, the government 654 

should restrict the trade route for importing polluting technologies. Also, gradual development of 655 

endogenous R&D-based renewable energy solutions might prove to be a viable replacement for 656 

the crude oil import. Majorly the crude oil import in India has an impact on economic growth 657 

and environmental quality, and the import substitution for crude oil might encourage the firms to 658 

choose renewable energy solutions. Thereby, FDI and trade route might be able to complement 659 

the policy decisions. 660 



In order to bring a legislative dimension in the policy framework, government might necessitate 661 

the enforcement of environmental regulations for bringing down the level of environmental 662 

degradation. Along with these legislations, the government should also monitor the level of 663 

energy efficiency maintained by the industries, and replicate the best practices across the nation. 664 

While recommending this initiative, it should also be remembered that the laws and legislations 665 

might provide the desired output, when the primary policy framework is in the place. Lastly, the 666 

government should encourage trade in services, as the carbon footprint of this industry is 667 

comparatively lower than that of the manufacturing sector. 668 
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