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Abstract

Since around 2000, U.S. aggregate productivity growth has slowed and product

market concentration has risen. To explain these facts, I construct a measure of inno-

vativeness based on patent data that is comparable across firms and over time and

show that small firms make innovations that are more incremental in the 2000s com-

pared to the 1990s. I develop an endogenous growth model where the quality of new

ideas is heterogeneous across firms to analyze the implications of this finding. I use a

quantitative version of the model to infer changes to the structure of the U.S. economy

between the 1990s and the 2000s. This analysis suggests that declining innovativeness

of market laggards can account for about 40 percent of the rise in market concentration

over this period and the entire productivity slowdown. Strategic changes in firms’

R&D investment policies in response to the decreased likelihood of laggards making

drastic improvements significantly amplify the productivity slowdown.
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1 Introduction

After a boom in the 1990s, U.S. productivity growth began to decline in the early 2000s

and industry leaders began capturing an increasingly large share of sales across many

sectors of the economy. In this paper I illustrate a new mechanism that explains both

of these trends, along with patterns of increasing profitability, increasing productiv-

ity differences, and a declining rate of market leadership turnover in U.S. industries.

This mechanism is the declining ability of laggard firms to catch and overtake market

leaders through innovation.

To support the existence of this mechanism in the data, I show that patent quality,

one measure of innovativeness, has fallen sharply among smaller firms since 2000

after a boom in the 1990s. This fact is robust to using market-based measures of patent

value or measures of the social value of firms’ patents using citation counts. It is also

a broad based phenomenon, spanning many sectors of the economy, though it is most

pronounced in high tech sectors. I also show that there has been less turnover in

market leadership in many industries since 2000.

To understand how leaders (the largest firm in terms of sales in each industry) and

laggards (other, smaller firms) respond to diminished opportunities for laggard firms

to grow through innovation, and the effect of these responses on aggregate growth,

I develop and estimate a general equilibrium, quality ladder model of directed inno-

vation along the lines of Aghion et al. (2001). There are a continuum of industries

populated by two incumbent firms producing differentiated goods. Incumbent firms

can improve their varieties through innovation. Each industry also contains a com-

petitive fringe of firms with the ability to imitate whichever incumbent has the lower

quality variety. Market concentration, measured as the market leader’s share of in-

dustry sales, is high when the quality difference between the two incumbents’ product

varieties is large.

Unlike Aghion et al. (2001), the model accommodates the possibility that laggard

firms have an “advantage of backwardness,” allowing them to improve their variety

more drastically than market leaders do when they innovate. A model parameter gov-

erns the extent of laggard firms’ advantage of backwardness. Other model parameters

capture alternative explanations for rising market concentration, slowing productiv-

ity growth, or both, that have been suggested in the literature such as slowing knowl-

edge diffusion or entry rates, increasing product differentiation, rising market power,

and declining real interest rates.
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To infer the relative importance of different changes to the U.S. economy in ex-

plaining these trends, I estimate the model parameters for two steady states to match

data on concentration, productivity growth, the profit share, patent quality, the rate

of turnover in market leadership, aggregate R&D expenditures, and R&D expendi-

tures at the firm level for the U.S. in two separate periods, the 1990s and the 2000s.

This exercise suggests a dominant role for the parameter governing laggard firms’

advantage of backwardness to explain rising concentration and slowing productivity

growth compared to other explanations.

I then use the quantitative model to explore the channels through which laggards’

declining patent quality alone can explain trends in concentration and productivity

growth. When laggards firms’ advantage of backwardness declines, these firms re-

spond to a lower chance of attaining market leadership by investing less in research

and development. Facing a diminished probability of being overtaken, market lead-

ers invest slightly more. Together, these decisions lead to larger average quality differ-

ences between leaders and laggards in steady state. The model has a direct mapping

from quality differences to leaders’ market shares and markups such that sales con-

centration and the profit share of total output also rise. This change explains about

40 percent of the observed rise in concentration between the 1990s and the 2000s, and

about 25 percent of the increase in the profit share.

Laggards’ declining patent quality also has implications for productivity growth

in the model. The source of endogenous growth in the model is quality improvements

to the differentiated products that firms produce. Making laggards’ quality improve-

ments more incremental generates a productivity slowdown through two channels.

One is direct: even if firms devoted the same resources to research and development,

the economy would grow more slowly because average quality improvements are

smaller than before. Second, there is a strategic effect that amplifies the productivity

slowdown: because of the relocation of R&D expenditures in the economy towards

market leaders, whose innovations tend to be more incremental, the economy grows

even more slowly than before. According to a growth decomposition exercise, this

latter force accounts for roughly half of the productivity slowdown in the model.

Quantitatively, the estimated decline in laggards firms’ advantage of backwardness

generates a productivity slowdown in the model of a similar magnitude to the slow-

down observed in the U.S.1

1The fact that changing innovativeness alone can explain the entire productivity slowdown does not rule

out other explanations that have been proposed, since there may be forces working to increase productivity

3



Finally, I discuss how the model predictions are consistent with patterns of widen-

ing productivity gaps within sectors, rising markups, sector level correlations be-

tween the productivity slowdown and rising concentration, and the fact that industry

leaders conduct a larger share of total industry R&D in the 2000s than in the 1990s.

Related Literature and Contribution This paper contributes a novel mechanism to

the large and growing literature linking trends in concentration, productivity growth,

and business dynamism using models of endogenous growth. Many of these pa-

pers emphasize the increasing importance of intangible assets and information and

communications technology (ICT) as a possible explanation (Aghion et al. (2019a),

de Ridder (2020), Corhay, Kung, and Schmid (2020)). Non-technological explanations

include demographic changes (Hopenhayn, Neira, and Singhania (2018), Peters and

Walsh (2019), Karahan, Pugsley, and Sahin (2019), Engbom (2019), Eggertsson, Mehro-

tra, and Robbins (2019), Bornstein (2018)) or declining real interest rates (Liu, Mian,

and Sufi (2019), Chatterjee and Eyigungor (2019)). The most closely related explana-

tion is the one in Akcigit and Ates (2020) and Akcigit and Ates (2019) that diffusion

of knowledge from leaders to laggards is slowing down, either because of ICT and

the increasing importance of data in firms’ production processes or because of anti-

competitive use of patents.

Rather than emphasizing particular features of information technology, the theory

presented here instead hypothesizes that general purpose technologies (GPTs) may

affect firm dynamics and market structure in addition to raising aggregate produc-

tivity growth. Past fluctuations in patent quality and productivity growth have been

attributed to waves of innovation due to the arrival of new GPTs (Kelly et al. (2018);

Kogan et al. (2017)). Bresnahan and Trajtenberg (1995) note that GPTs are applica-

ble in a wide range of sectors and exhibit innovational complementarities, meaning

that they increase the productivity of downstream research and development efforts.2

Given the new evidence presented here on heterogeneity in patent quality across firms

and time, I argue that these innovational complementarities appear to be stronger for

smaller firms than for market leaders.3

Most neo-Schumpeterian growth models assume goods within sectors are perfect

substitutes so that each sector has just one producer in each period (see Klette and

growth that the model does not capture such as population growth, entry, improvements in human capital,

and globalization.
2See Brynjolfsson, Rock, and Syverson (2018) for further discussion.
3See Section 2.2 for further discussion.
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Kortum (2004), Lentz and Mortensen (2008), Acemoglu and Cao (2015), and Akcigit

and Kerr (2018), for leading examples). Because of this, these models are not well-

suited to address industry-level moments such as sales concentration. Introducing a

duopoly (plus a competitive fringe) allows me to make unified predictions both about

market concentration at the industry level and firm-level innovation rates, and makes

not only markups but also sales concentration within sectors an endogenous outcome

of the innovation process.

The duopoly formulation also brings together previously distinct strands of liter-

ature in macroeconomics concerned with (i) slowing growth (ii) changes in market

structure and potentially market power and (iii) superstar firms. Strands (ii) and (iii)

typically rely on opposing assumptions. According to the literature on rising mar-

ket power, incumbent firms exercise greater pricing power now than in the past and

this is reflected in rising markups and profitability (de Loecker, Eeckhout, and Unger

(2020), Barkai and Benzell (2018)). On the other hand, the literature on superstar firms

contends that greater import competition and greater consumer price sensitivity due

to better search technology like online retail have increased competitive pressures and

reduced the market power of incumbent firms, resulting in reallocation to the most

productive (superstar) firms (Autor et al. (2020)). The model resolves this seeming

contrast by demonstrating how markups can rise at the same time as there is realloca-

tion to relatively more productive firms without any changes at all to consumer pref-

erences or the aggregate production function. The model is also consistent with the

finding of Kehrig and Vincent (2020) that being a superstar firm is a temporary rather

than permanent status. In the model, the relative advantage of high value added firms

grows in the 2000s and the average duration of these “shooting star” spells increases,

but these firms are eventually displaced by competitors.

The model’s industry structure with imperfect substitutes makes it possible to

quantitatively compare explanations for increased markups and profits in recent years

to the superstar firm hypothesis that greater price sensitivity has sparked reallocation

to large, productive firms. Within the model, neither story matches the data as well

as a decline in laggards’ patent quality, though I show that the static superstar firm

experiment generates a productivity slowdown alongside rising concentration in the

estimated model. To my knowledge, this is the first dynamic version of Autor et al.

(2020) with endogenous productivity growth.

The finding that laggards’ patent quality has declined since 2000 is consistent with

Bloom et al. (2020), who show that despite increasing inputs (expenditures, workers)
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to R&D, outputs in terms of productivity improvements have declined using a vari-

ety of case studies. Anzoategui et al. (2019) also identify a decline in R&D productiv-

ity using indirect inference in a DSGE model with endogenous productivity growth.

Several empirical papers have also documented that laggard firms are less likely to

overtake market leaders in recent years (Bessen et al. (2020), Pugsley, Sedlacek, and

Sterk (2020), Andrews, Criscuolo, and Gal (2016)). This paper sheds more light on the

channel through which this happens: I estimate a mild decrease in the cost per patent

to explain rising expenditures on R&D over this period, but also a large decrease in

the average contribution of a new patent to the value of the firm for laggard firms.4

Finally, many papers have studied rising concentration and the productivity slow-

down (Hall (2015), Syverson (2017)) in isolation from one another. Rising concen-

tration is mainly a within-sector phenomenon (Hsieh and Rossi-Hansberg (2020))

that is occurring at the national/product market level rather than at the local level.5

The finding that market concentration is rising is robust to the inclusion of foreign

firms (Covarrubias, Gutierrez, and Philippon (2019)) or more sophisticated methods

of identifying firms’ direct competitors (Pellegrino (2020), using data from Hoberg

and Phillips (2010)).

A variety of explanations for rising sales concentration have been proposed, from

the introduction of ICT that creates winner-take-all markets and enables the growth of

superstar firms (Bessen (2017), Crouzet and Eberly (2018), van Reenen (2018)), to ex-

cessive regulations that erect barriers to entry and create unnatural monopolies (Co-

varrubias, Gutierrez, and Philippon (2019)), to increased mergers and acquisitions

activity, possibly due to weak antitrust enforcement (Grullon, Larkin, and Michaely

(2019)). This paper complements these hypotheses by contributing a novel mecha-

nism that, according to the quantitative exercise, explains around 40 percent of the

rise in concentration.

4Contemporaneous work by Cavenaile, Celik, and Tian (2020) estimates an endogenous growth model

with incumbents and a competitive fringe with step by step innovations and finds that declining R&D pro-

ductivity of small firms can explain a large share of the rise in concentration and the productivity slowdown.

The advantage of allowing for patent quality heterogeneity and including new data on patent quality as a

target for the estimation is that I can separately identify changing costs and changing output of R&D.
5In fact Berger, Herkenhoff, and Mongey (2019) and Rossi-Hansberg, Sarte, and Trachter (2020) find

evidence that local sales concentration has fallen over this period.
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2 Empirical Motivation

I first review aggregate trends in productivity growth and market concentration to

motivate the analysis. I then show that innovativeness has declined relative to the

1990s along various metrics, particularly for laggard firms, and discuss potential causes.

Finally, I show that laggard firms are less likely to catch up to the leading firm in their

industry to become the sales leader now than in the past.

2.1 Market Concentration and Productivity Growth

To establish the main empirical motivation for the paper, Figure 1 plots the average

market leader’s share of total industry sales in Compustat and the total factor pro-

ductivity growth rate. Among U.S. public companies, market concentration has risen

significantly since the late 1990s.6 The average market leader’s sales share within

narrowly defined 4-digit Standard Industrial Classification (SIC) industries has risen

from around 40% in the l990s to over 50% in 2017. Total factor productivity growth

averaged about 1.7% between 1994 and 2003, but slowed to about 0.5% between 2004

and 2017.

According to the standard Olley and Pakes (1996) decomposition, aggregate total

factor productivity growth could be slowing down for two reasons. First, average TFP

growth across all firms could be slowing down. Second, reallocation to the most pro-

ductive firms (i.e. the covariance of sales share and productivity) could be slowing

down. Baqaee and Farhi (2020) show that within-firm growth has contributed very

little to aggregate TFP growth since the late 1990s. Broad-based below-trend produc-

tivity growth, not increasing misallocation among U.S. firms, seems to be driving the

aggregate slowdown, lending support to explanations focusing on the incentives of

existing firms to improve productivity, like the hypothesis I propose here.

2.2 Trends in Patent Quality

Economists have long relied on patents as an observable proxy for innovativeness

(Griliches (1998)). The most commonly used measure of patent quality, counting the

number of forward citations a patent receives from future patents, shows substantial

6See Grullon, Larkin, and Michaely (2019) and Council of Economic Advisers (2016) for overviews of

trends in market concentration. More than 75% of U.S. industries have experienced an increase in the

Herfindahl-Hirschman index.
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Figure 1: Average market share of largest firm (by sales) in 4-digit SIC industries from

Compustat (weighted by industry sales); utilization-adjusted total factor productivity

(TFP) growth from Fernald (2014), three year moving average.

heterogeneity in quality in the cross section of patents, with a few patents receiving

many citations and most receiving none or just a few (Akcigit and Kerr (2018)).

Recent evidence using alternative measures of patent quality also points to sub-

stantial changes in average quality over time. For example, Kelly et al. (2018) create

a text-based measure of patent quality, identifying “breakthrough” patents as those

patents where the patent’s text differs from the text of past patents but is similar to

the text of future patents. This measure has the advantage of covering a longer time

series (1860-present) than citation based measures (1940-present). Using this measure,

Kelly et al. (2018) find that periods with high average patent quality coincide with

the discovery of new general purpose technologies, including the ICT revolution in

the 1990s, consistent with Bresnahan and Trajtenberg (1995)’s theory of “innovational

complementarities” between general purpose technologies and inventions in other

sectors of the economy.7 The most recent wave of high patent quality driven by ICT

began to subside in the late 1990s according to this measure (see Appendix A.2).

To explore heterogeneity in the decline in patent quality across firms, I use a mea-

sure of patent value from Kogan et al. (2017) that estimates the market value of all

7See Helpman (1998) and Aghion, Akcigit, and Howitt (2014) for reviews of the study of GPTs.
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patents issued in the U.S. and assigned to public firms from 1926-2010 using firms’

excess stock returns in a window around patent approval dates to infer the market

value of the patent.8,9 This measure has the advantage of capturing the private value

of the patent to the firm, which will determine firms’ investment decisions in the

model.

In the model presented in section 3, firms make innovations that grow the qual-

ity of their product variety by a random amount. I use the dollar value estimates of

Kogan et al. (2017) to construct a measure of each public firm’s “patent stock” as the

cumulative value of all past patents, intuitively corresponding to the current knowl-

edge or quality embodied in the firm’s product(s).10,11 From 1980 to 2017 this measure

covers 1,339,541 patents issued to 4,360 different U.S. public firms. With this measure

of the patent stock in hand, I define patent quality as the marginal contribution of a

new patent to the total value of the firm’s existing patent stock. Figure 2 plots the

average of this measure over time, splitting the sample into market leaders (largest

firms by sales in 4-digit SIC industries) and followers (all other firms).

Figure 2 illustrates the two key facts for the subsequent analysis:

1. Smaller firms have higher patent quality than market leaders on average.

2. Smaller firms’ patent quality rose from 1990 to 2000, but has declined signifi-

cantly since 2000.

Fact 1 is related to a large debate on the relative innovativeness of large versus

small firms (see Akcigit and Kerr (2018)). Typically this debate centers on small star-

tups versus large companies with more than 500 employees (more than 72% of obser-

vations in the sample of patenting firms in Compustat have more than 500 employ-

8I use updated data through 2017 from Noah Stoffman’s webpage:

https://github.com/KPSS2017/Technological-Innovation-Resource-Allocation-and-Growth-Extended-

Data.
9Kelly et al. (2018) document the strong correlation between the market- and text-based measures at

the patent level as well as the correlation of these measures with forward citation-weighted measures. All

three measures show a sharp uptick in average patent quality and in the right tail during the 1990s and a

subsequent decline beginning in the late 1990s.
10Construction details in appendix A.1.
11Some depreciation can be applied to the patent stock measure. For example Peters and Taylor (2017) use

the Bureau of Economic Analysis’ R&D expenditure depreciation rates by sector, ranging from 5-20% per

year to construct a measure of firms’ intangible capital stock. Applying depreciation rates in this range in-

creases the level of the estimated quality improvements but does not affect the magnitude of the slowdown

or the differential decline between leaders and laggards.
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Figure 2: Contribution of average new patent to value of filing firm’s existing stock of

patents, using estimated patent values from Kogan et al. (2017). Leader indicates sales

leaders in 4-digit SIC industries and followers are all other firms.

ees). My finding is that even among firms that are large relative to the entire firm size

distribution, there are differences in patent quality by size (measured by sales) within

industries. Arguments supporting the greater innovativeness of smaller firms should

still be relevant even among public firms: managers at smaller firms tend to be more

flexible and to be closer both to customers and to researchers within the firm, enhanc-

ing their ability to allocate spending to more productive projects (Knott and Vieregger

(2016)). Rosen (1991) develops a model to explain why smaller firms within sectors

make a disproportionate share of major innovations. In the model, large firms find

it optimal to focus on innovations that are complementary to their existing products

and processes to avoid Arrow (1962)’s replacement effect. Small firms instead choose

to allocate funds toward developing revolutionary technologies, having more to gain

in post-innovation rents from doing so.

Fact 2 is new. The patented innovations of relatively smaller firms seem to be more

incremental recently than they were in the 1990s. One candidate explanation is that,

because this is a market-based measure, investors are internalizing the fact that it is

harder for non-leading firms to make a dent in the advantage of their leading com-

petitor than before, perhaps because of anti-competitive practices of market leaders
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or because of the rise of platform-based technologies. It’s not possible to fully rule

this out, but constructing a similar measure of patent quality based on forward cita-

tion counts instead of dollar values shows a similar decline beginning in 2000 (see

Appendix A.2). If this was the case and nothing else changed we might expect to see

a wedge opening up between the private and social value of laggards’ patents, but in

fact both declined, perhaps pointing towards technological explanations.

Another possible explanation for fact (2) is that general purpose technologies, or

at least ICT, have greater complementarities with some types of firms than others

(Jovanovic and Rousseau (2005) find that initial public offerings surge during GPT

waves, for example). Smaller firms, with greater flexibility and more incentive to in-

vest in riskier, disruptive ideas, may be better positioned to take advantage of the

gains associated with disruptive technologies. After the general purpose technology

has diffused through the economy, opportunities for disruption may lessen and lag-

gards’ improvements may become more incremental.12 Consistent with this idea, the

pattern of boom and bust in patent quality is more pronounced in high tech sectors

than in manufacturing, healthcare, or consumer good sectors, though the trend is

present to some extent across all four categories (see Appendix A.2).

The very sharp decline in laggards’ patent quality between 1999 to 2001 is worth

exploring. The only significant change to U.S. patent law in the late 1990s was the

American Inventor’s Protection Act of 1999 to publish most patent applications 18

months after filing.13 Previously, only approved patents were published. This change

might deter inventors who thought their patent was unlikely to be approved from

applying for a patent for fear that their idea would be published but they would not

get the exclusive rights to it. In that case one would expect the patent application

approval rate to rise. In fact, according to Carley, Hegde, and Marco (2015), the ap-

proval rate declined from about 70% in 1996 to 40% in 2005. Moreover, Graham and

Hegde (2015) find that firms given the option to opt out of this pre-grant disclosure

(U.S. firms that did not file any foreign versions of the same patent) chose to do so less

than 10% of the time.

The decline is also not likely driven by the dot-com bubble since the same pattern

appears in the citation-based measure of patent quality. It also does not appear to

be driven by the increasing age of public firms: this pattern appears even among

12Aum, Lee, and Shin (2018) find that the productivity boom from computerization had normalized by

2004.
13https://www.uspto.gov/about-us/news-updates/uspto-will-begin-publishing-patent-applications
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firms that have been public at least 20 years when the patent is issued (Appendix

A.2). Nor is it driven by ideas being embodied in multiple patents in recent years: the

same pattern is present in the annual patent stock growth rather than the marginal

contribution of each individual patent (Appendix A.2).

2.3 Declining Dynamism and Leadership Turnover

In the model presented in section 3, innovations drive growth in market share at the

expense of the firm’s competitor. Turning to this outcome, Figure 3 plots the fraction

of U.S. industries with a new sales leader each year to measure the frequency with

which smaller firms overtake the largest firm. This fraction has fallen from around

15% per year in the late 1990s to around 9% in recent years (see Bessen et al. (2020) for

a detailed empirical analysis of this phenomenon in the U.S. and Andrews, Criscuolo,

and Gal (2016) for a cross-country analysis).

Figure 3: Share of 4-digit SIC sectors in Compustat with a new sales leader each year.

Firm-level productivity data also shows that the “advantage of backwardness”

has fallen relative to the 1990s, consistent with the idea that it is now harder to catch

up through innovation than it was in the 1990s. Andrews, Criscuolo, and Gal (2016)

show that in a regression of firm-level productivity growth on a variety of explana-

tory variables, the coefficient on the lagged productivity gap to the most productive
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competitor has been declining over the 2000s, suggesting that distance to the produc-

tivity frontier is becoming a less important predictor of future productivity growth.14

Decker et al. (2016) also find that the right skewness of the firm-level productivity

growth distribution in the U.S. has declined over this period.

3 Model

To capture the effect of declining innovativeness of laggards firms, I develop a model

along the lines of Aghion et al. (2001) but building on models with heterogeneous

patent quality rather than step by step innovations (Akcigit, Ates, and Impullitti

(2018), Acemoglu et al. (2018), Akcigit and Kerr (2018)). Relative to Aghion et al.

(2001), I also introduce a competitive fringe of firms in each sector that constrains the

pricing behavior of the incumbents in order to match observed levels of concentration

in the data. The model features endogenous markups and each sector’s level of sales

concentration evolves over time as the result of innovation. The model will be used

to infer changes to the nature of the economy between the 1990s and the 2000s.

The model is of a closed economy in continuous time. There are three types agents:

a representative household, a representative final good firm, and firms producing

intermediate goods. This section presents the model going through the problem of

each type of agent in the economy, then analyzes the equilibrium of the model.

3.1 Households

A representative household consumes, saves, and supplies labor inelastically to max-

imize:

Ut =

∫ ∞

t

exp(−ρ(s− t))
C

1−ψ
s

1− ψ
ds,

subject to:

rtAt +WtL = PtCt + Ȧt,

where ρ is the discount rate, ψ is the inverse intertemporal elasticity of substitution,

Ct is consumption at time t, Wt is the nominal wage rate, and Pt is the price of the

14This empirical observation is endogenous according to the model, because it may be a result of both

structural change to catchup speeds and to the endogenously lower innovation effort by laggard firms since

their regression does not control for innovation effort (R&D investment).
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consumption good Ct. Households’ labor supply L will be normalized to 1 and there

is no population growth. Households own all the firms, and the total assets in the

economy At are:

At =

∫ 1

0

2
∑

i=1

(

Vijt + V e
ijt

)

dj,

where Vijt is the value of an incumbent intermediate good firm i in sector j at time t

and V e
ijt is the value of an entrant that can displace firm i in sector j at time t. These

value functions are explained in greater detail in section 3.3. rt is the rate of return on

the portfolio of firms. On a balanced growth path with constant growth rate of output

g this yields the standard Euler equation r = gψ + ρ.

3.2 Final Good Producers

The competitive final goods sector combines intermediate goods and labor to create

the final output good which is used in consumption, research, and intermediate good

production. The final good firm operates a constant return to scale technology:

Yt =
1

1− β

(∫ 1

0
K

1−β
jt dj

)

Lβ , (1)

where Kjt is a composite of two intermediate good firms’ products within sector j

described below. β determines both the elasticity of substitution across sectors ( 1
β

)

and the labor share. The final good firm’s problem of hiring sector composite goods

Kjt for j ∈ [0, 1] and labor is:

max
Kjt,L

Pt
1

1− β

(∫ 1

0
K

1−β
jt dj

)

Lβ −

∫ 1

0
PjtKjtdj −WtL.

The first order condition for sector j’s composite good given sector j’s composite price

index Pjt yields the following demand for sector j’s good:

Kjt =

(

Pjt

Pt

)− 1
β

L,

and the real wage is equal to the marginal product of labor:

β
Yt

L
=
Wt

Pt
.

To derive the demand curve for each intermediate good producer i within sector j

we need to define the sector composite goods Kjt explicitly:
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Kjt =
(

(q1jtk1jt)
ǫ−1
ǫ + (q2jtk2jt)

ǫ−1
ǫ

) ǫ
ǫ−1

, (2)

where qijt is the quality of firm i’s product at time t (equivalently as firm i’s produc-

tivity) and kijt is the output of firm i purchased by the final good producer.15 The

elasticity of substitution between product varieties in the same sector is ǫ.

The first order condition for the final goods firm’s problem yields the following

demand curve for firm i in sector j’s output:

kijt = qǫ−1
ijt

(

pijt

Pjt

)−ǫ(
Pjt

Pt

)− 1
β

L. (3)

That is, demand is increasing in the firm’s quality, decreasing in its price relative to

the sector j price index, and decreasing in the sector’s price index relative to the price

index in the economy as a whole.

3.3 Intermediate Goods Producers

Each intermediate good sector features competition between two large incumbent

firms with differentiated products and access to an R&D technology, plus a competi-

tive fringe that constrains the price-setting of the incumbents. Incumbents are period-

ically hit with exit shocks that cause them to be replaced by a new firm. This section

covers the static pricing game played by intermediate good firms and their dynamic

R&D investment decision.

3.3.1 Production and Price Setting

Production Intermediate goods producers purchase final goods to transform them

into differentiated intermediate goods. Each unit of intermediate output requires η <

1 units of the final good to produce. There are no other inputs to intermediate good

production.

Competitive fringe Each industry contains a competitive fringe of firms that is

able to produce a perfect substitute to the lower quality variety at marginal cost η.

I call the incumbent firm with lower quality the follower, or laggard, and the incum-

bent firm with higher quality the leader. When q1jt = q2jt, the fringe can produce

15I use quality and productivity interchangeably because final output is homogeneous of degree one in

either the qualities or the quantities of the intermediate goods firms’ products.
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perfect substitutes to both incumbents’ varieties. One way to micro-found this as-

sumption is by introducing a cost to filing and maintaining a patent that is sufficiently

high that only the leader, who exercises some additional market power by possessing

the higher quality and thus earns higher profits in duopoly competition without the

fringe, would be willing to pay. The follower then allows its patent to expire and faces

imitation by the fringe. Intuitively, this means that sectors in the model feature a high

quality variety like a brand name product and competition among other firms to pro-

duce a generic version of that sector’s product. The competitive fringe firms do not

have access to an innovation technology.

This assumption of the presence of a competitive fringe is not necessary to solve

the model, but makes it possible to match the average level of sales concentration

across sectors in the data and generates plausible predictions for profit shares as a

function of market shares (see Appendix A.4.) I solve a version of the model without

the competitive fringe in Appendix B.5 and replicate the main exercise in this setting.

The main results in section 4 are qualitatively unchanged.

Price setting Firms set prices a la Bertrand at each instant t. The presence of the

competitive fringe implies the follower must set its price pijt = η.16 Understanding

this, the leader chooses its price as a best response to the price set by the follower.

Dropping the subscript t, the pricing problem of technology leader i in sector j is:

max
pij

pijkij − ηkij ,

subject to the demand:

kij = qǫ−1
ij

(

pij

Pj

)−ǫ(
Pj

P

)− 1
β

L,

where

Pj =

(

2
∑

i=1

qǫ−1
ij p1−ǫij

)
1

1−ǫ

is sector j’s price index.

Let sij =
pijkij∑2
i=1 pijkij

denote firm i’s market share in sector j. Then the optimal

pricing policy for the market leader is:

pij =
ǫ− (ǫ− 1

β
)sij

ǫ− (ǫ− 1
β
)sij − 1

η. (4)

16I resolve the indeterminacy of which firm(s) produces the lower quality variety in equilibrium by hav-

ing the incumbent capture all sales of the lower quality variety so the fringe is not active in equilibrium.
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The optimal price is the standard one for two-layered constant elasticity of demand

structures (nested CES): a variable markup that rises in market share. This is easiest

to see for the two extreme cases where market share is 0 or 1. When market share is

0, the firm is atomistic with respect to the sector and charges a markup ǫ
ǫ−1 , the CES

solution for an elasticity of substitution equal to ǫ. On the other hand, if the market

share is 1, the firm only weighs the elasticity of substitution across sectors and sets

a markup 1
1−β > ǫ

ǫ−1 since products are less substitutable across sectors than within

sectors.

3.3.2 Innovation

Incumbent intermediate goods producers have access to a research and development

technology that allows them to choose an amount of research spending Rijt of the

final good to maximize the discounted sum of expected future profits. The decision

to model R&D as a process of own-product quality improvement by incumbents is

consistent with the evidence in Garcia-Macia, Hsieh, and Klenow (2019) that: (i) in-

cumbents are responsible for most employment growth in the U.S., and this share has

increased in recent years; (ii) growth mainly occurs through quality improvements

rather than new varieties; (iii) creative destruction by entrants and incumbents over

other firms’ varieties accounted for less than 25% of employment growth from 2003-

2013, consistent with earlier evidence from Bartelsman and Doms (2000).

Innovations arrive randomly at Poisson rate xijt which depends on research spend-

ing according to the function:

xijt =

(

γRijt

α

) 1
γ

q

1− 1
β

γ

ijt .

That is, since β < 1, at higher quality levels more research spending is needed to

achieve the same arrival rate of innovations x. γ and α are R&D technology parame-

ters.

Innovations improve the quality of the incumbent firm’s variety.17 Conditional on

innovating the size of the quality improvement is random. Formally, conditional on

innovating,

qij(t+∆t) = λnijtqijt,

17See Griliches (2001) for a survey of the relationship between R&D and productivity at the firm level

and Zachariadis (2003) for a leading empirical test.
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where λ > 1 is some minimum quality improvement and nijt ∈ ◆ is a random vari-

able. Note that each competitor improves over their own quality when they innovate,

rather than over the quality frontier.18 Initial qualities of all firms at t = 0 are normal-

ized to 1. Let Nijt =
∫ t

0 nijsds denote the total number of λ step improvements over a

product line i since the beginning of time. The technology gapmijt from firm 1 in sector

j’s perspective at time t is defined as:

q1jt

q2jt
=
λN1jt

λN2jt
≡ λm1jt .

Given λ, mijt parameterizes the relative qualities of the two firms within sector

j from firm i ∈ {1, 2}’s perspective, representing the number of λ steps ahead or

behind its competitor firm i is. mijt turns out to be the only payoff relevant state

variable for the incumbent firms. For tractability I will impose a maximal technology

gap m̄, but in calibrating the model I will set the parameters so that this maximal gap

rarely occurs in steady state. I assume that the only knowledge spillover between

incumbents in the model occurs when a firm at the maximal gap innovates. In that

case, both the innovating firm and its competitor’s quality increase by the factor λ,

keeping the technology gap unchanged but raising the absolute quality of the sector

composite good.

The probability distribution of possible quality improvements depends on the

firm’s current technology gap, consistent with the evidence in section 2 that patent

quality varies between market leaders and laggards. It is useful to instead imagine

firms draw a new position in technology gap space n ∈ {−m̄, . . . , m̄} when they in-

novate, rather than an absolute number of λ steps, though given n and m the number

of steps can be easily derived as n−m. As in Akcigit, Ates, and Impullitti (2018), I as-

sume there exists a fixed distribution ❋(n) ≡ c0(n+ m̄)−φ for all n ∈ {−m̄+1, . . . , m̄}

that applies to firms that are the furthest possible distance behind their competitor and

describes the probability that they move to each position in technology gap space. An

example is shown in the left panel of 4. The curvature parameter φ is critical in the

model and determines the speed of catchup by increasing or decreasing the relative

probability of larger innovations. A higher φ means a lower probability of these “rad-

ical” improvements.19,20 c0 is simply a shifter to ensure
∑

n❋(n) = 1.

Given this fixed distribution for the most laggard firm, the new position distribu-

18Luttmer (2007) provides an additional rationale for this type of assumption: entrants are typically small

and enter far from the productivity frontier, implying that imitation of other firms’ technologies is difficult.
19As noted by Akcigit, Ates, and Impullitti (2018), this formulation converges to the less general step-by-
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Figure 4: Examples of new position distributions for positions −m̄ and −m̄+ 1.

tion specific to each technology gap m > −m̄ is given by:

❋m(n) =







❋(m+ 1) +❆(m) for n = m+ 1

❋(s) for n ∈ {m+ 2, . . . , m̄}
,

where ❆(m) ≡
∑m

−m̄+1❋(n). This distribution is shown in the right panel of Figure

4 for a firm at gap −m̄ + 1. Simply put, all the mass of the fixed distribution on

positions lower than the current position m is put on one-step ahead improvements.

This formulation can capture the feature that laggard firms make larger improvements

than leaders on average.

3.3.3 Entry and Exit

Incumbent firms face a constant exit risk δe. If an incumbent is hit with this shock the

incumbent is replaced by an entrant that takes over the product line with the same

quality level (and thus technology gap to the other incumbent in the sector) as the

incumbent it replaces. This shock captures many reasons why incumbents may exit

or be displaced by entrants that are not directly related to the incumbent firms’ in-

novations such as adverse financial shocks, negative taste shocks for the incumbent’s

brand, expiration of the incumbent’s patent or knowledge diffusion as in Akcigit and

Ates (2020), or cost shocks to specific inputs used by the incumbent.

step model as φ→ ∞.
20The use of “radical innovation” in this paper to describe a relatively large quality improvement differs

from some other papers in the literature such as Acemoglu and Cao (2015) who use “radical innovation” to

refer to an entrant replacing an incumbent.
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3.3.4 Intermediate Goods Firms Value Functions

Turning to the firm value functions, I will show that the technology gapm ∈ {−m̄, . . . , m̄}

is sufficient to describe the firms’ pricing and innovation strategies, and that firm val-

ues scale in some function of their current product quality qijt.

The proof that pricing decisions and market shares depend only on mijt (and not

on the level of quality qijt) is in Appendix B.1 which shows that we can define p(m)

as the price set by a firm at gap m. Next consider the flow profits of an incumbent,

denoting the optimal price of the leader at technology gap m as p(m), and dropping

subscripts t and j for now:

π(m, qi) =







0 if m ≤ 0

(p(m)− η)ki for m ∈ {1, . . . , m̄}
.

Plugging in equation 3 for ki and using the definition of the sector price index yields:

π(m, qi) =











0 if m ≤ 0

q
1
β
−1

i (p(m)− η)p(m)−ǫ(p(m)1−ǫ + (λ−m)ǫ−1p(−m)1−ǫ)
ǫ− 1

β
1−ǫ for m ∈ {1, . . . , m̄}

.

For the dynamic problem, I will use a guess and verify method to verify that firms’

strategies depend only on m and that firm values scale in some function of qijt. Drop-

ping the subscript ij and given an interest rate rt, the value function of a firm with

technology gap mt to its competitor and quality level qt can be written:

rtVmt(qt)− V̇mt(qt) = max
xmt

{π(m, qt)− α
(xmt)

γ

γ
q

1
β
−1

t

+ xmt

m̄
∑

nt=m+1

❋m(nt)[Vnt(λ
nt−mqt)− Vmt(qt)]

+ x(−m)t

m̄
∑

nt=−m+1

❋−m(nt)[V(−n)t(qt)− Vmt(qt)]

+ δe(0− Vmt(qt)}. (5)

The firm chooses the arrival rate of innovations xmt. The first line denotes the flow

profits and the research cost Rijt given the choice of xmt. The second line denotes

the probability the firm innovates and sums over the possible states the firm could

move to using the new position distribution and the firm’s new value function with
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higher quality and a larger quality advantage over its rival. The third line denotes the

chance the firm’s rival innovates and the change in the firm’s value because its relative

quality falls when the rival innovates. The final line denotes the chance the entrant

displaces the incumbent. The slightly altered equations for firms at the minimum and

maximum gaps because of knowledge spillovers are given in Appendix B.2.

A guess and verify approach verifies that Vmt(qt) = vmtq
1
β
−1

t . Thus one can focus

on a Markov Perfect equilibrium where firms’ strategies depend only on the payoff-

relevant state variable m, which characterizes the technology gap between incum-

bents.

The firm’s optimal innovation rate xmt is the solution to the first order condition

of equation (5), which gives:

xmt =



















(

∑m̄
n=m+1 ❋m(nt)[(λnt−m)

1
β
−1
vnt−vmt]

α

) 1
γ−1

for m < m̄

[

1
α
(λ

1
β
−1

− 1)vm̄t

]
1

γ−1
for m = m̄

.

Intuitively, firms choose a higher arrival rate of innovations when the cost of R&D

α is low, and when the expected gain from innovating is high, captured by the prob-

ability of moving to different positions in technology gap space upon innovating

❋m(n), the value vn of being at gap n, and the minimum size of quality improve-

ments λ. All else equal, greater expected innovativeness of laggards (more weight on

states where they catch up to or overtake the leader), should encourage more inno-

vation by laggard firms. However, the vn terms also capture the probability of being

displaced in the future, so these values are endogenously determined along with the

chance of displacement by rivals due to innovation or the chance of being hit with an

exit shock δe. At t, the value of a potential entrant in product line i in sector j is simply

V e
ijt = δeVijt.

3.4 Equilibrium Output

Plugging in the intermediate goods firms’ pricing decisions yields the following ex-

pression for final output Yt, derived in Appendix B.3:

Yt =
1

2

L

1− β
P

1−β
β

m̄
∑

m=−m̄

Qmt, (6)
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where Qmt is defined as:

Qm,t =

∫ 1

0

(

qǫ−1
it p(m)1−ǫ + qǫ−1

−it p(−m)1−ǫ
)−

(1−β)
β(1−ǫ) ✶{i∈µmt}di

= (p(m)1−ǫ + (λ−m)ǫ−1p(−m)1−ǫ)
1−β

β(ǫ−1)

∫ 1

0
q

1−β
β

i,t ✶{i∈µmt}di. (7)

Here, µmt is the measure of firms at each technology gap m at time t (normalizing

measure of firms to one) and Qmt is a particular index of the qualities of all firms at

gapm. The change in output between t and t+dtwill therefore depend on the changes

Q̇mt for each technology gap m which in turn depend on the innovation arrival rates

xmt chosen by firms and the exogenous distribution of quality improvement sizes

❋(n). The term (p(m)1−ǫ + (λ−m)ǫ−1p(−m)1−ǫ)
1−β

β(ǫ−1) weights the change in qualities

of firms at gap m depending on the prices set by firms at gap m and −m, capturing

static distortions from firms’ markups. Note that entry and exit are not a source of

growth in the model because they have no impact on the qualities of the intermediate

goods in the economy or on markups. The final component determining output will

be the measure of firms at each technology gap µmt that is itself an endogenous object.

The next section describes how to solve for the measures µmt.

3.5 Distribution Over Technology Gaps

Firms move to technology gap n through innovation from a lower technology gap, or

because their competitor innovates to gap −n. The distributions❋m(n) and❋−m(−n)

respectively determine these probabilities, combined with the innovation efforts of

firms at m and −m, for all m < n and −m < −n . The outflows from gap n are

due to the firm at n or its competitor at −n innovating. Putting this together into the

Kolmogorov forward equations for the evolution of the mass of firms at each gap:

µ̇nt =
n−1
∑

m=−m̄

xm❋m(n)µmt +
m̄
∑

m=n+1

x−m❋−m(−n)µmt − (xn + x−n)µnt. (8)

The highest and lowest technology gaps are special cases because of spillovers: if the

firm at the highest gap innovates both firms remain at the same gap in the next instant:

µ̇−m̄t =
m̄
∑

m=−m̄+1

x−m❋−m(m̄)µmt − x−m̄µ−m̄t (9)
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µ̇m̄t =
m̄−1
∑

m=−m̄

xm❋m(m̄)µmt − x−m̄µm̄t. (10)

On a balanced growth path, µmt = µm for all m, t. Replacing the left hand side of

the above equations with zero change in equilibrium and the measures on the right

hand side with the constants µn, µm defines a system of 2m̄+1 equations in 2m̄+1 un-

knowns that determine the steady state distribution of firms over possible technology

gaps. There are several additional restrictions on the solution to this system. First, for

each firm at m there is a firm at −m (that is, the stationary distribution is symmetric).

Second, I impose the restriction that the measure of all incumbent firms sums to one.

3.6 Output Growth

Differentiating equation 6 with respect to time yields the following expression for the

growth rate:

Ẏt

Yt
= gY t =

1

2

1

1− β

m̄
∑

m=−m̄

Q̇mt

Yt
.

It’s useful to define:

Q̃mt =

∫ 1

0
q

1−β
β

m,t,i✶{i∈µmt}di (11)

So that:

gY t =
1

2

1

1− β

m̄
∑

m=−m̄

(p(m)1−ǫ + (λ−m)ǫ−1p(−m)1−ǫ)
1−β

β(ǫ−1)

˙̃
Qmt

Yt
.

The subsequent analysis focuses on a balanced growth path where
˙̃
Qmt

Yt
is constant

for all m. On this balanced growth path consumption and output grow at a constant

growth rate g and the mass of firms at each technology gap µm is constant. In general it

is not possible to solve for this growth rate in closed form, but for a given set of model

parameters it is possible to check the existence and uniqueness of such a balanced

growth path and find the value of g as the solution to a system of equations. A more

detailed derivation of these results is provided in Appendix B.4.
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3.7 Equilibrium Definition

Let Rt =
∫ 1
0

∑2
i=1Rijtdj denote total research and development spending by incum-

bents, Ct total consumption, and Kt =
∫ 1
0

∑2
i=1 ηkijtdj total purchases of final goods

for production of intermediate goods.

A Markov-Perfect equilibrium is an allocation

{kijt,Kt, xijt, Rt, Yt, Ct, L, µmt, Qmt, At}
t∈(0,∞)
i∈{1,2},j∈[0,1],m∈[−m̄,m̄]

and prices {rt,Wt, pijt}
t∈(0,∞)
i∈{1,2},j∈[0,1] such that for all t:

1. Households choose Ct and At to solve the problem described in section 3.1.

2. Final goods firms solve their problem to hire labor L and purchase intermediate

goods kijt optimally according to the problem in section 3.2.

3. Intermediate good firms choose pijt and xijt to solve their innovation and price-

setting problems described in section 3.3.

4. The final goods market clears: Yt = Ct +Rt +Kt.

5. The asset market clears, pinning down rt via the household’s Euler equation.

6. Labor market clears, pinning down the wage rate from the final good producer’s

problem.

7. µmt and Qmt are consistent with firms’ choices of xijt.

This completes the description of the model. The next section develops further intu-

ition about the model under reasonable model parameter values for the U.S. economy.

4 Model Estimation

The quantitative analysis precedes as follows. I estimate an initial steady state for

the model by matching various moments for the U.S. economy in the period of high

patent quality between 1994 and 2003 (“1990s”) using data on U.S. public firms from

Compustat as well as aggregate moments. Using this initial calibration I describe

firms’ pricing and innovation strategies to develop intuition about the model. I then

re-estimate the model parameters for 2004-2017 (“2000s”) in order to infer changes to

the economy between these two periods.
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4.1 Baseline Calibration for the 1990s

Four parameters are calibrated outside the model. The inverse intertemporal elasticity

of substitution ψ is set to 1. The labor share, β, is set to 0.6. This implies an elasticity

of substitution across sectors of 1
β
= 5

3 , within the range of upper-level elasticities of

substitution estimated in Hobjin and Nechio (2019). The curvature of the R&D cost

function, γ, is calibrated outside to match the empirical evidence on the elasticity of

patenting to R&D expenditures, discussed in Acemoglu et al. (2018). The maximum

technology gap, m̄, is set to 16.

The rest of the parameters for the baseline model, shown in Table 1, are estimated

using a simulated method of moments approach described in appendix C.2 to match

targets for the 1990s equilibrium (1994-2003). These targets are given in Table 2. The

data sources and computation methods for the data moments are given in appendix

A.1. Appendix C.1 describes the solution method for finding the model steady state.

Parameter Value Meaning/source

ψ 1 Inverse intertemporal elasticity of substitution

ρ 0.026 Rate of time preference (annual)

β 0.6 Labor share/Nechio & Hobijn (2017)

ǫ 4.21 Elasticity of substitution within sectors

η 0.64 Marginal cost of intermediate producers

δe 0.089 Exogenous entry/exit rate (annual)

λ 1.059 Min. qual. improvement

γ 2 Curvature of R&D function

α 4.18 R&D cost parameter

m̄ 16 Maximum number of steps ahead

φ 0.88 Curvature of patent quality distribution

Table 1: Model parameters (estimated parameters in bold), 1990s.

The moments include the main phenomena of interest: aggregate productivity

growth, average market leader’s share of industry sales, the profit share of total out-

put, average patent quality, and the rate of leadership turnover from either entry or

being overtaken by an incumbent rival. In addition to average patent quality across

all firms, I include the average patent quality of market leaders to help identify λ and

φ separately. The other two moments, R&D as a share of output and R&D as a share
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of sales at the firm level, are included to help discipline the R&D cost parameter and

the discount rate.

The model performs relatively well in fitting the data, particularly for productiv-

ity growth and concentration. Intuitively, the minimum step size λ and φ govern the

average patent quality, with λ acting as a level shift in patent quality for all types

of firms and φ shifting the probability that laggards make drastic or incremental im-

provements, holding patent quality of leaders fixed. The R&D cost parameter α influ-

ences the amount all firms spend on R&D and helps match aggregate expenditures as

a share of output and R&D as a share of firms’ sales. The entry/exit shock δe helps

match leadership turnover. One problem with the model fit is for the R&D as a share

of sales at the firm level. This can be attributed to the fact that productivity growth is

purely due to R&D in the model, whereas in the reality productivity may improve for

other reasons, such as management practices or improved human capital.

The estimated parameters are reasonable: a discount rate ρ of 2.6% annually im-

plies a real interest rate in the model of 4.4%. An elasticity of substitution ǫ of 4.21 re-

sults in an average markup of 1.24, in line with the evidence summarized in Mongey

(2017), particularly de Loecker, Eeckhout, and Unger (2020), that suggests markups

for U.S. public firms in the 1990s ranged from 1.2 to 1.3. The entry/exit rate of about

9% per year is in line with entry and exit rates for the U.S. reported by Decker et al.

(2016). The model also matches non-targeted heterogeneity in R&D intensity (R&D

as a share of sales) well, as shown in Table 3. Section 4.4 describes the model’s fit for

additional non-targeted moments.

Targeted moments, 1994-2003 Data Model

Avg. TFP growth, % 1.74 1.75

Avg. leader market share, % 43.34 44.62

R&D share of GDP, % 1.8 1.91

Profit share of GDP, % 5.24 6.02

Avg. R&D/sales, % 2.56 5.18

Avg. patent stock growth per patent, % 23.52 22.26

Avg. patent stock growth per patent, leaders, % 9.08 10.52

Avg. leadership turnover, % 13.74 13.26

Table 2: Model fit for targeted moments from estimation of 7 parameters for 1990s.
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Non-targeted moments, 1994-2003 Data Model

Avg. R&D/sales, followers, % 4.80 6.98

Avg. R&D/sales, leaders, % 1.66 2.51

Table 3: Model fit for R&D heterogeneity, 1990s equilibrium.

Figure 5: Markups and resulting market shares as a function of the leader’s technology

gap m.

4.2 Properties of the Baseline Model

Before turning to how the estimated parameters change when targeting the same mo-

ments for the 2000s, I use the 1990s steady state to develop intuition about the quan-

titative model, particularly the incumbent firms’ strategies.

Using the parameters from Table 1, the market shares and prices for market lead-

ers as a function of the leader’s technology gap are plotted in Figure 5. The leader’s

optimal price p(m) rises as the technology gap widens (that is, as the leader’s rela-

tively quality improves). The leader’s market share rises from around 30% of sales

when the leader is one step ahead (that is, when the leader’s quality is 5.9% higher

than the laggard’s) to 80% of the market at the maximum 16 steps ahead. The follower,

which must set price equal to marginal cost because of the presence of the competitive

fringe, has a large market share due to its relatively low price, and its market share is

increasing in its relative quality.

The competitive fringe assumption also plays an important role in determining

the shape of the innovation policy as a function of technology differences depicted in
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Figure 6a, specifically the hump shape. This shape has been suggested theoretically in

the work of Harris and Vickers (1987), Aghion et al. (2001), and Akcigit, Ates, and Im-

pullitti (2018), and found in a variety of studies including Aghion et al. (2005), Aghion

et al. (2014), Aghion et al. (2019b), and Zhang (2018). The hump shape appears in this

model because the competitive fringe assumption means that the greatest incremen-

tal gain in flow profits comes from obtaining quality leadership (and thus escaping

competition with the fringe), so the arrival rate of innovations will be highest when

firms have equal quality.21

Figure 6: Baseline Innovation Policies and Stationary Distribution

(a) Innovation policies (b) Stationary distribution

Finally, Figure 6b shows the stationary distribution of sectors over the market

leader’s technology gap to its rival. Because followers innovate more frequently than

leaders and have a high chance of catching their competitor when they do, there is

a high rate of turnover in market leadership and technology gaps do not grow very

large on average. Most sectors feature a leader that is just a few steps ahead of its

rival, but there is a right tail of sectors with a large and dominant “superstar” that has

a much higher quality product than its rival and captures a large share of industry

sales.

21See Appendix B.5 for the version without the competitive fringe. The mechanism and main results are

qualitatively unchanged.

28



4.3 Re-estimation for the 2000s

Re-estimating the model for the 2000s uses the model to infer the role of different

channels suggested in the literature to explain changes in concentration and produc-

tivity growth and compare the strength of these other channels to the strength of de-

clining laggard patent quality to explain these trends.

Changing the discount rate ρ captures the interest rate channel proposed by Liu,

Mian, and Sufi (2019).22 A decrease in entry and exit shocks δe can capture declin-

ing knowledge diffusion from incumbent firms to new entrants or rising entry costs

(Akcigit and Ates (2020), Corhay, Kung, and Schmid (2020)). An increase in the re-

search cost parameter α implies that more R&D spending is needed to achieve the

same arrival rate of innovations, capturing the cost side of the hypothesis of Bloom

et al. (2020) that ideas are getting harder to find. A decrease in the elasticity of sub-

stitution within sectors ǫ captures increased market power over the leader’s variety,

in line with Jones and Philippon (2016). On the other hand, an increase in ǫ captures

the superstar firm hypothesis of Autor et al. (2020) that competitive pressures within

industries have risen, causing the most productive firms to capture a larger share of

total industry sales.23 Finally, changes in φ govern the expected patent quality for dif-

ferent types of firms by changing the distributions ❋m(n). Changing φ represents the

research output side of Bloom et al. (2020)’s hypothesis, capturing the possibility that

the quality of new ideas, particularly for laggard firms, is falling.

Table 4 shows the targeted moments and model fit for the 2000s estimation. Pro-

ductivity growth slowed substantially compared to 1994-2003, while the average mar-

ket leader’s sales share grew by about 4 percentage points. Both aggregate and firm

level research and development expenditures grew, as noted by Bloom et al. (2020).

As discussed in detail in section 2, patent quality and leadership turnover declined.

The estimation has some trouble matching the decline in the growth rate alongside an

increase in R&D expenditure, but otherwise performs well.

Table 5 compares the estimated parameters to fit the two steady states. The house-

holds’ discount rate declines slightly in the 2000s. Consistent with Decker et al. (2016),

the entry rate of new firms declines (alternately, incumbents are less likely to be dis-

22However, the model economy is not close to the very low interest rate environment discussed in Liu,

Mian, and Sufi (2019) where strategic effects can dominate. See Goldberg, Lopez-Salido, and Chikis (2020)

for further discussion.
23Autor et al. (2017) speculate that such pressures may have risen because of increasing competition from

foreign firms or greater price sensitivity due to better search technology such as online retail.
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Targeted moments, 2004-2017 Data Model

Avg. TFP growth, % 0.49 0.74

Avg. leader market share, % 48.12 48.89

R&D share of GDP, % 1.89 1.32

Profit share of GDP, % 6.61 6.71

Avg. R&D/sales, % 3.8 3.54

Avg. patent stock growth per patent, % 11.71 11.88

Avg. patent stock growth per patent, leaders, % 5.38 7.3

Avg. leadership turnover, % 9.27 9.37

Table 4: Targeted moments from estimation of 7 parameters for 2000s.

placed, consistent with the hypothesis of Akcigit and Ates (2019) that the rate of

knowledge diffusion is slowing down). To match the fact that R&D expenditures as

a share of GDP rose between the 1990s and the 2000s, the cost α of performing R&D

declines. However, the expected output of R&D (patent stock growth per patent) con-

ditional on innovating declines substantially due to the decrease in the probability of

radical innovations, driven by the substantial increase in φ. The elasticity of substitu-

tion within sectors ǫ rises slightly. The marginal cost of the intermediate goods firms

rises modestly. I explore these results in more detail in Section 5.

Parameter 1990s 2000s Meaning/source

ρ 0.026 0.025 Rate of time preference (annual)

ǫ 4.21 4.32 Elasticity of substitution within sectors

η 0.64 0.70 Marginal cost of intermediate producers

δe 0.089 0.081 Exog. entry/exit rate

λ 1.059 1.063 Min. qual. improvement

α 4.18 3.33 R&D cost parameter

φ 0.88 1.52 Curvature of patent quality distribution

Table 5: Comparison of estimated parameters, 1990s vs. 2000s model equilibria.
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Figure 7: Shift in market concentration across sectors, data vs. model. Leader market

share in the data is for 4-digit SIC industries in Compustat.

4.4 Model Validation

The model performs well in matching not just the average level of concentration but

the entire distribution of market leaders’ market shares across sectors of the economy

in both periods. Figure 7 compares the empirical distribution of leader market shares

in the two study periods (1994-2003 and 2004-2017) in the data and in the model. This

shift is mainly due to increased average quality differences between leaders and fol-

lowers in steady state, consistent with the findings of Andrews, Criscuolo, and Gal

(2015) and Andrews, Criscuolo, and Gal (2016) that productivity differences within

industries have grown over this period. They also find that this divergence is partic-

ularly pronounced in ICT intensive sectors, and that sectors with wider productivity

gaps have experienced deeper productivity slowdowns. In Figure 20 of Appendix

A.5 I also show that rising market concentration and the productivity slowdown are

correlated at the sector level.

The model also predicts that the average leader’s share of total industry R&D ex-

penditures rises from 20% to 53%, I find that among Compustat firms, market leaders

now perform a larger share of total R&D expenditures in their industries than during

the 1990s (Figure 21 in Appendix A.5), though the increase in the data is less dramatic

than in the model, from around 38% in 1999 to a peak of 50% in 2010. Anderson and

Kindlon (2019) also find a decline in R&D intensity among companies with fewer than

250 employees and an increase among larger firms in the National Science Founda-

tion’s Business R&D and Innovation Survey covering both public and private firms
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over this period. Akcigit and Ates (2019) also document increasing concentration of

patents among the top 1% of patenting firms and increasing flows of R&D employees

from small to large firms.

5 Results

This section obtains the main results of the paper by decomposing the role of dif-

ferent parameters changes estimated in Section 4.3 in explaining rising concentration

and the productivity slowdown. The decomposition suggests the greatest scope for

declining patent quality of laggards, compared with other explanations such as de-

clining real interest rates, slowing knowledge diffusion from incumbents to entrants,

and declining entry rates, to explain the observed trends in productivity growth and

concentration. Holding the other parameters fixed at their initial levels, the model-

implied change to the patent quality distribution explains just over 100 percent of the

productivity slowdown and about 40 percent of the rise in concentration observed in

the data, and is consistent with the decline in patent quality documented in section

2. Two different decomposition exercises suggest that between 25 and 60 percent of

the productivity slowdown generated by an exogenous change in the patent qual-

ity distribution is due to firms’ responses to this change, in particular a relocation of

innovation effort from laggard firms towards market leaders.

Only one other estimated parameter change moves both market concentration and

productivity growth in the directions suggested by the data. This is an increase in the

elasticity of substitution between product varieties within sectors. I discuss how such

a change represents a dynamic version of the exercise in Autor et al. (2017) mod-

elling the rise of superstar firms. This experiment in the quantitative model suggests

that on impact this change raises measured TFP, but has a negative effect on growth

dynamically through a standard Schumpeterian channel that lower markups reduce

incentives for innovation. A change in patent quality, on the other hand, generates a

modest rise in markups and the profit share that is consistent with the data.

5.1 Decomposition

To understand the contribution of each estimated parameter change to matching the

trends in the data, Table 13 in Appendix C.3 reports the effect of changing each pa-

rameter from its 1990s value to its 2000s value, holding the other model parameters
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fixed at their 1990s estimated values. Note that these are not the marginal effects of

each parameter on each moment since the moments are endogenously determined in

steady state.

The decline in the discount rate ρ and the exit rate δe play a similar role in increas-

ing incumbents’ R&D expenditures in order to match the rise in the R&D as a share of

GDP, since all incumbent firms discount expected future profits less which increases

incentives for innovation. A decrease in the cost of R&D α also helps match the rise

in R&D expenditures in the data. However, because they result in more R&D, these

changes all have the additional effect of raising the TFP growth rate absent the other

parameter changes. They do not substantially change the average level of concentra-

tion. Only the estimated changes in φ, governing relative patent quality of leaders

and laggards, and ǫ, governing product substitutability, push both concentration and

productivity growth in the same direction as in the data. I next explore these two

parameter changes in more detail.

5.2 Role of Changing Patent Quality

Table 6 summarizes the role of the model-implied change in φ compared to changes

in all the other parameters at once to match the moments of interest. To decompose

the effect of a change in the patent quality distribution, I use the values in Table 13 to

compute the share of the changes in the data that are explained by a change in φ as

follows:

Mj(θ1990s, φ2000s)−Mj(θ1990s, φ1990s)

Dj,2000s −Dj,1990s
× 100

Where Mj is moment j in the model steady state with the other parameters θ held

fixed at their estimated 1990s values and Dj,t denotes the moment’s value in the data

at time t ∈ {1990s, 2000s}.

A change in the patent quality distribution alone, consistent with lower probabil-

ity that the followers catch up to leaders through innovation, can explain 102% of the

productivity slowdown and about 46% of the rise in concentration in the data.24 It ex-

plains about a quarter of the rise in the profit share and more than three quarters of the

decline in turnover in market leadership. As can be seen in Table 6, the model-implied

24Transition dynamic analysis in Appendix C.4 suggests the productivity slowdown occurs within a few

years, while concentration takes a long time to reach its new steady state level, consistent with Figure 1.
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Moment Data Decomposition

change Innov. All others

(pp) (%) (%)

TFP -1.28 102.4 -60.0

Concent. 4.78 45.6 31.0

R&D/GDP 0.09 -1322.2 1056.6

Profits/GDP 1.37 23.4 16.1

R&D/Sales 1.24 -262.1 221.0

Pat. qual. -11.81 95.5 -15.7

New leader -4.47 76.3 -7.6

Table 6: Share of changes in moments between 1990s and 2000s explained by estimated

parameter changes in Table 5. Column labelled “Innov.” holds other parameters fixed at

1990s values while φ changes to its estimated 2000s value. “All others” column holds φ

fixed and allows the six other estimated parameters to change to 2000s values. Positive

sign in the second and third columns indicates same direction of change as in the data.

change in φ from the re-estimation of the model also closely matches the observed de-

cline in average patent quality documented in section 2.2. Figure 8 shows the expected

quality improvement from innovation for a firm at each technology gap for the two

different model-implied values of φ, holding the minimum quality improvement λ

fixed at its 1990s value.

Turning to the mechanisms behind these changes, firms with lower quality than

their rival (m < 0) respond strongly to a decline in the expected return from inno-

vating by choosing a lower arrival rate of innovations (Figure 9a). Facing a lower

probability of being overtaken, market leaders discount future gains to innovation

less and choose a slightly higher rate of innovations.

Taken together, this relocation of innovative activity from followers to leaders

causes the stationary distribution of sectors over the leader’s technology gap to shift

right: more sectors now feature a leader that is further ahead (Figure 9b). The rise

in concentration, average markups (from 23.8% to 25%), and the profit share in the

model equilibrium with lower patent quality is driven purely by this composition

effect. Note that fixing innovation effort at its 1990s level in the model but increas-

ing φ (decreasing the average innovation size) would result in a tighter distribution
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Figure 8: Expected quality improvement from innovation as a function of firm’s current

technology gap, two different values of patent quality parameter φ.

Figure 9: Innovation Policies and Stationary Distribution, Role of Patent Quality

(a) Innovation policies (b) Stationary distribution

around the neck-and-neck state, because competitors pull away from each other less

frequently under a higher φ regime. This counterfactual is plotted in Figure 10).

The growth rate declines when laggards’ patent quality is lower for two reasons.

First, there is an endogenous effect that comes from changes in firms’ innovation poli-

cies x (Figure 9a). R&D expenditures as a share of output decline from 1.9% to 0.7%

(Table 6). The decline in R&D expenditures is concentrated among industry laggards,

whose average R&D intensity declines from 7% in the 1990s to 1.5% in the 2000s.

Leaders’ average R&D intensity declines just slightly from 2.5% to 2%. As a result,
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Figure 10: Stationary distribution of firms over technology gaps in 1990s and 2000s equi-

libria, plus distribution assuming firms innovation policies xm are fixed at their 1990s

values while φ changes to its estimated value in the 2000s equilibrium (counterfactual).

the average leader’s share of total industry R&D rises from 20% in the equilibrium

corresponding to the 1990s to 51% in the equilibrium with lower patent quality. Lead-

ers’ quality improvements are more incremental on average, so both the level effect of

reduced R&D expenditures and the reallocation effect contribution to slower produc-

tivity growth.

Second, even if firms’ innovation policies were unchanged, lowering the average

patent quality exogenously lowers the growth rate. To decompose the importance of

these two channels, I conduct two different counterfactual exercises (Table 7). First,

I solve the model holding φ fixed at its 1990s estimated value but allowing firms’

innovation policies x to change to their 2000s values. The growth rate under this

counterfactual is 0.9% per year, which accounts for 60% of the decline in productivity

growth due to changing patent quality in the model. The other decomposition fixes

firm innovation policies at their 1990s values and reduces patent quality exogenously.

The growth rate in this counterfactual is 0.8%, accounting for about 74% of the pro-

ductivity slowdown in the model.
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Decomposition % of slowdown explained

Role of effort (φ fixed, x changes) 60.2

First order effect (x fixed, φ changes) 74.4

Table 7: Growth decompositions. Details in the text.

5.3 Role of Elasticity of Substitution

The elasticity of substitution within sectors ǫ plays an important role in the determi-

nation of the level of concentration and the growth rate.25 Though the re-estimation

exercise suggests only a small change in ǫ, I next explore larger changes in both di-

rections in ǫ because each can capture (in a very reduced form) different structural

changes in the U.S. economy that have been suggested in the literature recently to ex-

plain rising concentration or rising markups. These exercises illustrate how the model

can be used to unify the neo-Schumpeterian endogenous growth literature with the

literature on superstar firms and rising market power. Neither change matches the

direction of all the moments of interest that declining patent quality of laggard firms

does, though the superstar firm experiment gets closer to the data than increased mar-

ket power. This is because the calibrated model has the standard Schumpeterian fea-

ture that increased market power gives a greater incentive for innovation.

5.3.1 Increasing Market Power?

Recent research has focused on the potential costs of rising market power and markups

(see de Loecker, Eeckhout, and Unger (2020), Eggertsson, Robbins, and Wold (2018)

and Edmond, Midrigan, and Xu (2018) for example) for growth and welfare. Can

an increase in market power generate the same predictions for the macroeconomic

changes experienced in the U.S. in recent years as a change in the probability of rad-

ical innovations in the model? I model an increase in market power as a decrease in

the substitutability of products in the same sector, ǫ, making the incumbents’ varieties

more differentiated and increasing the markup the leader charges for the same level

of quality differences.

The calibration remains the same as in Table 1. I decrease ǫ from 4.2 in the baseline

to 3 as an illustration. The model-generated moments for this exercise are compared

25Following the same decomposition as in the previous section, the estimated change in ǫ explains 1.6%

of the productivity slowdown and 8% of the rise in concentration.
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to the 1990s baseline results in Table 8. Average markups rise by about 10 percentage

points, about a third of the total rise estimated by de Loecker, Eeckhout, and Unger

(2020). With the exception of markups, R&D, and the profit share, the results from

this exercise are the opposite of what has happened in the data. Because of greater

market power, the leader’s markups and profits are higher for the same level of the

technology gap (see Figure 12b) and this induces more innovation effort by laggard

firms as they try harder to overtake the market leader (R&D/GDP rises from 1.9%

to 2.8%, see Table 8 and Figure 11a). This results in a higher growth rate. There is

also greater turnover in market leadership and average quality differences between

leaders and followers go down (Figure 11b), contrary to the data.

Moment Model

ǫ = 4.2 ǫ = 3

TFP growth, % 1.75 2.12

Leader market share, avg, % 44.62 40.6

R&D share of GDP, % 1.91 2.77

Profit share of GDP, % 6.02 6.54

Pat stock growth/patent, avg, % 22.26 22.08

R&D intensity, avg, % 5.18 6.76

Leadership turnover, % 13.26 14.18

Markup, avg, % 23.84 33.25

Table 8: Model comparison, market power experiment.

5.3.2 Superstar Firms?

Seminal work on the macroeconomic effects of superstar firms is Autor et al. (2020),

who show that the rise of superstar firms can explain the declining labor share of GDP.

In their static industry model (Autor et al. (2017)), firms draw labor productivities

from an exogenous distribution and then make an entry decision.26 Firms that decide

to enter produce differentiated varieties of the sector good and set prices a la Bertrand.

The force for reallocation to more productive firms in Autor et al. (2017)’s model

is an increase in product substitutability between varieties. The authors argue that

26The model in Autor et al. (2020) generalizes this formulation. The exercise presented here studies the

specific shock to market toughness suggested in Autor et al. (2017).
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Figure 11: Innovation Policies and Stationary Distribution, Market Power

(a) Innovation policies (b) Stationary distribution

this increase could represent more fierce import competition from abroad, particu-

larly China, in recent years or increased price sensitivity due to better search tech-

nology such as online retail. Keeping the exogenous productivity distribution fixed,

an ancillary result of their analysis is that a sector’s measured TFP will rise unam-

biguously when substitutability increases because of two forces: first, the minimum

productivity threshold for entrants rises, and second, more productive firms increase

their sales share.

I first show that this static reallocation result is present in my two-firm industry

model with a competitive fringe for the estimated parameter values. Figure 12a plots

market shares as a function of the technology gap for different values of ǫ for the base-

line parameterization of the model given in Table 1. For most values of the technology

gap, increasing the substitutability of the incumbents’ varieties statically increases the

leader’s market share which raises sale-weighted sector TFP.27

On impact, therefore, increasing the substitutability of the firms’ products tends

to raise measured TFP as in Autor et al. (2017). To analyze the dynamic effect of this

change I compare the steady state of the model with higher ǫ to the 1990s equilibrium

of the model in Table 9. Under this parameterization, raising ǫ lowers the growth rate

27Without the competitive fringe this is always true. But it is not necessarily true under the assumption

that the follower sets price equal to marginal cost: if relative quality differences are small, increasing ǫ can

cause a drop in the leader’s market share.
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Figure 12: Markups and Market Shares, Role of Elasticity of Substitution

(a) Market shares (b) Markups

while dramatically increasing concentration. The rise in concentration comes from

two forces. First, the static reallocation force operates: even if technology gaps were

unchanged from one steady state to another, these same gaps would generate a higher

average leader market share according to Figure 12a. Second, changes in patenting

frequency across different types of firms (Figure 13a) cause the average technology

gap to grow (Figure 13b).

Moment Model

ǫ = 4.2 ǫ = 6

TFP growth, % 1.75 1.56

Leader market share, avg, % 44.62 51.12

R&D share of GDP, % 1.91 1.52

Profit share of GDP, % 6.02 6.05

Pat stock growth/patent, avg, % 22.26 22.54

R&D intensity, avg, % 5.18 4.75

Leadership turnover, % 13.26 12.72

Markup, avg, % 23.84 18.79

Table 9: Model comparison, superstar firm experiment.

This latter effect is due to the fact that, for the given parameter values, the markup
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the leader charges as a function of its technology gap is lower at all possible values

of the technology gap when ǫ changes from 4.2 to 6 (Figure 12b). This reduces the

post-innovation gains to attaining market leadership, reducing the innovation effort

of laggard and neck and neck firms (Figure 11a). On the other hand, markups and

profits become more elastic in the technology gap when ǫ is higher, and the likelihood

of being overtaken falls, so leaders choose a higher arrival rate of innovations than

before.

Similar to the experiment reducing laggards’ patent quality, there is both a reduc-

tion in the level and a shift in the location of R&D expenditures that generates a pro-

ductivity slowdown, though this slowdown (from 1.75% annual productivity growth

to 1.56%) is much smaller than the slowdown driven by changing patent quality.

Moreover, the average markup falls, contradicting the findings of de Loecker, Eeck-

hout, and Unger (2020). Compared to laggards’ declining patent quality, the main

exercise suggests only a very modest scope for the superstar firm channel.

Figure 13: Innovation Policies and Stationary Distribution, Superstar Firms

(a) Innovation policies (b) Stationary distribution

6 Conclusion

This paper documents a striking decline in the contribution of new patents to firms’

existing portfolios of patents since 2000, raising the possibility that the quality of new

ideas has declined relative to the 1990s. Smaller firms within industries drove the
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boom in innovation quality that has been attributed to the arrival of information and

communication technology as a general purpose technology, as well as the bust that

began in the early 2000s. This finding contributes to the debate on whether ideas are

getting harder to find, emphasizing heterogeneity in this phenomenon across firms.

Further empirical work should investigate heterogeneity in the complementarities of

general purpose technologies with different types of firms’ R&D investments, and

determine whether similar patterns of firm dynamics and productivity growth were

present in the wake of previous general purpose technology waves.

To understand the consequences of this empirical fact I develop a general equilib-

rium model of innovations and growth where multiple firms are active in each sector

in each period and goods within sectors are imperfect substitutes. A quantitative ver-

sion of the model estimated for the U.S. in two different periods, the 1990s and the

2000s, points to declining patent quality as the main driver of rising concentration

and the productivity slowdown over this period. Rising concentration in the 2000s is

driven by a decline in the research effort of laggard firms and an increase in research

effort by large firms, which causes average quality differences between competitors

to grow, consistent with the rise of superstar firms. Because leaders make more incre-

mental improvements on average, the economy grows more slowly as a result.

Through the lens of the model I unify the Schumpeterian endogenous growth liter-

ature with the growing literature on the rise of superstar firms. The estimated model

points to only a modest rise in the elasticity of substitution within sectors, though I

show that larger changes also have the potential to explain rising concentration and

the productivity slowdown, providing a dynamic complement to the experiment in

Autor et al. (2017), one that rationalizes the emergence of superstar firms alongside

a productivity slowdown for a standard Schumpeterian reason: in this environment,

laggard firms’ incentives to innovate fall because varieties are less differentiated and

the value of market leadership is lower. However, this is inconsistent with patterns of

markups and the profit share, which have risen rather than fallen over this period.

Analyzing welfare and optimal policy is left to future research, though the pre-

ceding discussion offers some insight into the relevant trade-offs between reducing

static markup distortions and providing dynamic incentives to innovate. Such anal-

ysis should ensure that knowledge spillovers between firms are properly accounted

for. Another area for future research is how policy can incentivize the development

of new general purpose technologies. Past research suggests this is difficult because

there are significant positive externalities for other sectors that the inventor of the gen-
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eral purpose technology does not internalize. This paper suggests there may also be

winners and losers within other industries, further complicating this problem.
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A Data Appendix

The main source of data for the paper is the Compustat Fundamentals Annual database,

1962-2017 (though most analysis focuses on the post-1980 period). I restrict attention

to firms incorporated in the U.S. reporting in U.S. dollars. I further restrict attention

to non-financial, non-agricultural, non-utilities firms.

A.1 Data Sources and Moment Computations

Table 10 lists the source and, where necessary, computation method for each target

moment from the data.

A.2 Additional Patent Quality Figures

Figure 14: Percentiles of text-based patent quality distribution over time. Blue = P50, Red

= P75, Yellow = P90, Purple = P95. Source: Kelly et al. (2018) Figure 3a.
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Moment Source Computation/Series Name

TFP growth Fernald (2014)
Utilization-adjusted annual total factor

productivity growth

Leader market share Compustat

Average of sales share (SALE) of

largest firm in each 4-digit SIC industry

(weighted by industry size)

Patent quality ≡

patent stock growth

per patent (psgpp)

Kogan et al. (2017)

rTsmit =
Tsmit

GDPdeflt
is the real value

of firm i’s patents issued in year t.

psgppit =

rTsmit
fNpatsit∑t−1
s=1 rTsmis

; s =first year in

Compustat. Citation-based version sub-

stitutes Tcw (not deflated).

R&D share of GDP

OECD Main Science

and Technology Indica-

tors

Business Expense R&D (private)/GDP

R&D intensity Compustat

XRD/SALE, mean across all firms with

real sales over 1 million in 2012 USD, as-

suming 0 if XRD missing.

Profit share of GDP
Bureau of Economic

Analysis/FRED

Profits after tax with inventory valu-

ation and capital consumption adjust-

ments/Gross domestic income

Leader’s share of

R&D
Compustat

Average sales leader share of total R&D

in 4-digit sector (weighted by industry

size)

Leadership turnover Compustat
Share of 4-digit SIC industries with new

sales leader per year

Table 10: Data sources and computation method for each moment used in the text.
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Figure 15: Contribution of average new patent to firm’s existing stock of patents, substi-

tuting forward citations counts for dollar value, from Kogan et al. (2017). Leader indicates

sales leaders in 4-digit SIC industries and followers are all other firms.

Figure 16: Contribution of average new patent to value of firm’s existing stock of patents,

using estimated patent values from Kogan et al. (2017). Leader indicates sales leaders in

4-digit SIC industries and followers are all other firms, restricting attention to firms that

have been public at least 20 years in the year patent is issued.
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Figure 17: Average annual growth of firm’s patent stock conditional on patenting at least

once in that year, using estimated patent values from Kogan et al. (2017). Leader indicates

sales leaders in 4-digit SIC industries and followers are all other firms.
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Figure 18: Average patent quality differences between leaders and followers in Fama-

French 5 broad industry categories (excluding “Other” category), using estimated patent

values from Kogan et al. (2017). Leader indicates sales leaders in 4-digit SIC industries

and followers are all other firms.
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A.3 TFP and Markup Estimation

I use Compustat data on U.S. public firms from 1962-2017 to estimate revenue-based

total factor productivity (TFPR) and markups at the firm level. I focus on the non-

farm, non-financial sector and exclude utilities and firms without an industry classi-

fication. I keep only those companies that are incorporated in the U.S. The sample

includes around 3,000 firms per year, though this number varies over time.

I construct each firm’s capital stock Ki,t by initializing the capital stock as PPEGT

(total gross property, plant, and equipment) for the first year the firm appears. I then

construct Ki,t+1 recursively:

Ki,t+1 = Ki,t + Ii,t+1 − δKi,t

where PPENT (total net property, plant, and equipment) is used to capture the last

two terms (net investment). I deflate the nominal capital stock using the Bureau of

Economic Analysis (BEA) deflator for non-residential fixed investment.

In de Loecker and Warzynski (2012) the authors show that under a variety of pric-

ing models firm i’s markup at time t, µit, can be computed as a function of the output

elasticity θVit of any variable input and the variable input’s cost share of revenue28 :

µit = θVit
PitQit

P Vt Vit
(12)

where Pit is the output price of firm i’s good at time t, Qit its output, P Vt the price of

the variable input and Vit the amount of the input used.

Following de Loecker, Eeckhout, and Unger (2020) I use COGS (cost of goods sold)

deflated by the BEA’s GDP deflator series as the real variable input cost Mi,t of the

firm. While the number of employees is well measured in Compustat and would be

sufficient to estimate productivity, the wage bill is usually not available and would

be needed to compute the labor cost share needed to compute the markup simultane-

ously with productivity.

For the results presented in this paper, I assume a Cobb-Douglas production func-

tion29 for firm i in 2-digit SIC sector s in year t so that factor shares may vary across

sectors but not over time:

28This approach requires several assumptions. First, the production technology must be continuous and

twice differentiable in its arguments. Second, firms must minimize costs. Third, prices are set period by

period. Fourth, the variable input has no adjustment costs. No particular form of competition among firms

need be assumed.
29Alternative estimation of a translog production function yielded similar estimates.
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Yi,s,t = Ai,s,tM
βM,s

i,s,t K
βK,s

i,s,t

I use the variable SALE to measure firm output Yi,s,t. I deflate SALE using the GDP

deflator series to obtain real revenue at the firm level. I include firm and time fixed

effects and obtain revenue-based TFP in logs (lower case variables denote variables in

logs) by computing the residual (including fixed effects) of the following regressions

for each 2-digit sector:

yi,t = α+ ηt + δi + βM,smi,t + βK,ski,t−1 + εi,t.

In the above equation, βM,s captures the sector specific variable output elasticity, so

I use equation 12 to obtain the markup from the estimated β̂M,s and the inverse cost

share SALE
COGS

.

A.4 Industry Profit Shares

The competitive fringe assumption generates empirically plausible predictions about

profit shares: the largest U.S. public firms (by sales) capture by far the largest share of

industry profits (see Figure 19).30

A.5 Additional Model Validation Figures

An empirical exploration of the causal relationships among productivity growth, pro-

ductivity gaps, and concentration is beyond the scope of this paper. However, espe-

cially given the sectoral heterogeneity in the decline in laggards patent quality in Fig-

ure 18 which suggests that the extent of this phenomena differs across industries, we

might expect rising concentration and the productivity slowdown to be correlated at

the sector level. I use data from Bureau of Economic Analysis estimates of multifactor

productivity31 at the 3-digit NAICS level and data from Compustat to check the asso-

ciation between the change in the leader’s market share in Compustat and the change

in the sector’s average productivity growth rate from 1994-2003 to 2004-2017 at the

sector level. Sectors experiencing greater slowdowns in average productivity growth

rates between 1994-2003 and 2004-2017 also saw greater increases in concentration,

measured as the market leader’s share of total industry sales, on average (Figure 20).

30TFP and sales share are correlated, and the figure looks similar if one uses a productivity ranking

instead of sales-share based ranks.
31https://www.bea.gov/data/special-topics/integrated-industry-level-production-account-klems
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Figure 19: Source: Compustat, 1975-2015. Firms are ranked by market share (sales) within

4-digit SIC industries, and these ranks are compared to profit shares (firm’s own operat-

ing income (OIDBP) as a share of industry-total operating income). The Figure averages

across 4-digit sectors.
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Figure 20: Author’s calculations from Compustat and BEA Integrated Industry-Level Pro-

duction Accounts. 3-digit NAICS sectors, comparing 1994-2003 average to 2004-2017 av-

erage.

Figure 21: Research and development expenditures (XRD) of sales leaders in 4-digit SIC

industries in Compustat as a share of total R&D expenditures of all firms in that sector.

Average across industries, sale-weighted by industry size.
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B Model Appendix

B.1 Proof Prices Depend on Relative Quality

Relative quality refers to the ratio of qualities of the two incumbent firms in a sector

(dropping the sector notation j) q1
q2

for firm 1 and q2
q1

for firm 2. Below I show that the

firms’ pricing strategies depend only on relative quality, not the level of their own or

their rival’s quality.

First, this is clearly satisfied for the technology follower (mi < 0) who sets price

equal to marginal cost η regardless of absolute quality, and for sectors where m1 =

m2 = 0, that is, when firms are neck-and-neck, because of the presence of the compet-

itive fringe.

For the leader (mi > 0), plugging the final good firm’s demand for good i into the

definition of the market share and using the definition of the price index yields:

si = qǫ−1
i

(

pi

Pj

)1−ǫ

=
qǫ−1
i p1−ǫi

qǫ−1
i p1−ǫi + qǫ−1

−i η
1−ǫ

=
1

1 +
(

q
−i

qi

)ǫ−1 (
pi
η

)ǫ−1 ,

where −i denotes the follower. Now using the pricing decision of the leader:

si =
1

1 +
(

q
−i

qi

)ǫ−1
(

ǫ−(ǫ− 1
β
)si

ǫ−(ǫ− 1
β
)si−1

)ǫ−1 .

Thus there is a mapping from technology gaps to market shares and prices that is

independent of quality levels. �
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B.2 Value Function Boundary Equations

For the firm that’s furthest behind (at gap −m̄ with quality qt):

rtV−m̄,t(qt)− V̇−m̄,t(qt) = max
x
−m̄,t

{0− α
(x−m̄,t)

γ

γ
q

1
β
−1

t

+ x−m̄,t

m̄
∑

nt=−m̄+1

❋m(nt)[Vnt(λ
nt−(−m̄)qt)− V−m̄,t(qt)]

+ xm̄,t(V−m̄,t(λqt)− V−m̄,t(qt))

+ δe(0− V−m̄,t(qt)}.

The difference between this and equation 5 is in the third line, where if the firm’s

competitor innovates, there is a spillover that causes the firm at gap −m̄ to improve

its quality by λ.

For a firm at gap m̄ the value function is:

rtVm̄,t(qt)− V̇m̄,t(qt) = max
xm̄,t

{π(m̄, qt)− α
(xm̄,t)

γ

γ
q

1
β
−1

t

+ xm̄,t(Vm̄,t(λqt)− Vm̄,t(qt))

+ x−m̄,t

m̄
∑

nt=−m̄+1

❋−m̄(nt)[Vnt(qt)− Vm̄,t(qt)]

+ δe(0− Vm̄,t(qt)},

where:

π(m, qt) =











0 if m ≤ 0

q
1
β
−1

t (p(m)− η)p(m)−ǫ(p(m)1−ǫ + (λ−m)ǫ−1η1−ǫ)
ǫ− 1

β
1−ǫ for m ∈ {1, . . . , m̄}

.

B.3 Derivation of Final Output

Dropping the time subscript t, plugging the pricing strategies in equation 4 and pi = η

for firms with m ≤ 0 into the demand curve 3 to obtain the output of each incumbent

and plugging these outputs into equation 2 and equation 2 into equation 1 simplifies
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as:

Y =
1

1− β

(∫ 1

0
K

1−β
j dj

)

Lβ

=
1

1− β





∫ 1

0

(

2
∑

i=1

q
ǫ−1
ǫ

i (qǫ−1
i

(

pi

Pj

)−ǫ(
Pj

P

)− 1
β

L)
ǫ−1
ǫ

)
ǫ

ǫ−1
1−β

dj



Lβ

=
L

1− β
P

1−β
β







∫ 1

0
P
ǫ(1−β)− 1−β

β

j

(

2
∑

i=1

qǫ−1
i p1−ǫi

)

ǫ(1−β)
ǫ−1

dj







=
L

1− β
P

1−β
β

(∫ 1

0
P

− 1−β
β

j dj

)

.

The demand shifter P
1
βL index is common to all firms and can be taken out entirely

(and normalized to one since I assume zero population growth). The quality-adjusted

price index Pj of each sector falls as the qualities of the two firms in the sector grow,

and the exponent is negative for all β ∈ (0, 1) so Y is increasing in firms’ qualities.

Common to all firms with a particular technology gap m are the prices p(m) of

the firm at gap m and its competitor at −m, p(−m). At time t, therefore, Y can be

expressed as:

Yt =
1

2

L

1− β
P

1−β
β

m̄
∑

m=−m̄

(∫ 1

0

(

qǫ−1
it pi(m)1−ǫ + qǫ−1

−it p−i(−m)1−ǫ
)−

(1−β)
β(1−ǫ) ✶{i∈µmt}di

)

where µmt is the measure of firms at technology gap m at time t and the above inte-

gration is taken over firms rather than sectors. More simply:

Yt ≡
1

2

L

1− β
P

1−β
β

m̄
∑

m=−m̄

Qmt,

where Qmt is defined as:

Qm,t =

∫ 1

0

(

qǫ−1
it p(m)1−ǫ + qǫ−1

−it p(−m)1−ǫ
)−

(1−β)
β(1−ǫ) ✶{i∈µmt}di

= (p(m)1−ǫ + (λ−m)ǫ−1p(−m)1−ǫ)
1−β

β(ǫ−1)

∫ 1

0
q

1−β
β

i,t ✶{i∈µmt}di.

B.4 Output Growth on Balanced Growth Path

To understand how aggregate output evolves, this section studies the evolution of

Q̃m,t (defined in equation 11) between t and t + dt for all m. These expressions are
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similar to those for the stationary distribution (equations 8-10) because they are based

on the movement of firms to different technology gaps from their rival, but account

for the quality improvements that occur because of innovation.

Assuming fixed distribution µmt = µm for all m, t:

˙̃
Qmt =

∫ 1

0
q

1−β
β

m,t+dt,i✶{i∈µm}di−

∫ 1

0
q

1−β
β

m,t,i✶{i∈µm}di.

that is, quality growth at gap m is due to the change an index of the qualities of all

the firms with technology gap m. Consider an arbitrary m ∈ (−m̄, m̄) (−m̄ and m̄ are

special cases because of spillovers). A portion of firms at m at t innovate to a different

gap, and another portion leave gap m because their competitor innovates. Because

all firms at gap m choose the same arrival rate xm, these are a random sample of the

firms at gap m at time t. The outflows from ˙̃
Qm are:

−(xm + x−m)

∫ 1

0
q

1−β
β

m,t,i✶{i∈µm}di = −(xm + x−m)Q̃m.

The inflows to m’s quality index come from two sources. First, some firms inno-

vate into position m from a lower position n, improving their quality by λm−n. The

probability they innovate and reach gap m is given by xnFn(m). Some firms fall back

to m from a higher gap n because their competitor innovates to −m. The probability

their competitor reaches −m is given by x−nF−n(−m). So cumulative inflows are:

m−1
∑

n=−m̄

xnFn(m)(λ(m−n))
1−β
β Q̃n +

m̄
∑

n=m+1

x−nF−n(−m)Q̃n.

Putting it together:

˙̃
Qmt =

m−1
∑

n=−m̄

xnFn(m)(λ(m−n))
1−β
β Q̃n+

m̄
∑

n=m+1

x−nF−n(−m)Q̃n−(xm+x−m)Q̃m. (13)

For lowest gap there are spillovers when competitor innovates:

˙̃
Q−m̄t =

m̄
∑

n=−m̄+1

x−nF−n(m̄)Q̃n + xm̄(λ
1−β
β − 1)Q̃−m̄ − x−m̄Q̃−m̄. (14)

For highest gap the firm does not exit that gap when they innovate:

˙̃
Qm̄t =

m̄−1
∑

n=−m̄

xnFn(m̄)(λ(m−n))
1−β
β Q̃n + xm̄(λ

1−β
β − 1)Q̃m̄ − x−m̄Q̃m̄. (15)
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Given equations 13, 14, and 15, on a balanced growth path where
˙̃
Qmt

Yt
is constant,

it’s sufficient to assume Q̃mt

Yt
is constant over time for all m ∈ [−m̄, m̄]. Differentiating

Q̃mt

Yt
with respect to time yields:

(

˙
Q̃m

Y
) =

˙̃
Qm

Y
−
Q̃m

Y

Ẏ

Y

=
˙̃
Qm

Y
− g

Q̃m

Y
.

Imposing that the left hand side is zero implies:

˙̃
Qm

Y
= g

Q̃m

Y
.

The vector on the left hand side is defined above by the flow equations (13), (14), and

(15) divided by GDP. Use those equations to form a matrix A that captures the flow

equations:
˙̃
Qm

Y
= A

Q̃m

Y
= g

Q̃m

Y
.

The values in A depend on λ, φ, and xm. The above equation means that the growth

rate g is an eigenvalue of the matrix A and Q̃m

Y
is the corresponding eigenvector of A.

If there is only one positive, real eigenvalue there is only one such balanced growth

path where the contribution of the growth of the quality index of each technology gap

to the total growth rate is constant and the growth rate of the economy is constant.

B.5 Alternate Model With No Competitive Fringe

It is also possible to solve the full dynamic model without the presence of the compet-

itive fringe imitating the follower’s variety so that both firms exercise market power

over their variety i of sector j’s good. In this alternative model, only the incumbent

firms compete a la Bertrand. There is still the possibility of exogenous entry/exit,

though this assumption can be relaxed as well. The analogy from the model to the

data becomes less obvious under this assumption, since the laggard firm can no longer

be thought of representing many firms producing generic products that are perfectly

substitutable with other generic products but imperfectly substitutable with the brand

produced by the leader. In this setup the quality leader always has at least 50% mar-

ket share, unlike in the data. This assumption also gives empirically counterfactual

predictions that the profit shares of total industry profits of the market leader and the
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other firm in the industry are relatively similar, contradicting the pattern shown in

Figure 19.

Nonetheless, many of the main results carry through under this alternate assump-

tion. Before describing these alternate results, I return to the pricing problem of the

firms assuming the follower can now choose its optimal markup. Using the same

derivation as in section 3.3.1 it can be shown that both firms follow the pricing policy

the leader follows in the baseline model:

pi =
ǫ− (ǫ− 1

β
)si

ǫ− (ǫ− 1
β
)si − 1

η,

where

si = qǫ−1
i

(

pi

Pj

)1−ǫ

.

I look for a Markov perfect equilibrium with balanced growth where each firm’s

price is the best response to its competitor’s price at time t. The algorithm for find-

ing the steady state remains the same, plugging in the pricing functions of the firms,

illustrated in Figure 22.

Figure 22: Markups and resulting market shares as a function of the technology gap (ratio

of firm qualities), Bertrand pricing.

Table 11 gives the results of the same experiment as in section 4.3 under the alter-

nate pricing strategies with the same parameters as in table 1 and Figure 23 shows

the policy functions and stationary distributions. Note that the escape competition

motive around the neck and neck state disappears in the version without the compet-

itive fringe. As before, changing φ has a level effect on total innovation effort but also

changes the location of R&D from laggard firms to leading firms.
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The level of the growth rates and the change in the growth rate from one steady

state to the other under Bertrand pricing due to a change in φ are very similar to the

baseline model with marginal cost pricing of the follower. The increase in concentra-

tion is smaller since the change in technology gaps is not as dramatic as in the main

case (Figure 23), though technology gaps do increase modestly. As for the growth

decomposition, the effects of the firms’ innovation responses is smaller, and the first

order effect of lowering the probability of radical innovations is a bit larger than in

the baseline model with the competitive fringe.

Moment Data Model

1990s 2000s Chg. (pp) 1990s 2000s Chg. (pp)

TFP growth, % 1.74 0.49 -1.25 1.82 0.27 -1.55

Leader market share, avg, % 43.34 48.12 4.78 62.44 63.52 1.08

R&D share of GDP, % 1.8 1.89 0.09 2.29 1.72 -0.57

Profit share of GDP, % 5.24 6.61 1.37 14.58 14.45 -0.13

R&D intensity, avg, % 2.56 3.8 1.24 8.13 5.33 -2.8

Pat stock growth/patent, avg, % 23.52 11.81 -11.71 21.44 11.10 -10.44

Leadership turnover, % 13.74 9.27 -4.47 13.49 10.43 -3.06

Table 11: Model and data comparison, role of φ, model with no competitive fringe.

Figure 23: Firm policy functions depending on technology gap (a) and stationary distri-

bution of firms over technology gaps (b), model with no competitive fringe.
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Decomposition % of slowdown explained

Role of effort (φ fixed, x changes) 49.9

First order effect (x fixed, φ changes) 82.37

Table 12: Growth decompositions, model without competitive fringe.

C Numerical Appendix

C.1 Solution Algorithm

For a given set of parameter values, the solution algorithm involves first guessing a

steady state interest rate. Given this interest rate, solve the value functions for each

technology gap by policy function iteration using the fact that v̇mt = 0 on a balanced

growth path. This process yields the optimal innovation policies of firms at each tech-

nology gap. Given the policy functions the stationary distribution of firms over tech-

nology gaps can be obtained by solving the system of equations described in section

3.5. To obtain the growth rate of GDP, solve the system described in appendix B.4.

Check whether this growth rate is consistent with the interest rate guess using the

household’s Euler equation: r = gψ + ρ. Update the guess of the interest rate and re-

peat until the interest rate guess and the interest rate implied by the resulting growth

rate and the Euler equation are consistent.

To obtain micro-level moments, I simulate a discrete time version of the model

with ten subperiods per year for a panel of 3000 firms for 400 years after the model

reaches the steady state distribution over technology gaps.

C.2 Simulated Method of Moments Estimation

Let Mj(θ) denote the steady state value of moment j in the model as a function of the

model parameters in vector θ. Let Dj denote the same moment in the data. The simu-

lated method of moments estimation procedure seeks to find the vector of parameters

θ
∗ that solves:

min
θ

J
∑

j=1

∣

∣

∣

∣

∣

Mj(θ)−Dj

1
2Mj(θ) +

1
2Dj

∣

∣

∣

∣

∣

for J moments. The moments are weighted equally.
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C.3 Decomposition Table

Moment Model Data Effect of each parameter

1990s 2000s 1990s 2000s ρ ǫ η δe λ α φ

TFP 1.75 0.74 1.74 0.49 1.76 1.73 1.87 1.81 1.94 2.06 0.47

Concent. 44.62 48.89 43.34 48.12 44.66 45.01 44.67 44.68 45.61 44.7 46.8

R&D/GDP 1.91 1.32 1.8 1.89 1.95 1.88 2.33 2.06 2.06 2.13 0.72

Profits/GDP 6.02 6.71 5.24 6.61 6.02 6.01 6.01 6.0 6.23 6.02 6.34

R&D/Sales 5.18 3.54 2.56 3.8 5.22 5.09 6.23 5.5 5.61 5.7 1.93

Pat. qual. 22.26 11.88 23.52 11.71 22.26 22.28 22.27 22.27 24.06 22.28 10.98

New leader 13.26 9.27 13.74 9.27 13.28 13.21 13.53 12.6 13.4 13.91 9.85

Table 13: Effect of each estimated parameter change in Table 5 on the model steady state, holding other parameters

fixed at estimated 1990s values.
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C.4 Transition Dynamics

This appendix details the computational approach to solving the model’s transition

dynamics from one steady state to another and then presents the results. I assume the

economy begins in the initial (1990s) steady state in period t = 1 and arrives at the

new steady state by T , where T is large. I consider a discrete version of the model

with small time increments dt. Given a conjecture for the interest rate path over the

transition, I solve the value and policy functions backwards from T . Then, given the

sequence of innovation policies, I use the flow equations 13, 14, 15 and 8, 9, 10 to

solve for aggregate output and the distribution of sectors over technology gaps on

the transition path respectively. Then I use the household’s Euler equation to check

the consistency of the growth rate over the transition with the interest rate guess, and

update the guess until the conjectured and implied interest rate paths are within some

minimum distance from one another. Formally:

1. Guess an interest rate path r = {r1, r1+dt, r1+2∗dt, . . . , rT }.

2. Given the steady state values vm,T assumed at T , solve for innovation policies at

T − dt as:

xm,T−dt =



















(

e−rT dt
∑m̄

n=m+1 ❋m,T−dt(n)[(λ
n−m)

1
β
−1
vn,T−vm,T ]

α

) 1
γ−1

for m < m̄

[

e−rT dt 1
α
(λ

1
β
−1

− 1)vm̄,T

]
1

γ−1
for m = m̄

.

3. Given the policy functions at T − dt and the interest rate guess, solve for the

value functions vm,T−dt:

vm,T−dt =

(

π(m)− α
x
γ
m,T−dt

γ

)

dt

+ e−rT dt(xm,T−dtdt
m̄
∑

n=m+1

❋m,T−dt(n)[vn,T (λ
n−m)

1
β
−1

− vm,T ]

+ x−m,T−dtdt

m̄
∑

−m+1

❋−m,T−dt(n)[v−n,T − vm,T ]

+ δedt(0− vm,t) + vm,T ).

4. Repeat this backwards iteration for xm,t and vm,t until t = 1.
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5. Beginning at t = 1, initialize Y = 1 and use the flow equations 13-15 and 8-10

and the sequence of innovation policies {xm,t}
T−dt
t=1 to obtain the distribution of

firms over technology gaps and the sequence of growth rates g over the transi-

tion.

6. Check if the interest rate sequence r is consistent with the resulting sequence of

growth rates g using the households’ Euler equation.

7. Update the guess of r to rnew using the implied sequence of interest rates from

the Euler equation.

8. Repeat until |rnew − r| < ǫtol for some small tolerance value ǫtol.

C.5 Transition Results

The experiment is to consider a surprise, permanent decrease in laggards’ patent qual-

ity consistent with the increase in φ estimated in section 5 and with the pattern of

declining patent quality in Figure 2 in section 2.2.

Figure 24: Productivity growth and concentration over the transition to a lower level of

patent quality.

For illustrative purposes, I assume the transition takes 20 years, with φ increas-

ing smoothly for the first two years and then remaining permanently higher (that is,

innovations becoming more incremental). Figure 24 illustrates the evolution of pro-

ductivity growth and concentration over the transition. Productivity growth closely

tracks the decline in patent quality, while concentration rises more slowly and after 20
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years has not fully reached its new steady state value. Because innovations are some-

what infrequent, it takes a long time for market leaders to pull ahead and laggards to

fall as far behind as they are in the new steady state on average. These patterns are

fairly consistent with Figure 1 which shows the TFP growth rate declining quickly in

the early 2000s and then remaining roughly flat while concentration has continued to

rise through 2017. As discussed in section 5.3, an increase in product substitutability

immediately increases concentration, and fitting the model over the transition would

help inform the relative roles of innovation technology and the superstar firm hypoth-

esis, and might also imply an even sharper decline in laggards patent quality in order

to arrive at the high level of concentration observed recently by 2017.
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