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Abstract
Recent scientific literature shows that in many developing countries, variability in rainfall and temperature in growing season has distortional effects on agricultural output, especially when the variability is high. At what degree or threshold are these variabilities harmful to agricultural output in certain regions of Africa? In this study, we answer this research question using a dynamic panel threshold model on a panel dataset of East African countries for the period 1961 to 2016. We incorporate climate variables disaggregated into growing and non-growing seasons like in Abraha-Kahsay and Hansen (2016). The empirical results indicate that growing rainfall variability has significant effects on agricultural output. More specifically, we found a significant negative effect from rainfall variability in spring and summer, when precipitation exceeds thresholds of -0.533ml and -0.902ml respectively. We found no significant effect in fall. In the case of growing-season temperature variability, we found no significant effects. Policy implications are discussed.
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1. Introduction

Climate change has emerged as the most important environmental problem facing humankind, at all levels of existence. The impacts of climate change will not be evenly spread across the world. According to the Intergovernmental Panel on Climate Change report (IPCC, 2014), climate change will not only manifest in the gradual changes in average weather conditions, but also in increased frequency and intensity of extreme weather events across regions. According to the World Bank (2010), a 2°C warming above pre-industrial temperatures could induce a permanent reduction in gross domestic product (GDP) of 4 to 5% for Africa and South Asia.

East Africa's economy in particular is highly dependent on agriculture. In Uganda, Ethiopia, Kenya and Tanzania, agriculture represents 30.2%, 47%, 23.8%, and 42.8% respectively of GDP (Salami et al., 2010). This leads to these communities being highly vulnerable to any fluctuations in seasonal rainfall amounts. It has been shown that these dependencies could continue for several decades (World Bank, 2007). The threats of climate change are certainly a challenge – especially in developing countries, where poverty is a feature that hinders the development. Noy (2009) reveals that following a natural disaster, a developing country faces a much greater decline in output than a developed economy would. To date there is still much confusion about the effect that climate has on agricultural output, particularly in developing countries. Because of this, the impact of climate change on agriculture is increasingly becoming a major area of scientific concern (Mendelsohn, 2009; 2014; Molua & Lambi, 2007; Lipper et al., 2009; Rui-Li & Geng, 2013; Smit & Yunlog, 1996). For instance, Mendelsohn (2014) investigates the impact of climate change in Asia by employing a Ricardian approach. The findings reveal a small aggregate effect associated with a 1.5°C warming, but damaging effects of about US$84 billion associated with a 3°C warming.

However, there is also an increasing concern about climate change variability per season in the agricultural sector. For instance, early papers such as Mendelsohn et al. (1994) found that in the US, on average, higher temperatures in all seasons with the exception of autumn reduced farm values, while more rain outside autumn increased farm values. Victor et al. (1996) recognised that the risks associated with rainfall variability include soil erosion, prolonged heavy rains threatening waterlogging, prolonged low-rain periods, early cessation of rains long before the maturity of crops, and too little rainfall for crop water requirements.
East Africa region in particular is characterised by substantial weather variability in the main growing season (Mutai & Ward, 2000; Shreck & Semazzi, 2004). Growing-season climate variability is crucially important – particularly from a policy perspective, as mitigation is feasible even with small-scale technologies (Conway & Schipper, 2011).

In Africa and East Africa, specifically studies show that growing-season variability in precipitation has a negative effect on agricultural output. Barrios et al. (2008) found growing-season variation in precipitation to be insignificant, but also that rising annual mean temperature has been detrimental to agricultural output. Rowhani et al. (2011) found that growing-season variability in precipitation had a negative effect on agricultural outputs in East Africa, while Ward et al. (2014) found that growing-season precipitation variability had a positive impact on agricultural outputs. Recently, Abraha-Kahsay and Hansen (2016) investigated the impact of seasonal precipitation/temperature variability in East Africa by making use of the fixed-effect model and the coefficient of variation as a measure of variability. Their findings were that growing-season precipitation in spring and fall have a negative effect on agricultural output.

The literature also provides sufficient evidence that climate variables are not linearly related to agricultural outputs (Mendelsohn, 2014; Wang et al., 2009; Mishra & Sahu, 2014; Schlenker & Roberts, 2009). For instance, Schlenker and Roberts (2009) investigated the relationship between maize, soybean and cotton yields and temperature in the growing season in the United States, using regression analysis. Their findings revealed that yields increase with temperature up to 29°C for corn, 30°C for soybeans, and 32°C for cotton. But above these thresholds, any further increase in temperature becomes harmful to agricultural output. They added that the non-linear relationship may be observed on isolation of either time-series or cross-sectional variations in temperature and agricultural-product yields. Abraha-kahsay and Hansen (2016) examined the impact of climate change and adaptation policy on agricultural production in East African countries by estimating the production function for agricultural output. These authors incorporated climate variables disaggregated into growing and non-growing seasons, and applied panel fixed-effect techniques. They reported that there is a significant negative effect from growing-season variances in precipitation. Through a simulation technique, they also predicted an output decrease of between 1.2% and 4.5% due to climate change.
In general, the literature finds that climate change and growing-season climate variability have a negative impact on agricultural output (see Abraha-Kahsay & Hansen, 2016). However, there is one important research question that still remains to be answered: is there a threshold at which climate change or growing-season climate variability produces effects on agricultural output? For policy intervention, it would be appropriate to investigate the threshold at which growing-season rainfall and temperature variability affect agricultural output. We believe that the relationship between climate variability and agricultural output is likely to be non-linear. At some (low) level of variability in rainfall and/or temperature, the relationship could be either positive or neutral (non-existent). At a higher level of climate variability the relationship becomes negative. If such a non-linear relationship exists, then in principle it should be possible to estimate the inflexion point, or the threshold at which the sign of the relationship between the two variables would switch. The possibility of such a non-linear relationship is modelled, for instance, by Wang et al. (2009), dealing with agriculture in China. When this threshold exists and is ignored, this may significantly bias the relationship between climate variability and agricultural output.

Traditional panel econometric techniques often employed in applied research, such as Polled Ordinary Least Squares (POLS), Fixed and Random Effects, are all limited in their capacity to answer the research question above. On the other hand, although the application of the traditional instrumental variable regression techniques such as Two-Stage Least Squares (TSLS) and the Generalised Method of Moments (GMM) can be efficient in handling the issue of endogeneity, these are not appropriate for non-linear models. Hansen (1999) introduced an econometric framework which allows the investigation of the relationship between two or more variables, if and only if the expected relationship is hypothesised to be non-linear. Nevertheless, the Hansen (1999) model also presents limitations, and one of them is the issue of strict exogeneity of the regressors. In agricultural economics, it has been shown that if there is more capital in the form of livestock (as is the case in Eastern Africa), it is plausible that more output could be produced. The higher the level of output, the higher the investment ratio of capital is likely to be (FAO, 2008; 2013). Hence a causal relationship is possible between capital investment and agricultural output. For this reason, we reinvestigate the econometric effects of climate variability on agricultural output in Eastern Africa, using a dynamic version of the Hansen model. We aim to shed more light on the effects of growing-season variability in rainfall and temperature on agricultural output. We seek to determine whether there is a
turning point (a threshold) at which climate variability impacts agricultural output. To the best of our knowledge, this is the first study to answer this specific research question.

The estimation results reveal that the growing season rainfall variability has an impact mainly in the major growing seasons. Lag output is significant across all specifications. In the context of the rural economy that characterises Eastern Africa, the livelihoods of farmers depend on their choice of how to allocate resources to generate the highest income possible, given the constraints they are facing. These decisions depend on the income generated by farmers, making lag output one of the most important features in decision making. After controlling for endogeneity, the results reveal that growing season rainfall variability negatively affects agricultural output; however, there is no significant evidence for the effect of growing season temperature variability in the major season. After using the dynamic panel threshold estimation, we found that the threshold for growing season rainfall in spring is -0.553 in spring, -0.902 in summer, and 1.261 in the fall season. In the case of growing season temperature variability, we found no significant effects.

The rest of the paper is organised as follows. Section 2 is a brief review of the existing literature. Section 3 presents the model specification, and Section 4 describes the data and variables. Section 5 presents the results, and Section 6 concludes.

2. Climate variability: a brief literature review

East Africa's economy is highly dependent on agriculture, which generates 40% of the gross domestic product and is the main source of income (up to 80%) (Runge et al., 2004). This makes communities extremely vulnerable to any fluctuations in seasonal rainfall amounts. Because of this dependency, the most important threat to agricultural production is the growing season weather variability documented in the literature in general (Victor, 1996; Rosenzweig et al., 2007; Owusu & Waylen, 2013; Fiwa et al., 2014) and in East Africa in particular (Schreck & Semazzi, 2004; Conway et al., 2005; You et al., 2009; Conway & Schipper, 2011; Bahaga et al., 2014).

Like in some other regions in the developing world, East African livelihoods depend on agriculture rain-fed, and dominated by small-scale agricultural production (World Bank, 2007). The changes observed in the growing season rainfall pattern might potentially lead to food insecurity, lack of jobs and poverty, as the agricultural sector is primarily rain-fed,
meaning that agricultural production is sensitive to rainfall fluctuations (Kyei-Mensah et al., 2019).

Numerous studies have estimated the effects of climate change by using production functions in which different proxies are employed for climate change and climate change variability (Schenker & Lobell, 2010; Rowhani et al., 2011; Blanc, 2012; Ward et al., 2014; Barrios et al., 2008; Molua, 2008; Rosenzweig et al., 1999; Lobell & Burke, 2010). Different climate variables such as annual and seasonal growing temperature and precipitation (Barrios et al., 2009; Ward et al., 2014) have been used as proxies for climate variation in these estimations. Other climate variables have also been considered, such as evapotranspiration, standardised precipitation index, drought and floods (Blanc, 2012); temperature and precipitation variance (Rowhani et al., 2011), and coefficient of variation (Abraha-Kahsay & Hansen, 2016).

The importance of growing season climate variability and its inclusion in the production function has been documented around the world. For instance, Cabas et al. (2010) found that increases in both temperature and rainfall variability harm crop production in Nepal and Canada, while temperature variability has been found to have a negative effect on key crops in the US (McCarl et al., 2008). Changes in mean and growing season temperature and rainfall induce heterogeneous impacts, which can be regarded as harmful, beneficial or even negligible, depending on altitude and type of crop (Poudel & Kotani, 2013).

In Africa, and specifically East Africa, studies have shown that growing season climate variability has an effect on agricultural output. For instance, Ward et al. (2014) used three estimation techniques (OLS, non-spatial and spacial Heckit models) to assess the impact of growing season variability on aggregate cereal yield in sub-Saharan Africa. They found that in growing season, precipitation variability has a positive impact on agricultural outputs. Abraha-Kahsay and Hansen (2016) employed fixed effect estimation to determine whether growing season variability has an effect on agricultural yield in East Africa. They disaggregated the annual climate variables, to distinguish between two seasons (growing and non-growing), and found a substantial negative impact from growing season variability in rainfall. Rowhani et al. (2011) also found that growing season precipitation variability has a negative effect on agricultural outputs in East Africa. On the other hand, Barrios et al. (2008) found growing season variation in precipitation to be insignificant.

Most of these studies that have focused on the impact of growing season variability in rainfall have relied on fixed effect models (Barrios et al., 2008; Lobell et al., 2011; Abraha-Kahsay & Hansen, 2016, Ward et al., 2014), which assume that there is a linear relationship between
agricultural output and climate variables, or variability in climate variables. Our research sheds light on the non-linear relationship between these, and the threshold below or above which such a relationship becomes harmful to agricultural output.

3. Model Specification

3.1 Model 1: Standard production function

In the standard production function, the dependent variable (agricultural output) is regressed with inputs expressed as follows:

\[ Q = F(L, K, I) \]  \hspace{1cm} (1)

where \( Q \) stands for agriculture output, \( L \) for labour, \( K \) for capital (such as land, machinery and livestock), and \( I \) refers to other factors such as fertiliser and irrigation. We assume a Cobb-Douglas production function as in Abraha-Kahsay and Hansen (2016), expressed as follows:

\[ Q = L^{\beta_1} K^{\beta_2} I^{\beta_3} \]  \hspace{1cm} (2)

Taking into account the dynamic nature of agriculture, the standard model can be expressed as follows:

\[
\ln(\text{Output}_{it}) = \beta_0 + \beta_1 \ln(\text{Output}_{it-1}) + \beta_2 \ln(\text{Labour}_{it}) + \beta_3 \ln(\text{Land}_{it}) + \beta_4 \ln(\text{Machinery}_{it}) + \beta_5 \ln(\text{Livestock}_{it}) + \beta_6 \ln(\text{Fertiliser}_{it}) + \beta_7 \ln(\text{Irrigation}_{it}) + \sum_{n=1}^{3} \alpha_{1s} \ln(\text{Temp}_{ist}) + \sum_{n=1}^{3} \alpha_{2s} \ln(\text{Precip}_{ist}) + \sum_{n=1}^{3} \lambda_{1s} \ln(\text{Variability}_{ist}^{\text{Temp}}) + \sum_{n=1}^{3} \lambda_{2s} \ln(\text{Variability}_{ist}^{\text{Rainfall}}) + \rho \text{TT}_{it} + \mu_i + \varepsilon_{it}
\]  \hspace{1cm} (3)

where \( \text{Output}_{it} \) and \( \text{Output}_{it-1} \) are the total agricultural production of the country, and the lag of the total agricultural production is \( I \) \((i=1,2,\cdots,n)\) in year \( t(t=1,2,\cdots,T) \). We include three capital inputs: Land, Machinery and Livestock. We also include Labour, Fertiliser and irrigation; \( \mu_i \) is the unobserved time-invariant country-specific effect, \( \text{TT}_{it} \) is the country-specific time trend, and \( \varepsilon_{it} \) is the error term. We follow Barrios et al. (2008), Molua (2008) and Abraha-Kahsay and Hansen (2016) in specifying the augmented agriculture production function. \( \text{Temp}_{ist} \) and \( \text{Rainfall}_{ist} \) are the mean temperature and rainfall for country \( i \) in season \( s \) \((s=1,2,\cdots,S)\) in year \( t \). Likewise, \( \text{Variability}_{ist}^{\text{Temp}} \) and \( \text{Variability}_{ist}^{\text{Rainfall}} \) are growing season temperature and rainfall variability.

The single ordinary least squares (OLS) cross-country regression model is one technique that could be used to perform this estimation. However, this approach has some limitations, and the results may be biased and inconsistent, since it may not take into account the endogeneity of some of the regressors. The regressors might also suffer omitted variables bias, due to
unobserved heterogeneity. These difficulties arise firstly due to the assumption that the unobserved heterogeneity or countries' fixed effects are correlated with explanatory variables. Secondly, the lagged dependent variable is also correlated with country-specific fixed effects.

There are two main procedures documented in the panel data literature. The first involves removing the country fixed effects by within transformation method, and the second is first-difference transformation. Tsangarides (2001) suggested that an appropriate panel data estimation should be considered. Fixed and random effect estimators are among the techniques considered in the literature. These pose the problems of endogeneity of regressors, and loss of dynamic information (Nkurunziza & Bates, 2003). Holtz Eaking et al. (1998) and Arellano and Bond (1991) suggests that the two-stages least squared method can use data to find the instruments. Arellano and Bond (1991), Arellano and Bover (1995) and Bundell and Bond (1998) introduced a process that consists of applying the Generalised Method of Moments (GMM).

Equation (3) above introduces the notion of memory or autocorrelation; in other words, today's output is partly explained by last season's output. Due to the dynamic framework, OLS, fixed and random effect processes are not valid. However, Equation (3) above creates the problem of endogeneity, since the lagged variable is endogenous to the error term. To overcome this problem of endogeneity (as OLS is inappropriate), an instrumental variable (IV) must be considered. Anderson and Hsiao (1982) suggested $Output_{it-1}$ and $Output_{it-2}$ as instruments. Arellano and Bond (1991) showed that using $Output_{it-2}$ as an instrument is superior. The list of instruments can be extended: $Output_{it-3}, Output_{it-4}, \ldots, Output_{it-k}$. Arellano and Bond (1991) combined the list of moments condition and formed the GMM. Equation (3) above will be estimated using Arellano and Bon (1991); a first-step GMM estimator will be considered, since it shows results that are more reliable for inferencing (Blundell & Bond, 1998).

3.2 Model 2: Panel Threshold Model
We follow Kremer et al. (2013) in establishing a dynamic panel threshold model for the agricultural production function. The Kremer et al. (2013) model is an extension of the static panel threshold model proposed by Hansen (1999) and the cross-section threshold regression of Caner and Hansen (1999). The dynamic panel threshold accounts for non-linearities and endogeneity bias in the model, as it is built on the GMM that solves the endogeneity (Caner &
Hansen, 1999). Indeed, in this study we analyse the role of the growing seasonal variability in temperature and rainfall threshold in the relationship between agricultural output, climate variability and the endogenous regressor (lagged of the output). The expression for the dynamic panel threshold model is written as follows:

\[
\ln(\text{Output}_{it}) = u_i + \beta_1 \hat{\pi}_{it}I(\hat{\pi}_{it} \leq \gamma) + \delta_1 I(\hat{\pi}_{it} \leq \gamma) + \beta_2 \hat{\pi}_{it}I(\hat{\pi}_{it} > \gamma) + \phi Z_{it} + \epsilon_{it}
\]

where the subscripts \(i = 1, \ldots, N\) and \(t = 1, \ldots, T\) represent the country and time index respectively. \(I(\cdot)\) is the indicator function and the threshold \(\gamma\). \(u_i\) is the country-specific fixed effect while \(\epsilon_{it}\) is the error term, \(\epsilon_{it} \sim iid(0, \sigma^2)\). \(\hat{\pi}_{it}\) (growing season variability) represents the threshold and the regime dependent regressor. \(Z_{it}\) represents the vector of endogenous variables where the estimated slope coefficients are regime independent. \(\ln(\text{Output}_{it})\), the log output is the dependent variable. \(Z_{it}\) represents the \(m\)-dimensional vector of explanatory regressors that might include the lagged output, while \(Z_{1it}\) captures the other control variables. The coefficient \(\delta_1\) is the regime intercept. \(\beta_1\) represents the marginal impact of growing seasonal variability in rainfall and temperature on agricultural output in the long run when the variability is below the threshold, while \(\beta_2\) captures the marginal impact of growing seasonal variability in rainfall and temperature above the threshold. The \(\beta_i\) coefficients are obtained by GMM estimation. According to Arellano and Bover (1995), the lags of the dependent variables (endogenous variables) \(\text{Output}_{it-2} \cdots \text{Output}_{it-k}\) are used as instruments. Arellano and Bover (1995) confirmed that error terms are not auto-correlated, and the cross-section threshold of Caner and Hansen (2004) applies to the dynamic panel approach. Thus, the individual fixed effects are eliminated by the forward orthogonal deviation transformation.

The forward orthogonal deviation transformation for the error term can be expressed as

\[
\epsilon_{it}^* = \sqrt{\frac{T-t}{T-t+1}} \left[ \epsilon_{it} - \frac{1}{T-t} (\epsilon_{i(t+1)} + \cdots + \epsilon_{iT}) \right]
\]

The error terms of the forward orthogonal transformation remain homoscedastic; that is,

\[
Var(\epsilon_i) = \sigma^2 I_T \implies Var(\epsilon_i) = \sigma^2 I_{T-1}
\]

According to Kremer et al. (2013), firstly the endogenous variable \(Z_{2it}\) is estimated as a function of the instrument \(X_{it}\) and we obtain the predicted value \(\hat{Z}_{2it}\). Secondly, Equation (4) above is estimated by ordinary least squares, after substituting \(Z_{2it}\) for the predicted value \(\hat{Z}_{2it}\). The residual sum of squares from the equation is noted as \(S(\gamma)\), where \(\gamma\) denotes the common threshold value to be estimated. The optimal value of the threshold estimated \(\hat{\gamma}\) is such that the
residual sum of squares is minimised as \( \hat{\gamma} = \arg \min_{\gamma} S_n(\gamma) \). Thirdly, after obtaining \( \hat{\gamma} \), the estimated threshold value, the regression slope coefficients are found by GMM using the instruments and the estimated threshold \( \hat{\gamma} \). The 95% critical values for determining the confidence interval of the threshold value are expressed as \( \Gamma = \{ \gamma: LR(\gamma) \leq C(\alpha) \} \), where \( C(\alpha) \) is the 95% percentile of the asymptotic distribution of the likelihood ratio \( LR(\gamma) \).

Given the nature of Equation (3) above, and as emphasised in the introduction, one might argue that the relationship between growing season variability and agricultural output may not be linear. It has also been argued that the threshold model can be appropriate for consistently and efficiently capturing the overall effect between the variables.

4. Description of data and variables

We constructed a panel of nine countries (Burundi, Djibouti, Ethiopia, Kenya, Rwanda, Somalia, Sudan, Tanzania and Uganda) covering the period from 1961 to 2016. As in Abraha-Kahsay and Hansen (2016), the nine countries were chosen due to their similar crop production season characteristics. Data points were sourced from FAOSTAT (2011).

The FAO’ net production index has been used as a dependent variable. It is considered a proxy for total production output and includes both crop and livestock production as well as other agricultural outputs. Land input is a proxy for total area used for agricultural purposes, while machinery input is a proxy for total number of tractors used. For livestock capital input, we use the headcount for cattle, sheep and goats. Labour is proxied by the population fraction active in the agriculture sector. Fertiliser input is the number of metric tonnes of plant nutrients consumed in the agriculture sector, while irrigation input is the agricultural area under irrigation. Our definition and inclusion of these variables follows the example of numerous studies (e.g. Hayami & Ruttan, 1970; Antle, 1983; Barrios et al., 2008; Abraha-Kahsay & Hansen, 2016).

We also follow Barrios et al. (2008), Ward et al. (2014) and Abraha-Kahsay and Hansen (2016) in the treatment of irrigation as indicator of the quality of land capital input. We use the Climate Research Unit (CRU) as the main source of climate data, as did Barrios et al. (2008) and Abraha-Kahsay and Hansen (2016). As in Abraha-Kahsay and Hansen (2016), \( Temp_{Springs} \), \( Temp_{Summer} \), \( Temp_{Fall} \), \( Rainfall_{Spring} \), \( Rainfall_{Summer} \) and \( Rainfall_{Fall} \) represent the mean temperature and rainfall during spring, summer and fall seasons respectively; while \( Variability_{Springs} \), \( Variability_{Summer} \), \( Variability_{Fall} \), \( Variability_{Spring} \), \( Variability_{Summer} \) and \( Variability_{Fall} \) represent growing season temperature and
rainfall during spring, summer and fall season respectively. Spring season includes the month of March, April and May; fall comprises the month of September, October and December, while the summer contains the month of June, July and August (Abraha-Kahsay and Hansen, 2016). Seasonal variability in temperature and rainfall follow the definition from Amare et al. (2018). We measure variability as the deviation of the previous year's rainfall and temperature during spring, summer and fall from the 30-year historical average during crop growing seasons (spring, summer and fall). Variability is also referred to as rainfall and temperature anomalies. We also add the growing summer season, as in Abraha-Kahsay and Hansen (2016); apart from spring and fall, the major and minor crop-growing seasons, the summer season can be crucial to the growth and maturity of crops planted in spring. Figure 1 below shows the general trends in rainfall and temperature during the three growing seasons. In general, average growing season variability in rainfall is more significant in all three seasons. There is a trend of gradual decline; spring and fall (the major and minor growing seasons) are more volatile than summer. This has a serious effect on the growth of crops, and is generally characterised by a decreasing trend, while temperature shows an increasing trend, in line with what has been reported in the literature (IPCC, 2007).

![Figure 1: Average seasonal variability in rainfall and temperature](image.png)

5. **Estimation Results**

We investigate whether the series is stationary. To check the stationarity in our panel, we use the Levin, Lin and Chu (2002) panel unit root test and the Fisher type, based on the augmented Dickey-Fuller tests (Choi, 2001) (See Appendix, Table A1.) Both tests reject the null
hypothesis that the panel contains a unit root. We test the presence of serial correlation using the Wald test, following Wooldridge (2002), in which it was rejected.

Table A3 in the Appendix shows the estimation results of the fixed-effect model. The coefficients of the physical inputs vary slightly when one moves across all the specifications, and they do have the expected signs. Livestock and labour parameters are positive and significant across all the specifications, in line with the literature. Machinery and irrigation are insignificant, confirming the lack of such tools in the process of agricultural production. East Africa is dominated by traditional practices, mainly based on human muscle power (FAO, 2008; 2013). Up to 95% of agriculture there is characterised by traditional small scale non-mechanised practices (FAOSTAT, 2011). The land is the most important factor, with coefficients that have the expected sign and significant. An increase of 1% in agricultural land areas is substantially higher compared to coefficients of other regressors. According to Barrios et al. (2008), Sub-Saharan African countries use land much more intensively than other countries. In general, these findings are consistent with the literature (Barrios et al., 2008; Abraha-Kahsay & Hansen, 2016).

Concerning climate variables, the mean effect of rainfall and temperature on the agricultural output during the major growing season (spring) is positive and significant. The major season is characterised by heavy and prolonged rain, but also associated with higher temperature. This favours evaporation, reducing the impact of heavy rain on agricultural output.

During the minor growing season (fall), the coefficients of temperature and rainfall are negative and significant, consistent with expectations. The results for the summer growing season show that the higher temperature affects agricultural output negatively. According to Niang et al. (2014), temperatures in Africa are projected to rise much faster than in the rest of the world; the increase is expected to exceed 2°C by the 21st century, and could reach 4°C by the end of the 21st century.

The growing season rainfall variability of spring has a negative impact on output and the impact tends to persist, even during summer. In line with Conway et al. (2005) who noticed that Eastern Africa has two rainfall regimes that bring rain, from March to May and from October to December, but with great inter-annual variability. Growing season temperature variability had a positive impact during spring (the major growing season), contrary to the
results of Abraha-Kahsay and Hansen (2016), who found its effect to be positive and insignificant. It had no effect in summer and fall.

These findings are crucial, given East Africa’s rain-fed nature. Growing season rainfall and temperature variability can have a significant impact on output, even if there are no changes observed at the mean temperature and rainfall level. Our results are consistent with the literature on the effect of variability in rainfall and temperature on agricultural crops in East Africa (Abraha-Kahsay & Hansen, 2016; Barrios et al., 2008; Ward et al., 2014; Blanc, 2012; Rowhani et al., 2011; Lobell & Burke, 2008). The majority of these studies found that precipitation variability has a positive effect and temperature variability has a negative impact. For instance, Abraha-Kahsay and Hansen (2016) and Rowhani et al. (2011) both found growing season precipitation variability had a substantial negative effect on output, while Ward et al. (2014) found a positive effect. This is partly in line with our findings, which state that growing season rainfall variability has a negative effect, but growing season temperature variability has a positive significant effect as well.

Table 1 below shows the results of the dynamic GMM using Equation (3) above. The fixed effect estimations and even the random effect estimations are subject to some shortcomings. They have the problem of potential endogeneity of regressors, as well as a loss of dynamic information (Nkurunziza & Bates, 2003). We include in Equation (3), among other things, the lagged variable of agricultural output. The lag of output is significant across all specifications. This implies that the decision to engage in agriculture practices depends heavily on what the last agricultural outcome was. Agriculture in general involves many decisions: what and how much to sell to generate cash, which inputs to use, how and when to use them, how much to store if there is an expectation of more favourable conditions in the market, or in the next agriculture season. Also, small household farmers make these decisions in a market that does not function well. This implies that good agricultural results in the previous season can solve a substantial portion of these questions, and will have significant implications for their choices and livelihoods. Hence, the performance of the last season agricultural output significantly influences the decision of whether or not to continue farming.

Some studies note that experiences farmers are exposed to in the agricultural sector in East Africa, such as drought, constitute a reason to engage in off-farming activities. The proportion of off-farming income generation reveals some important insights (Van den Broeck & Kilic,
2018; FAO, 2015; Kansiime et al., 2018; Wichern et al., 2017). For instance, Van den Broeck and Kilic (2018) report that a significant portion of both rural and urban working-age population participates in off-farming activities. However, in East African countries such as Ethiopia, small household farmers still rely heavily on crop and livestock income, rather than non-farming (FAO, 2015). In the context of the rural economy that characterises East Africa, the livelihood of farmers depends on the choices they make regarding how to allocate resources to generate the highest income possible, given the constraints they face. The current agricultural output depends to a degree on last year's performance; and this holds true for all the models specified. The coefficient of the lag in output is significant, meaning a 1% increase in the lag output coefficient will increase current output by 0.975, 0.979 or 0.988%, depending on the respective specification shown in Table 1 below.

The estimates of the physical parameters do not vary much, except for machinery and irrigation. Land estimates are significant, except for specification (4). The Labour parameter has the expected sign, but is significant only in specification (3). Small-scale farming production in East Africa is done mainly by family members (FAO, 2015). A 1% increase in the size of a farmer’s house results in a 0.0394% increase in agricultural output. The marginal effect of each regressor on the dependent variable is lower compared to the estimates under fixed-effect estimation. Not controlling for lag in agricultural output in the estimation of the impact of climate change on agricultural output exaggerates the impact of the effect of growing season variability on agriculture.

GMM offers advantages over the pure cross-country instrumental variable regression, as the unobserved country-specific effect becomes part of the error term, which can bias the estimators. Also, GMM controls for all the potential endogeneity of all explanatory variables, compared to the country fixed specification.

Turning to the effect of climate on agricultural output, the findings are that mean rainfall is positive and significant, while mean temperature is positive and insignificant in the major growing season. The Growing season rainfall variability has a negative sign and is significant, which is in line with the outcome from the fixed-effect estimation. This result is in line with Rowhani et al. (2011), who found that growing season rainfall has a negative effect on yields of sorghum, maize and rice in Tanzania but the growing season temperature increases have the most important impact on yields. We did find negative and statistical evidence of growing-
Table 1: One-step system GMM results for climate variability and agricultural output

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln(output)</td>
<td>0.975***</td>
<td>0.979***</td>
<td>0.988***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00668)</td>
<td>(0.00461)</td>
<td>(0.00420)</td>
<td></td>
</tr>
<tr>
<td>L.1 Output</td>
<td>0.975***</td>
<td>0.979***</td>
<td>0.988***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0118)</td>
<td>(0.0125)</td>
<td>(0.0401)</td>
<td></td>
</tr>
<tr>
<td>Ln(Land)</td>
<td>0.0394***</td>
<td>0.0348***</td>
<td>0.739*</td>
<td>0.00716</td>
</tr>
<tr>
<td></td>
<td>(0.0114)</td>
<td>(0.00929)</td>
<td>(0.456)</td>
<td>(0.00897)</td>
</tr>
<tr>
<td>Ln(Livestock)</td>
<td>0.0187*</td>
<td>0.1999**</td>
<td>0.683</td>
<td>0.00556</td>
</tr>
<tr>
<td></td>
<td>(0.00630)</td>
<td>(0.00688)</td>
<td>(0.217)</td>
<td>(0.00442)</td>
</tr>
<tr>
<td>Ln(Labour)</td>
<td>0.00573</td>
<td>0.00630</td>
<td>0.564***</td>
<td>0.00393</td>
</tr>
<tr>
<td></td>
<td>(0.0114)</td>
<td>(0.0125)</td>
<td>(0.401)</td>
<td>(0.00897)</td>
</tr>
<tr>
<td>Ln(Machinery)</td>
<td>0.0104**</td>
<td>0.00737**</td>
<td>0.128</td>
<td>0.00191</td>
</tr>
<tr>
<td></td>
<td>(0.00493)</td>
<td>(0.00411)</td>
<td>(0.219)</td>
<td>(0.00382)</td>
</tr>
<tr>
<td>Ln(Irrigation)</td>
<td>9.94e-05</td>
<td>0.00278</td>
<td>0.150</td>
<td>0.00197</td>
</tr>
<tr>
<td></td>
<td>(0.00824)</td>
<td>(0.00431)</td>
<td>(0.182)</td>
<td>(0.00436)</td>
</tr>
<tr>
<td>Ln(Fertiliser)</td>
<td>0.00341</td>
<td>0.00146</td>
<td>0.325**</td>
<td>0.00598**</td>
</tr>
<tr>
<td></td>
<td>(0.00247)</td>
<td>(0.00341)</td>
<td>(0.129)</td>
<td>(0.00260)</td>
</tr>
</tbody>
</table>

Mean rainfall variables

| Ln(Rainfall_{spring}) | 0.0200** | 0.0235** |
|                       | (0.00782) | (0.00923) |
| Ln(Rainfall_{summer}) | 0.0194*  | 0.0150   |
|                       | (0.0108)  | (0.0104)  |
| Ln(Rainfall_{fall})   | -0.00591 |           |
|                       | (0.0154)  |           |

Mean temperature variables

| Ln(Temp_{spring})    | 0.0990   |
|                     | (0.211)  |
| Ln(Temp_{summer})    | 0.0220   |
|                     | (0.198)  |
| Ln(Temp_{fall})      | -0.323** | -0.173*  |
|                     | (0.164)  | (0.105)  |

Growing-season rainfall variables

| Variability_{Rainfall}^{Rainfall_{spring}} | 0.00378*  |
|                                           | (0.00590) |
| Variability_{Rainfall}^{Rainfall_{summer}} | -0.00352 |
|                                           | (0.00442) |
| Variability_{Rainfall}^{Rainfall_{fall}}   | -0.00733 |
|                                           | (0.00603) |

Growing-season temperature variables

| Variability_{Temp}^{Temp_{spring}} | -0.00339 |
|                                    |          |
season temperature variability in the minor season (fall). Our results are in general partly consistent with the literature on the impact of growing season variability in Eastern Africa (Abraha-Kahsay & Hansen, 2016; Barrios et al., 2008; Blanc, 2012; Rowhani et al., 2011; Lobell & Burke, 2008); but taking into account the lag variable of agricultural output reduces the marginal effect of growing season climate variability. Thus the lag of agricultural output is crucial in explaining the change in agricultural output in East Africa.

The higher value of Wald $\chi^2$ shows that the overall models are jointly significant. The test of autocorrelation in the residual indicates that there is a negative and significant first-order correlation; but the second order is insignificant, suggesting that serial correlation in the error terms is absent. The null hypothesis of the Hansen test is not rejected, suggesting there is no correlation between the over-identified instruments and the error term.

Table 2 below shows the results of the dynamic panel threshold using Equation (3) above to analyse the threshold effect between growing season climate variability and agricultural output, as well as examine fully the possibility an asymmetric non-linear relationship between them. The upper section of Table 2 displays the estimated values of growing season variability in temperature and rainfall threshold and the corresponding 95% confidence interval, while the middle section of Table 2 shows the regime-dependent coefficients of growing season variability in temperature and rainfall. In particular, $\hat{\beta}_1$ and $\hat{\beta}_2$ represent the marginal effect of growing season variability in the low (high) regime, implying that variability is below (above)
the estimated threshold value. We apply the dynamic panel threshold to see the long-run impact of growing season rainfall and temperature.

In analysing growing season temperature and rainfall variability on agricultural output, a number of control variables are considered, namely land, labour, livestock, irrigation, machinery, a series of climate variables, and initial income. Each column displays the findings of the dynamic panel threshold for a specific season. The null hypothesis of no threshold effect from growing season variability in temperature and rainfall has been rejected. Consequently, the data used for the study strongly supports the existence of the threshold effect. The regime-dependent coefficients of the effect of rainfall variability in spring, summer and fall are significant, with plausible signs.

The Model (1) results suggest that the threshold for growing season rainfall variability in the spring is -0.553, with a 95% confidence interval widens [-1.222, 1.244]. The coefficient of growing season rainfall variability in spring is negative and significant when threshold is below ($\beta_1 = -0.0127$), but positive and insignificant relationship above the threshold ($\beta_2 = 0.00628$). These results are partly in line with Abraha-Kahsay and Hansen (2016), who showed that seasonal rainfall variation in spring reduces agricultural output. In fact, there is a threshold below which such negative impact can be observed: growing season variability in rainfall is negatively correlated with agricultural output below the threshold. There will be a negative marginal effect on agricultural output of 0.0127%, but no marginal effect when the variability is above the threshold.

In summer, shown in Model (2), the threshold is -0.902, with a confidence interval of [-2.348, 0.59]. The coefficient of growing season variability is positive ($\beta_2 = 0.00832$) above the threshold, meaning growing season variability in rainfall in summer above the threshold will increase agricultural output by 0.00832%, but no effect is observed below the threshold. In particular, summer is characterised by higher temperatures that favour evaporation. During summer, positive variability in seasonal rainfall coupled with higher temperatures has negligible marginal impact. Crops combine higher temperature and rainfall available to increase germination (Thornton et al., 2010).

The findings also show that growing season variability in rainfall is detrimental when it exceeds the threshold of 1.261 with a 95% confidence interval [-1.270, 1.261] in the fall season. If rainfall variability increases above the threshold, agricultural output will decrease by 0.0147%. In the case of growing season temperature variability, we found no significant effects.
<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Model (1)</th>
<th>Model (2)</th>
<th>Model (3)</th>
<th>Model (4)</th>
<th>Model (5)</th>
<th>Model (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Threshold estimates</strong></td>
<td><strong>̂p</strong></td>
<td><strong>̂β1</strong></td>
<td><strong>̂β2</strong></td>
<td><strong>̂p</strong></td>
<td><strong>̂β1</strong></td>
<td><strong>̂β2</strong></td>
</tr>
<tr>
<td><strong>95% confidence interval</strong></td>
<td>[-0.553, 1.244]</td>
<td>[-0.902, 0.549]</td>
<td>[1.261, -0.936]</td>
<td>[-0.982, 0.549]</td>
<td>[-0.972, 0.549]</td>
<td>[-0.970, 0.549]</td>
</tr>
<tr>
<td>( L1.) output</td>
<td>0.876***</td>
<td>0.867***</td>
<td>0.867***</td>
<td>0.873***</td>
<td>0.871***</td>
<td>0.871***</td>
</tr>
<tr>
<td></td>
<td>(0.0227)</td>
<td>(0.0178)</td>
<td>(0.0196)</td>
<td>(0.0142)</td>
<td>(0.0157)</td>
<td>(0.0152)</td>
</tr>
<tr>
<td>( \beta_1 )</td>
<td>-0.0127**</td>
<td>-0.00552</td>
<td>0.00322</td>
<td>-0.00995</td>
<td>-0.00488</td>
<td>-0.00266</td>
</tr>
<tr>
<td></td>
<td>(0.00571)</td>
<td>(0.00446)</td>
<td>(0.00377)</td>
<td>(0.00817)</td>
<td>(0.00615)</td>
<td>(0.00486)</td>
</tr>
<tr>
<td>( \beta_2 )</td>
<td>0.00628</td>
<td>0.00832***</td>
<td>-0.0147*</td>
<td>0.00429</td>
<td>0.00202</td>
<td>-0.00808</td>
</tr>
<tr>
<td></td>
<td>(0.00813)</td>
<td>(0.00322)</td>
<td>(0.00846)</td>
<td>(0.00869)</td>
<td>(0.00745)</td>
<td>(0.00725)</td>
</tr>
<tr>
<td>( Ln(\text{Land}) )</td>
<td>0.0574</td>
<td>0.0589</td>
<td>0.0616</td>
<td>0.0313</td>
<td>0.0365</td>
<td>0.0439</td>
</tr>
<tr>
<td></td>
<td>(0.0495)</td>
<td>(0.0532)</td>
<td>(0.0441)</td>
<td>(0.0393)</td>
<td>(0.0411)</td>
<td>(0.0438)</td>
</tr>
<tr>
<td>( Ln(\text{Livestock}) )</td>
<td>0.0539***</td>
<td>0.0578***</td>
<td>0.0567***</td>
<td>0.0518***</td>
<td>0.0533***</td>
<td>0.0579***</td>
</tr>
<tr>
<td></td>
<td>(0.0192)</td>
<td>(0.0167)</td>
<td>(0.0185)</td>
<td>(0.0199)</td>
<td>(0.0184)</td>
<td>(0.0204)</td>
</tr>
<tr>
<td>( Ln(\text{Labour}) )</td>
<td>0.0276***</td>
<td>0.0375***</td>
<td>0.0337***</td>
<td>0.0363***</td>
<td>0.0360***</td>
<td>0.0366***</td>
</tr>
<tr>
<td></td>
<td>(0.00859)</td>
<td>(0.0101)</td>
<td>(0.0111)</td>
<td>(0.00775)</td>
<td>(0.00801)</td>
<td>(0.00823)</td>
</tr>
<tr>
<td>( Ln(\text{Machinery}) )</td>
<td>-0.000144</td>
<td>-0.00525</td>
<td>-0.00395</td>
<td>0.000282</td>
<td>0.000227</td>
<td>-0.00148</td>
</tr>
<tr>
<td></td>
<td>(0.00499)</td>
<td>(0.00932)</td>
<td>(0.00729)</td>
<td>(0.00465)</td>
<td>(0.00457)</td>
<td>(0.00513)</td>
</tr>
<tr>
<td>( Ln(\text{Irrigation}) )</td>
<td>0.00351</td>
<td>-0.00308</td>
<td>3.15e-05</td>
<td>0.00147</td>
<td>0.000644</td>
<td>-0.000468</td>
</tr>
<tr>
<td></td>
<td>(0.00914)</td>
<td>(0.00524)</td>
<td>(0.00787)</td>
<td>(0.00933)</td>
<td>(0.00956)</td>
<td>(0.00941)</td>
</tr>
<tr>
<td>( Ln(\text{Fertiliser}) )</td>
<td>-0.00433</td>
<td>-0.00328</td>
<td>-0.00359</td>
<td>-0.00403</td>
<td>-0.00413</td>
<td>-0.00362</td>
</tr>
<tr>
<td></td>
<td>(0.00538)</td>
<td>(0.00464)</td>
<td>(0.00454)</td>
<td>(0.00396)</td>
<td>(0.00420)</td>
<td>(0.00428)</td>
</tr>
<tr>
<td><strong>Seasonal climate variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Precipitation variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Ln(\text{Rainfall}_{\text{Spring}}) )</td>
<td>0.00588</td>
<td>0.00585</td>
<td>0.00482</td>
<td>0.00776</td>
<td>0.00804</td>
<td>0.00906</td>
</tr>
<tr>
<td></td>
<td>(0.0102)</td>
<td>(0.00919)</td>
<td>(0.00891)</td>
<td>(0.00953)</td>
<td>(0.0101)</td>
<td>(0.00955)</td>
</tr>
<tr>
<td>( Ln(\text{Rainfall}_{\text{Summer}}) )</td>
<td>-0.00856</td>
<td>-0.00206</td>
<td>-0.00638</td>
<td>-0.00602</td>
<td>-0.00659</td>
<td>-0.00474</td>
</tr>
<tr>
<td></td>
<td>(0.00907)</td>
<td>(0.00762)</td>
<td>(0.00847)</td>
<td>(0.00801)</td>
<td>(0.00801)</td>
<td>(0.00718)</td>
</tr>
<tr>
<td>( Ln(\text{Rainfall}_{\text{Fall}}) )</td>
<td>-0.00688</td>
<td>-0.00671</td>
<td>-0.0109</td>
<td>-0.000539</td>
<td>-0.00151</td>
<td>0.00103</td>
</tr>
<tr>
<td></td>
<td>(0.0121)</td>
<td>(0.0140)</td>
<td>(0.0186)</td>
<td>(0.0127)</td>
<td>(0.0111)</td>
<td>(0.0135)</td>
</tr>
<tr>
<td><strong>Temperature variables</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Ln(\text{Temp}_{\text{Spring}}) )</td>
<td>-0.0630</td>
<td>-0.0470</td>
<td>-0.0157</td>
<td>-0.0874</td>
<td>-0.0976</td>
<td>-0.101</td>
</tr>
<tr>
<td></td>
<td>(0.213)</td>
<td>(0.206)</td>
<td>(0.219)</td>
<td>(0.173)</td>
<td>(0.177)</td>
<td>(0.174)</td>
</tr>
</tbody>
</table>
\begin{equation}
\begin{array}{cccccc}
Ln(Tempsummer) & 0.118 & 0.218 & 0.217 & 0.227 & 0.241 & 0.207 \\
 & (0.124) & (0.159) & (0.149) & (0.181) & (0.167) & (0.165) \\
Ln(Tempfall) & -0.206 & -0.166 & -0.172 & -0.339 & -0.238 & -0.340 \\
 & (0.504) & (0.485) & (0.475) & (0.537) & (0.565) & (0.525) \\
Constant & -0.357 & -0.960 & -0.968 & -0.0184 & -0.401 & -0.126 \\
 & (1.535) & (1.749) & (1.684) & (1.848) & (1.835) & (1.651) \\
\end{array}
\end{equation}

\begin{equation}
\begin{array}{cccccc}
Wald \chi^2 & 17995.52 & 19249.34 & 17682.27 & 32482.73 & 39175.23 & 19067.94 \\
p-value (Wald \chi^2) & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 & 0.000 \\
Observations & 495 & 495 & 495 & 495 & 495 & 495 \\
Number of id & 9 & 9 & 9 & 9 & 9 & 9 \\
Number of instruments & 433 & 433 & 433 & 433 & 433 & 433 \\
\end{array}
\end{equation}

Notes: Robust standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1. Model (1) represents the effect of rainfall variability in spring, Model (2) represents the effect of rainfall variability in summer, Model (3) represents the effect of rainfall variability in fall, Model (4) represents the effect of temperature variability in spring, Model (5) represents the effect of temperature variability in summer and Model (6) represents the effect of temperature variability in the fall.

Figure 2 below shows the likelihood ratio function computed to estimate the threshold for growing season variability in rainfall and temperature in the three seasons.

![Figure 2: Marginal effects of rainfall and temperature variability on agricultural output in Eastern African countries. (a) Effect of rainfall variability in spring, (b) Effect of rainfall variability in summer, (c) Effect of rainfall variability in fall, (d) Effect of temperature variability in spring, (e) Effect of temperature variability in summer, (f) Effect of temperature variability in fall.](image)

Figure 2: Marginal effects of rainfall and temperature variability on agricultural output in Eastern African countries. (a) Effect of rainfall variability in spring, (b) Effect of rainfall variability in summer, (c) Effect of rainfall variability in fall, (d) Effect of temperature variability in spring, (e) Effect of temperature variability in summer, (f) Effect of temperature variability in fall.

The threshold estimated is the point where the likelihood ratio function is equal to zero, which occurs at points -0.553, -0.902 and 1.261 in spring, summer and fall respectively for rainfall, and -0.336, 0.488 and 0.970 in spring, summer and fall respectively for temperature.
A closer look shows that before the threshold value, the variability in rainfall decreases in spring and summer, confirming the negative sign; while there is an increasing trend for variability in rainfall in fall. There is no clear trend for temperature variability except in summer, when there is a positive trend.

6. Conclusion

In this paper, we introduced a GMM estimation to assess the impact of growing season variability in rainfall and temperature in Eastern Africa. We collected data from this part of Africa for the period 1961 to 2016. Contrary to Abraha-Kahsay and Hansen (2016), who incorporated disaggregated growing and non-growing seasons and assessed their impact, our main contribution was to go one step ahead and determine at which threshold levels such growing seasonal variability becomes harmful to agricultural output.

Our results reveal that growing season rainfall variability has an impact mainly in the major growing season. After introducing the GMM estimation, we find that the lag output was significant across all specifications. In the context of the rural economy that characterises Eastern Africa, the livelihoods of farmers depend on how they choose to allocate resources to generate the highest income possible, given the constraints they are facing. These decisions depend on the income that would be generated, making lag output one of the most important features in decision making. After controlling for endogeneity, the results reveal that growing-season rainfall variability affects output negatively, but there is no significant evidence that growing season temperature variability has an effect. However, we realise that the impact of growing season temperature and rainfall depends on the model specification used.

Using the dynamic panel threshold estimation, growing season rainfall threshold was -0.553 in spring with 95% confidence interval of [-1.222, 1.244]; -0.902 in summer, with 95% confidence interval of [-2.348, 0.59]; and 1.261 in fall with a 95% confidence interval of [-1.270, 1.261]. Any change in seasonal rainfall variability below the threshold will decrease agricultural output by 0.0127% in spring; in summer, if it goes beyond threshold then output will increase by 0.00832%. In the fall season, a change in rainfall variability below threshold means agricultural product will decrease by 0.0147%. In the case of growing season temperature, we found no significant effects.

From a policy standpoint, the relevance of growing season precipitation variability for agricultural output is particularly intriguing since its impacts are more easily offset by small-
scale technology already utilised by local farmers. To mitigate the effect caused by the growing seasonal variability in precipitation, technologies such as flexible planting and rainwater harvesting. Also, irrigation and other practices to reduce the impact of growing season rainfall variability, such as implementing smart water-management systems that use drop-by-drop or sprinkler irrigation processes to improve agricultural output.
Appendix

Table A1  Test results

<table>
<thead>
<tr>
<th>Test</th>
<th>$\chi^2$</th>
<th>F-Statistic</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modified Wald test for group</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heteroskedasticity</td>
<td>364.260</td>
<td></td>
<td>0.000</td>
</tr>
<tr>
<td>Serial correlation</td>
<td></td>
<td>1.785</td>
<td>0.266</td>
</tr>
<tr>
<td>Hausman</td>
<td>457.860</td>
<td></td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table A 2 Unit root test results

<table>
<thead>
<tr>
<th>Variables</th>
<th>LLC</th>
<th>Fisher</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Ln(Output)$</td>
<td>-4.4402</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Land)$</td>
<td>-1.2621</td>
<td>(0.0010)</td>
</tr>
<tr>
<td>$Ln(Machinery)$</td>
<td>-10.4497</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Livestock)$</td>
<td>0.2371</td>
<td>(0.0059)</td>
</tr>
<tr>
<td>$Ln(Labour)$</td>
<td>-1.9130</td>
<td>(0.0279)</td>
</tr>
<tr>
<td>$Ln(Irrigation)$</td>
<td>-3.4407</td>
<td>(0.0003)</td>
</tr>
<tr>
<td>$Ln(Fertiliser)$</td>
<td>-4.1683</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Rainfall_{Spring})$</td>
<td>-11.2622</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Rainfall_{Summer})$</td>
<td>-12.0324</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Rainfall_{Fall})$</td>
<td>-10.8219</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Temp_{Spring})$</td>
<td>-7.3836</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Temp_{Summer})$</td>
<td>-9.8619</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$Ln(Temp_{Fall})$</td>
<td>-3.3620</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Rainfall_{Spring}}</td>
<td>-10.8093</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Rainfall_{Summer}}</td>
<td>-9.5728</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Rainfall_{Fall}}</td>
<td>-11.9706</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Temp_{Spring}}</td>
<td>-8.0514</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Temp_{Summer}}</td>
<td>-10.3162</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>Variability_{Temp_{Fall}}</td>
<td>-5.6695</td>
<td>(0.0000)</td>
</tr>
</tbody>
</table>
### Table A3: Fixed Effects results of climate variability and agricultural output

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(a) General Ln(output)</th>
<th>(b) Reduced Ln(output)</th>
<th>(c) Reduced Ln(output)</th>
<th>(d) Physical Ln(output)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ln(Land)</td>
<td>1.406***</td>
<td>1.396***</td>
<td>0.984***</td>
<td>0.266***</td>
</tr>
<tr>
<td></td>
<td>(0.120)</td>
<td>(0.120)</td>
<td>(0.112)</td>
<td>(0.0798)</td>
</tr>
<tr>
<td>Ln(livestock)</td>
<td>0.493***</td>
<td>0.486***</td>
<td>0.687***</td>
<td>0.239***</td>
</tr>
<tr>
<td></td>
<td>(0.111)</td>
<td>(0.110)</td>
<td>(0.127)</td>
<td>(0.0331)</td>
</tr>
<tr>
<td>Ln(labor)</td>
<td>0.00142</td>
<td>0.00345</td>
<td>0.550***</td>
<td>0.204***</td>
</tr>
<tr>
<td></td>
<td>(0.0649)</td>
<td>(0.0647)</td>
<td>(0.0413)</td>
<td>(0.0286)</td>
</tr>
<tr>
<td>Ln(machinery)</td>
<td>0.318</td>
<td>0.290</td>
<td>0.275</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>(0.0444)</td>
<td>(0.0396)</td>
<td>(0.0436)</td>
<td>(0.0147)</td>
</tr>
<tr>
<td>Ln(irrigation)</td>
<td>0.358</td>
<td>0.358</td>
<td>0.248</td>
<td>0.133</td>
</tr>
<tr>
<td></td>
<td>(0.0412)</td>
<td>(0.0407)</td>
<td>(0.0455)</td>
<td>(0.0131)</td>
</tr>
<tr>
<td>Ln(fertilizer)</td>
<td>0.239***</td>
<td>0.246***</td>
<td>0.341***</td>
<td>0.0760***</td>
</tr>
<tr>
<td></td>
<td>(0.0280)</td>
<td>(0.0273)</td>
<td>(0.0303)</td>
<td>(0.00869)</td>
</tr>
<tr>
<td>Mean Rain fall variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Rainfall_Spring)</td>
<td>0.421***</td>
<td>0.410***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0923)</td>
<td>(0.0916)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Rainfall_Summer)</td>
<td>-0.0898</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0703)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Rainfall_fall)</td>
<td>-0.278**</td>
<td>-0.323***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.116)</td>
<td>(0.111)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Temperature Variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Temp_Spring)</td>
<td>2.421*</td>
<td>1.897</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.393)</td>
<td>(1.341)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Temp_Summer)</td>
<td>-4.168***</td>
<td>-4.499***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.174)</td>
<td>(1.136)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ln(Temp_fall)</td>
<td>-4.085***</td>
<td>-3.129***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.089)</td>
<td>(0.819)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within growing season rainfall variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variability_Rainfall_Spring</td>
<td>-0.108***</td>
<td>-0.101***</td>
<td>-0.0727*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0370)</td>
<td>(0.0366)</td>
<td>(0.0438)</td>
<td></td>
</tr>
<tr>
<td>Variability_Rainfall_Summer</td>
<td>-0.185***</td>
<td>-0.177***</td>
<td>-0.108***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0291)</td>
<td>(0.0285)</td>
<td>(0.0311)</td>
<td></td>
</tr>
<tr>
<td>Variability_Rainfall_fall</td>
<td>0.0135</td>
<td></td>
<td>0.00191</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0367)</td>
<td></td>
<td>(0.0439)</td>
<td></td>
</tr>
<tr>
<td>Within growing season temperature variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spring</td>
<td>Summer</td>
<td>Fall</td>
<td></td>
</tr>
<tr>
<td>------------------------------------</td>
<td>---------</td>
<td>--------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>Variability&lt;sub&gt;Temp&lt;/sub&gt;</td>
<td>0.111**</td>
<td>0.126***</td>
<td>0.186***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0437)</td>
<td>(0.0414)</td>
<td>(0.0520)</td>
<td></td>
</tr>
<tr>
<td>Variability&lt;sub&gt;Temp&lt;/sub&gt;</td>
<td>-0.0556</td>
<td>-0.0771</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0419)</td>
<td>(0.0504)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variability&lt;sub&gt;Temp&lt;/sub&gt;</td>
<td>-0.0137</td>
<td>0.0633</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0419)</td>
<td>(0.0502)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year</td>
<td>0.0336***</td>
<td>0.0340***</td>
<td>0.0273***</td>
<td>0.0123***</td>
</tr>
<tr>
<td></td>
<td>(0.00270)</td>
<td>(0.00262)</td>
<td>(0.00308)</td>
<td>(0.00125)</td>
</tr>
<tr>
<td>Constant</td>
<td>-44.28***</td>
<td>-45.67***</td>
<td>-47.00***</td>
<td>-26.72***</td>
</tr>
<tr>
<td></td>
<td>(5.807)</td>
<td>(5.628)</td>
<td>(5.934)</td>
<td>(1.739)</td>
</tr>
<tr>
<td>Observations</td>
<td>504</td>
<td>504</td>
<td>504</td>
<td>504</td>
</tr>
<tr>
<td>Number of id</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Standard errors in parentheses *** p<0.01, ** p<0.05, * p<0.1
References


