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Abstract 

Missing values and the inconsistency of the measures of the knowledge economy remain vexing problems 

that hamper policy-making and future research in developing and emerging economies. This paper 

contributes to the new and evolving literature that seeks to advance better understanding of the importance 

of the knowledge economy for policy and further research in developing and emerging economies. In this 

paper we use a supervised machine deep learning neural network (DLNN) approach to predict the 

knowledge economy index of 71 developing and emerging economies during the 1995-2017 period. 

Applied in combination with a data imputation procedure based on the K-closest neighbor algorithm, 

DLNN is capable of handling missing data problems better than alternative methods. A 10-fold validation 

of the DLNN yielded low quadratic and absolute error (0,382 +- 0,065). The results are robust and efficient, 

and the model’s predictive power is high. There is a difference in the predictive power when we 
disaggregate countries in all emerging economies versus emerging Central European countries. We explain 

this result and leave the rest to future endeavors. Overall, this research has filled in gaps due to missing data 

thereby allowing for effective policy strategies. At the aggregate level development agencies, including the 

World Bank that originated the KEI, would benefit from our approach until substitutes come along.  

Keywords: Machine deep learning neural networks; developing economies, emerging economies, 

knowledge economy, knowledge economy index, World Bank 

JEL:  C45; C53; O38; P41; O57  

1. Introduction 

 

Measuring the knowledge economy and its underlying knowledge is a difficult task in and of itself. 

For developing and emerging economies, the problem is compounded by missing values as well 

as the inconsistency of the measures of the knowledge economy. This is huge problem, because 

knowledge, including technology, is central to long-run economic growth and development 

(Romer, 1990; 1994; Nobel Prize Committee, 2018; de la Paz-Marín, Gutierrez, and Hervás-

Martínez, 2015; de la Paz-Marín, Campoy-Muñoz, and Hervás-Martínez, 2012). Knowledge is a 

result of past innovations (Dodgson and Gann, 2018). From Arrow (1969) it is also obvious that 

some innovations require purposeful investment (they are endogenous), while others are incidental 

to (they are positive externalities of) other economic activities and luck (they are exogenous). 

However, previous research also shows that geography, institutions, governance, and market 

imperfections, for example, contribute to the uneven distribution and stickiness of knowledge 

(Jaffe, Trajtenberg and Henderson, 1993; Hidalgo, 2018; Breshi and Lissoni, 2004; Singh, 2004; 

Hidalgo, Klinger, Barabasi, and Hausmann, 2007; Neffke, Henning and Boschma, 2011). The 

problem stated above particularly vexing in that innovations on which knowledge depends are hard 

to define and even harder to measure (Sutz, 2012; Rao, 2010), although many attempts have been 

made to develop appropriate indexes of knowledge as illustrated in Furman, Porter, and Stern 

(2002), Archibugi and Coco (2004, 2005), Khayyat and Lee (2012), Griffiths and Kichul (2008), 

Rao (2010), and Galebo, Plekhanov, and Silve (2015), to mention but a few.  
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A challenge when developing any index for emerging and, especially, for developing economies 

is that the macroeconomic, population, education, infrastructure data on which the index relies is 

often not available in a consistent manner and, when it is available, it may not always be 

completely reliable. This is the main reason why the World Bank’s KEI does not cover these 
countries consistently. Being able to handle missing and unreliable data, and providing in these 

scenarios the best estimates possible, is therefore a desired quality for an index that attempts to 

quantify any facet of developing and emerging economies.  

 

In their model of innovation performance in European regions, Hajek and Henriques (2017) 

concluded that strong innovation performance is a good indicator of national policy-marking in 

relation supporting further innovation, innovation systems, knowledge itself, and hence economic 

growth and development, which heighten the importance of accurate measurement of innovations. 

However, complicating the measurement problem further is the rapid growth of, or at least 

aspiration for, the knowledge economy in nearly every country, where the knowledge economy 

refers to an economy that depends on the quantity and quality of knowledge.  The World Bank 

Institute responded to the challenge by constructing the KEI as an element of the general 

knowledge index (KI) in any economy (Parenti and Prescott, 1994).2  Even more concerning is 

that to this day the KEI does not cover many developing and emerging economies, or at best does 

not cover them consistently. Because of this inconsistency of coverage and paucity of data, 

policymakers are demanding improvements on and or substitutes to existing indexes. For example, 

Rizk, El Said, Weheba, and de Beer (2018) have reviewed the definitions and measures of 

innovations and found that both macro and micro “approaches do not capture the full extent of 
innovation that is occurring in the context of the developing [and emerging] economies” (p. 2).  
Macro indicators of innovations miss micro aspects of innovations and tend to be biased towards 

industrialized economies. Micro measures of innovation are too focused on formal innovations, 

and therefore understate the vitality of informal sectors as sources and sinks of innovations in 

developing and emerging economies. In a related paper, Hassouna (2018) examined the 

methodologies used to construct 16 indices of innovation, information and communications 

technologies, economic environment, governance, and development.  The review found the 

indexes deficient in a variety of areas, including the following two. First, although they follow 

similar data structures, and preparation and manipulation, different indexes cover different 

numbers of countries and different indicators of innovation.  Second, developing countries, 

especially African but also emerging economies are not fully represented on most indexes even 

when these countries are ultimately consumers of intended policy.  Hence, in the case of Africa, 

Hassouna proposes an “Innovation Activity Index (IAI)” based on three pillars: Collaboration, 
human skill development, and knowledge governance. Thus, although we agree that there is a need 

for new and comprehensive measures of innovation and knowledge, we are not quite ready yet to 

pour the baby out of the tub with the dirty water. Our brief literature review below shows that 

applications of artificial Neural Networks (NNs) and Deep Learning Neural Networks (DLNNs) 

 

2
 For further details visit: http://web.worldbank.org/archive/website01030/WEB/IMAGES/KAM_V4.PDF. cf.  

http://web.worldbank.org/archive/website01030/WEB/IMAGES/KAM_V4.PDF
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in economics are scarce, but they have provided useful insights where they were used. To the best 

our knowledge, there are two papers closely related to ours (Al Shami, 2011; Kuhlman, et al 

2017)). Both empirical studies of NNs falls within the paradigm of unsupervised learning, while 

the proposal in this article falls within the paradigm of supervised learning. However, we propose 

a novel application the DLNN approach to innovations, knowledge generally, or technology 

specifically to predicting KEI in developing and emerging economies.   

Regarding the need, innovations and knowledge give rise to complex and interactive economic 

activities (Hidalgo and Hausmann, 2009; Albaik, Kaltenberg, Alsalek, and Hidalgo, 2017).  With 

respect to useful insights, Ojanpera, Graham, and Zook (2018) mapped content production and 

developed a “digital knowledge economy index” using machining learning techniques and the 
World Bank KEI as the training tool. Given that background, the objective of this paper is to 

develop a methodology for predicting the knowledge economy index (KEI henceforth) for a few 

developing and emerging economies for 1995-2017 years that is robust even when some of the 

data on which it relies is not available. To achieve this objective, we shall use a state-of-the-art 

machine learning technique, deep learning neural networks (DLNN), to predict the KEI index for 

developing and emerging countries using a set of economic variables based on the World Bank 

Knowledge Assessment Methodology (KAM) (Chen and Dahlman, 2006).  The prediction of the 

KEI index from economic data has been studied for developed countries, where it can be assumed 

that all the economic variables used in the prediction are available (Al Shami, 2015). However, 

data from emerging and developing countries contains a large share of missing values. In the 

specific case that concerns us, of the 989 country-year combinations that will be used in this study, 

only 57 of them present complete values. Furthermore, multiple missing values are typically 

present in most of the country-year combinations. To overcome this situation, a data imputation 

strategy based on the K closest neighbors algorithm was used. 

The remainder of the paper is organized as follows: In the next section, we briefly review the 

relevant literature. First, we outline the basic structure and uses of the NNs (Subsection 2.1). 

Secondly, we describe the deep learning neural networks – DLNNs – (Subsection 2.2). Finally, in 

Subsection 2.3 we indicate how NNs and DLNNs apply to economics and related areas. Section 3 

presents our research methodology, including the economic variables and data, the specific 

methods we use, and how we train and validate the DLNN. Section 4 presents and discusses the 

results, while the final section (Section 5) summarizes the main conclusions. 

 

 

2. Review of Relevant NN and DLNN Literature 

 

 Machine learning is a field of computer science that focuses on the development of computational 

techniques capable of finding regularities in (typically) large datasets, and on how to exploit these 

regularities to take decisions about new data. Machine learning techniques can be divided into two 

main types: unsupervised learning and supervised learning (Bishop, 2006). In a supervised 
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learning problem, there is a well-defined analytical goal (for example, predicting the KEI for those 

country-year combinations for which it is not available), and the computational technique requires 

a labeled dataset to be able to learn; i.e., a dataset for which the correct answer to the problem is 

known (for example, the KEI values for those country-year combinations for which it is available). 

Unsupervised learning tries to learn unknown regularities in a dataset without needing a well-

defined analytical goal or a labeled dataset. An example of unsupervised learning could be finding 

sets of countries whose economic evolution has been similar in the last decade. Initially, we do not 

know how many groups of countries there may be (those groups may not even exist) or what are 

the specific causes of them having a similar evolution. While some machine learning technique 

can be used only in the context of supervised learning, or only in the context of unsupervised 

learning, NN and DLNN can be used in both scenarios. However, in the rest of this section, 

whenever we refer to machine learning, we shall do it in the context of supervised learning, since 

that is the kind of problem that is being addressed this paper. 

 

2.1 Introduction to Neural Networks 

 

NNs is a machine learning technique loosely inspired by the functioning of animal brains. A natural 

neuron is a cell that has a series of input connections (dendrites) connected to the cell body, and a 

single exit termination (typically much longer than the dendrites) called the axon (Ashwell, 2012; 

Zhu, 2017). The dendrites of a neuron are typically connected to axons of other neurons, and 

receive stimuli from them. The body of the neuron integrates all these stimuli and based on them 

may or may not fire an action potential, i.e., it generates an electrical activity that is transmitted 

along its axon, which is usually connected to the dendrites of other neurons. A stimulus that reaches 

a given dendrite can have either an excitatory function (contributes to the receptor neuron firing) 

or inhibitory (contributes to the receptor neuron not firing). The strength with which a given 

stimulus excites or inhibits another neuron can change with time, and these changes enable animal 

brains to learn new things (Ashwell, 2012). An isolated natural neuron is a relatively simple 

system: it receives some inputs, it integrates them, and it decides whether to fire an action potential 

or not based on them. But, when many of these neurons connect with each other they can do 

remarkable things such as recognizing words on a paper or people's faces, talking, writing a poem, 

producing a work of art, or carrying out a scientific discovery.  

 

In a similar way, artificial NNs have a series of inputs 𝑥𝑖 ("dendrites"), each of which is multiplied 

by a weight 𝑤𝑖 (Zurada, 1992). The module of 𝑤𝑖𝑥𝑖 represents the magnitude of the influence of 

that input over the artificial neuron, and its sign represents an excitation (positive sing, a 

contribution to fire) or inhibition (negative sing, a contribution not to fire). The body of the 

artificial neuron adds the n inputs it receives, multiplied each by its corresponding weight 

(∑𝑛𝑖=1 𝑤𝑖𝑥𝑖), adds some additional value 𝑤0 called bias, and then applies a non-linear function 

over this sum, 𝑓(𝑤0 + ∑𝑛𝑖=1 𝑤𝑖𝑥𝑖), to determine the output (the "axon") of the neuron. This non-

linear function is key to the functioning of the NN since it permits representing non-linear 
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behaviour in the data. If the function were linear, the NN would be equivalent to a linear regression. 

Gershenson’s (2003) guide to ANNs is an excellent introductory text for beginners. 
Mathematically, a single artificial neuron is underwhelmingly simple, and as a machine learning 

tool, it is a poor tool. But when many of these neurons are connected in a net in such a way that 

the inputs of a neuron are the outputs of a layer of previous of neurons, a system emerges that has 

a surprising potential for learning (Hornik, 1989). NN can be used to learn unknown regularities 

in a data set (unsupervised learning), or to learn to predict some data, being necessary in this case 

a dataset for which the value to predict is previously known (supervised learning) (Bishop, 2006).  

 

McCulloch and Pitts (1943; Hebb, 1949) were the first to develop a computational model of a 

network of neurons using threshold logic. In the 50s and 60s there were many theoretical advances 

regarding NNs (Hush, 1993), but it was in 1975 when Paul J. Werbos proposed the 

backpropagation algorithm to train NNs in his PhD thesis (Werbos 1990; Rumelhart, Hinton, and 

Williams, 1986; Hecht-Nielsen, 1987; Hinton, 1987; Hopfield and Tank, 1986; Hopfield, 1982). 

This algorithm enables the efficient training of a NN from a set of examples, i.e., data for which 

the desired output for the NN is known. It is an iterative and recursive algorithm that calculates 

updates to the weights of the connections between neurons (𝑤𝑖) using a gradient descendant 

method which tries to minimize the distance between the output produced by the NN, and the 

desired output. Although this algorithm was a significant advance, it suffers the vanishing gradient 

problem (Hochreiter, 1998). The backpropagation algorithm uses partial derivatives updating the 

network weights, and under certain circumstances these derivatives can be vanishingly small, 

effectively preventing the weights from changing, and therefore preventing the network from 

learning (Hochreiter, 1998). Furthermore, even when this problem does not hamper the training of 

the network, the backpropagation algorithm can sometimes overfit the network (Tzafestas, 1996). 

It is said that a NN has overfitted when it "memorizes" the training dataset and is able to correctly 

predict the desired value for it, but it makes poor predictions when presented with different data 

from the training set.  Overfitting is more likely the more complex the topology of the network is. 

Both problems cause that, in practice, the backpropagation algorithm cannot train complex 

network topologies, limiting the learning capacity of the NN.  

 

2.2. Introduction to Deep Learning Neural Networks 

 

In the 2000s, and especially in the present decade, a series of theoretical and computational 

advances have been made that have enabled the training of NNs with significantly more complex 

topologies than what the backpropagation algorithm enables. These advances include new non-

linear activation functions that are less likely to suffer from the vanishing gradient problem 

(Clevert, 2015), new regularization techniques such as dropout, batch normalization, and data-

augmentation that make NN less prone to overfitting (Zaremba, 2014); new stochastic gradient 

descent techniques that allow for more robust optimization of the network weights (Johnson, 

2013); and the increase in computing power of computers which makes feasible the use of more 
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complex training algorithms and the processing of larger data sets. All these advances have enabled 

the training of NNs of significantly more complex network topologies and larger sizes than those 

allowed by the backpropagation algorithm, leading to the emergence of the field of Deep Learning 

Neural Networks (DLNN). A DLNN is a NN that has at least two hidden layers of neurons. A NN 

always has an input layer of neurons that receives the input data, and an output layer responsible 

for outputting the prediction. The layers of neurons that lie in between are called hidden layers. 

DLNN has produced a revolution in the field of machine learning due to its great capacity for 

generalization and learning. These techniques have dramatically improved the performance of 

state-of-the-art algorithms fields as diverse as image classification, speech recognition, drug 

discovery and genomics (LeCun, 2015).  

 

2.3. Applications of Neural Networks to Economics and Finance 

 

Neural networks (NNs) have been used in marketing, retail and sales, and banking and finance for 

many years now.  White (1988) utilized neural networks to predict IBM daily stock returns. Since 

then the performance of NNs in forecasting has been compared to that of economic and 

econometric models (Kuan and Liu, 1995; Moshiri and Cameron, 2000; Hajek, 2017; Moghaddan, 

et al 2016). Nakamura (2004) forecasted US inflation and concluded that “neural networks 
outperform univariate autoregressive model on average for short horizons of one and two quarters” 
(p. 373; cf McNelis and McAdam, 2005). NNs for economic prediction are also not new research 

activities as Herbrich, Keilbach, Graepel, Bollmann-Sdorra and Obermayer’s (1998) overview 
clearly shows (cf. Verkooijen, 1996). Hajek, Olej and Myskova (2013) applied several NNs and 

support vector regressions (SVRs) to “predict the yearly change in the stock price of U.S. firms,” 
finding that NNs and SVRs perform better than linear regression models. In a recent article 

Chatzis, Siakoulos, Petropoulos, Stavroulakis, and Vlachogiannakis (2018) employed deep and 

statistical machine learning techniques to forecast episodic stock crises. They found robust results 

and concluded that deep learning neural networks produce accurate classifications and policy tools. 

Liu (2019) has demonstrated further the usefulness of deep learning neural network techniques for 

financial decisions in forecasting volatility that is essential to optimizing risky portfolios.   

The value of machine learning methods, especially at the intersection of theoretic econometric 

models and applied algorithmic approaches is growing fast (Athey and Imbens, (2019; Athey, 

2017; 2019; Varian, 2014). Nonetheless, ANNs applications in economics are still less frequent. 

Among the few existing studies, Swanson and White (1997) have suggested model selecting 

criteria for forecasting with artificial NNs. Another attempt has been made by Mihaylova (2018) 

who describes how ANNs are applied in economics and finance for prediction, classification, and 

modeling purposes (Nair, 2014; Kline, 2019; Zanak and Becerra-Fernandez, 2005).  In fact, there 

are only two articles closely related to ours. Al Shami (2011) designed a unified knowledge 

economy competitiveness index that reflects the overall rate of knowledge in an economy using a 

NN which helped to identify the data that made significant contributions to their knowledge 

indicator. Note that this use of NNs falls within the paradigm of unsupervised learning, while the 
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proposal in this article falls within the paradigm of supervised learning. The closet to our approach 

in this vein of research is Kuhlman, et al 2017) who used a Group Lasso model to predict the 

“levers” of innovation in 150 countries. While we cover the same general area, they use 

unsupervised, we deploy supervised, learning methods. From the literature reviewed we are 

unaware of DLNN applications to innovations, knowledge generally, or technology specifically, 

and most certainly not to predicting KEI in developing and emerging economies. This is a 

significant gap in the literature and one reason why the current paper participates in ongoing efforts 

to fill the gap. 

 

3. Research Methodology  

 

3.1. Measuring knowledge economy 

 

Following de la Paz-Marín, Gutierrez, and Hervás-Martínez (2015), in the current study, we 

are taking as a benchmark the KEI index and the choice of variables underlying it that are used 

by the World Bank. This index measures the knowledge economy at country level and is one 

of the most common composite indicators assessing the knowledge economy. At the present, 

the World Bank (2009) sets the 109 structural and qualitative variables for 146 countries in the 

world to quantify their level of knowledge economy over time. For that purpose, they employ 

the KAM methodology that proposes a set of proxy variables organized into four main pillars 

to describe the knowledge economy of a country: 

 

1. An economic and institutional regime providing appropriate incentives for the 

efficient use of new knowledge and the flourishing of entrepreneurship. In our current 

study, three variables represent this pillar: rule of law, regulatory quality, and tariff and 

non-tariff barriers. 

2. An educated and skilled population to share, generate, and use of knowledge as well. 

Education is proxied by secondary, tertiary, and primary enrollment rates. 

3. An information and communication infrastructure to facilitate and disseminate the 

effective creation, and information. This dimension is proxied by variables such as: 

internet users per 1000 people, broadband internet subscribers, and number of 

telephone lines per capita. 

4. An efficient innovation system of research centers, firms, universities, and other 

public bodies to promote knowledge creation and knowledge diffusion. Patent 

applications and scientific journal articles are employed as proxy variables for 

measuring this dimension.  

 

In this paper we adopt a more holistic approach of the wide spectrum of factors relevant to a 

knowledge economy and categorizes them in the four pillars above mentioned that is in line with 

Parcero and Ryan (2017). According to the data published by the World Bank (World Bank, 2012), 
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European countries generally dominate in ranking of knowledge economies. One of the problems 

is that this index is non-available on continuous basis. We can only gather statistical information 

for separate years. Moreover, most of the missing values correspond to Sub-Saharan African 

countries. The latest year available is for 2012.  

 

3.2. Economic Variables and Data 

 

Table 1 provides the definitions and source of the variables. Again, the choice of variables was 

suggested by the KAM and we have no reason to dispute its appropriateness.  It is quite possible, 

perhaps even likely, that inclusion of other variables would question the robustness of our approach 

one way or the other. However, that is a different problem; our objective as stated previously is to 

demonstrate that where data is missing the DLNN technique can predict KEI, and other economic 

variables like, to the benefit of both policy and further research. The choice variables suggested 

by the KAM also guided our use of the nearest neighbor method for missing value imputation. 

 

Table 2 displays the means for the variables employed in the empirical analysis. We use available 

data on these variables. However, preliminary analysis shows many missing values. For example, 

in the dataset there are a total of 3,286 missing values (30.2% missing values). Of the 989 country-

year combinations, only for 57 of them all the data is available. Table 3 shows the distribution of 

missing values across variables; the number of patents in the country (PATENT, 76.7%), 

broadband penetration (FIXBI, 45.5%), education at the university level (TERTIARY, 42.5%), the 

number of publications in scientific journals (STJOU, 39.6%) are the variables that are most often 

missing. In the case of FIXBI, it should be mentioned that such a high value of missing data is 

misleading; the study period begins in 1995; at that time, the broadband Internet was practically 

non-existent in the whole world. Up to the year 2000, none of the countries studied reported this 

data, and until 2005 most of the countries are not reporting this data. If we only count FIXBI 

missing values once a country has reported this data for the first time, it is only missing in 2.1% 

of the time. This situation clearly requires a robust procedure to handle missing values, and this 

paper develops a way of predicting the KEI for a number developing and emerging economies 

using a state-of-the-art DLNN in combination with a data imputation procedure based on the K-

nearest neighbor algorithm. The DLNN is a reasonable method to use because it allows us to 

“train” it to “deep-learn” from existing KEI data, generate the missing data, and “discover 
knowledge” that would enable us to predict KEI. 
 

 

 

**Table 1 around here** 

 

**Table 2 around here** 
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**Table 3 around here** 

 

3.3.Specific Methods 

 

3.3.1 Imputation of the missing values 

 

Missing values hamper effective policy and research. For this reason, traditionally economists 

have resorted to dummy variable and switching regressions (Kennedy, 1992; Lim, Narrisetty, and 

Cheon, 2017), empirical functions like bootstrapping (Efron, 1994), and cointegration approaches 

(Harris, 1995) to circumvent the missing value trap. As McDonough and Millimet (2016) show 

these methods are lacking, and in our judgment the DLNN offer some advantage. The first step to 

try to prepare the data for the application the DLNN is to impute the 30.2% of missing values. A 

common strategy is to use the mean of the attribute as the imputation value (Honaker and King, 

2010; Kleinberg, et al, 2018; Mullainathan and Spiess, 2017). However, mean imputation for a 

non-stationary data, i.e., for data that evolves over time, is a suboptimal solution. For example, in 

the problem that concerns us, the state of the telecommunication infrastructures of the different 

countries studied (and of the world in general) for the years 1995 and 2017differs significantly. 

Using the mean of the indicators related to telecommunication infrastructures would tend to 

overestimate their state development at the beginning of this period, and to underestimate it at the 

end, thus distorting the data, and compromising the quality of the subsequent analysis. Even if we 

decide to calculate the mean within a temporal interval (for example, every year), does it really 

seem like a good idea to estimate, for example, the number of patents produced in Tanzania in 

2014 (one of the missing values) by calculating a mean value that includes the patents produced 

in 2014 in countries such as China, Brazil, Russia, or the United Arab Emirate? The answer is 

clearly, “No.” Therefore, if our goal is to estimate the number of patents in Tanzanian in 2014 it 
would make better sense to the use number of patents produced in 2014 in countries like Tanzania 

in the rest of the indicators, such as for example Kenya, Uganda, or Zambia, and also the number 

of patents in Tanzania in 2015 for which data is available. 

 

This is precisely the idea of value imputation by the k nearest neighbors’ algorithm (Zhang, 2012). 

Applied to our problem to impute a missing value in one of the indicators of a given country, first 

the algorithm looks for the k countries that are more like the one with the missing value, and then 

it calculates the mean value for that indicator among those k countries. To find the k-most similar 

countries, first each of the indicators is standardized to make their values comparable. Then the 

Euclidean distance between the standardized vector of the country with the missing value and the 

vector representing all other countries for which the value is available is calculated. Then the k 

countries with the lower Euclidean distance are selected, and the mean value of the indicator for 

the k countries is the value of the imputation. In the vector representing each country the value of 

the year is included, thus not only countries like the tone with the missing value will tend to be 
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selected for the imputation, but also data which is temporally close to the missing value (including 

data from the same country in adjacent years, if available). 

 

For the imputation, the fixed broadband (FIXBI) parameter, which is missing in 45.5% of cases, 

deserves special attention.  As we have already explained, the reason why there are so many 

missing values for this parameter is that in the initial years of this study broadband was almost 

non-existent throughout the world. For the first five years of the period under study no country 

reports the FIXBI data. Thus, for the first years there will be no other temporally close value of 

FIXBI to be used for imputation with k nearest neighbors. Thus, it does not seem a good idea to 

calculate the mean of broadband penetration of several countries in 2005 to impute a value of 1995. 

Therefore, and under the hypothesis that typically when the countries do not report this data is 

because they still do not have broadband (once a country starts reporting FIXBI, it is missing only 

in 2.1% of the cases) to impute this parameter we proceeded as follows. A value of 0 was set for 

all countries for all years starting in 1995 until the first year it reports a value for FIXBI. We 

verified that the first reported value is extremely low (almost always below 0.1), which is 

consistent with the previous values being 0 or very close to 0. The remaining 2.1% of FIXBI 

missing values were imputed through k nearest neighbors, in a similar way as the missing values 

from the rest of the indicators. 

 

Prior to the imputation, the data was standardized; the ranges of the original characteristics varied 

enormously; for 2017, example the maximum value for the indicator of the patents is 0.021, while 

the maximum value for TELEP is 326.5. Then the k-nearest neighbours imputation with k = 5 was 

carried out using the R package caret (Kuhn, 2015). To facilitate the subsequent interpretation of 

the data, once the imputation was made, standardization was reversed to recover the original 

values.3 

 

3.3.2 Training and validation of the deep learning neural network 

 

Amazon's H2O library (Cook, 2016) was used for the construction of a DLNN with three hidden 

layers with 30, 50 and 30 neurons, respectively. The non-linear activation function chosen for the 

neurons was the exponential rectifier linear unit function due to its advantages over more 

traditional functions such as Relus and ELSs. This unit function tends to have a faster convergence 

and better generalization capability than the alternatives (Clevert, 2016). The gradient descendent 

method ADELTA was used (Zeiler, 2012) for network parameter optimization. This algorithm has 

the advantages over standard stochastic gradient descendent of providing a per-dimension learning 

rate with a computational cost only slightly higher. In the ADELTA algorithm the decay of the 

previous parameter updates was set to 0.995, and the momentum parameter to 1.0E-8. Lasso 

regularization was used to prevent overtraining (Tibshirani, 2015). In Lasso regularization, the 

 

3
 RStudio script in available on the Internet as a csv file with the imputed data for other researchers who want to use 

them.  
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objective function that gradient descendent tries to optimize is the quadratic error between the 

output of the DLNN and the expected output plus the absolute value of the magnitudes of all the 

weights of the DLNN multiplied by a parameter L1. This last term is the penalty introduced by 

Lasso regularization, and it tends to shrink towards to zero the weights of the DLNN associated 

with the less important variables, carrying out a kind of feature selection (if a weight is zero the 

corresponding variable has no impact on the subsequent neuron). Lasso regularization is an 

effective technique to prevent overtraining of the network. In our DLNN we set the parameter 

L1=0.001. The loss function was the quadratic error between the output produced by the network 

and the desired value, which in our case is the known KEI for a country each year. Two hundred 

and fifty (250) epochs were used for training; i.e., during the DLNN training the data was presented 

250 times to the gradient descendent algorithm. 

 

Each one of the feature vectors presented to the DLNN was be made up by the country, the year, 

and the 12 indicators that are being considered in this study. All these variables are metric except 

the country. The country was coded by a binary variable that takes the value 1 when the vector 

corresponds to that country, and 0 for all other countries. In our study, we have a total of 71 

developing and emerging countries, thus 71 binary variables will be needed to code the country. 

Therefore, the total number of inputs to the DLNN will be 84: 71 to code the country, 1 for the 

year, and the 12 indicators considered. The output will be a single neuron providing the value of 

the predicted KEI. There is no well-defined approach to find the optimal number of intermediate 

layers, and of neurons in each intermediate layer (Karsoliya 2012; Albawi 2017). In our case, given 

the relatively low number of instances available for training, and after testing several options, we 

opted for a relatively simple architecture for the hidden layers: three hidden layers with 60, 30 and 

60 neurons. Therefore, the complete topology of the neural network will consist of five fully 

connected layers with 84, 30, 60, 30 and 1 neurons in them, respectively. The 84 entries of the 

DLNN and the term of bias are analogous to a linear regression with 84 explanatory variables 

(inputs); while the output neuron would be equivalent to the dependent variable of the regression 

(the KEI in our case). However, a particularly important distinction is that each neuron of the 

DLNN applies a non-linear function on the linear combination of weights multiplied by the 

variables that it receives. Having several consecutive layers applying nonlinear functions allows 

the DLNN to capture highly non-linear regularities in the data. To validate the performance of the 

network, a 10-fold validation was used, utilizing the 212 country-year combinations for which the 

World Bank KEI is available.  

 

 

4. Results and Discussion  
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The 10-fold validation of the DLNN yielded a quadratic error of 0.382 +- 0.065 and an absolute 

error of 0.299 +- 0.044.4 Figure 1 represents the KEI predicted by the DLNN versus the values 

available from the World Bank for all countries, (Pearson correlation coefficient   ρ=0.994, p-value 

<1.0e-10 for all countries; ρ=0.993, p-value <1.0e-10 for developing economies; ρ=0.991, p-

value= 1.0e-10 for emerging economies; and for Central European countries, ρ=0.900, p-value = 

1.96e-09). Moreover, both error types reveal that the results are robust and of high/reasonable 

quality. This means that the predictive power of DLNN is exceptionally good. For countries that 

have data the distance between actual KEI values and KEI predicted values is exceedingly small 

irrespective of geographical region setting. Consider the following examples in 2012. Angola’s 
actual KEI was 1.1 and the DLNN method predicted it at 1.3. The difference is only one-tenth of 

a percent for Algeria, and 5.43 (actual) versus 5.51(predicted) for Argentina. Whereas DLNN over-

predicted KEI in China and Russia by 0.14 and 0.23, respectively, it under-predicted for Saudi 

Arabia (-0.27). KEI is also understated for the Czech Republic, Poland, and Hungary, but this 

result is systematic to the institutional framework of Central European countries.   

 

Generally, Figure 1 shows that DLNN predicts KEI very well for all countries for and developing 

countries in the sample very well. DLNN prediction for emerging economies is also reasonable, 

but these economies divide into four country-year groups in the figure. In that case the predictive 

power of DLNN is weaker the smaller the number of K closest neighbors, which implies that the 

number of K constrains deep learning and thereby reduces DLNN predictive power. Although we 

do not have objective metrics for the accuracy of the imputation made for the missing values, the 

quality of the KEI prediction made by the DLNN depends on how close those imputed values are 

to the true values. If the imputations significantly distort the feature vectors, it would not be 

possible to adequately train the DLNN, nor would it be possible to make accurate predictions using 

wrongly imputed feature vectors, which therefore do not adequately represent the country's 

situation. The quality of the imputation in our approximation seems to depend on how similar the 

K closest neighbours chosen for this process are. In the case of developing and emerging countries, 

because there are a greater number of countries, the K closest countries tend to be more like the 

country that needs imputation. In the case of the Central European countries, given that there are 

fewer countries in that region, when choosing the K closest neighbours, it is more likely that it will 

be necessary to choose some countries that, despite being among the K most similar countries, 

they are not really that like the imputed country. This could explain the worsening in performance 

of the DLNN in predicting the KEI of the Central European countries (see Figure 1; Pearson 

correlation coefficient for developing economies; ρ=0.991 for emerging economies; and ρ=0.900 
for Central European countries). It is possible that our approximation would have improved by 

using a lower K value for the imputation of the Central European countries. This suggests that our 

approach may benefit from using an adaptive K value depending on the density of instances in the 

region of the feature space where the country to be imputed is located. If the density of the region 

 

4The 32-page file containing all the predictions made for the KEI as well as variable definitions are available online, 

and or by email upon request.  
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is high, the use of higher K would be favoured since there are many similar neighbours, but if it is 

low, lower K values would be used to avoid choosing neighbours that are not really that similar.  

Another key finding is that the DLNN shows that KEI has grown for most countries in this sample 

during the 1995-2000 but slowed post 2000. The slowdown appears steepest for low-income 

countries most of them in Sub-Saharan Africa than in high-income emerging economies like the 

Czech Republic. Although not uniformly, KEI in emerging economies experienced a decline post-

2012. This finding calls for in depth studies of KEI pillars themselves. 

 

[Insert Figure 1 here] 

 

One of the first works in the literature to use of neural networks for the prediction of economic 

data was Pao (2006) who concluded that neural networks had a capability equivalent or superior 

to that of traditional regression techniques for the prediction of time series in economics. In 

(Kuhlman, 2017) a group lasso predictive model was trained to generate an index developed by 

the authors themselves that aims to measure the level of innovation in each country. Although 

using machine learning to automatically generate indices that characterize the overall state of the 

country is an interesting application, it remains to be determined whether these indices can gain 

global adoption and acceptance, as happens it with indices created by recognized economic 

institutions, such as the KEI of the World Bank. 

In Shami (2011) a system was developed that could predict a country's KEI using, among other 

data, three other indices that measure the country's knowledge economy (developed by the World 

Economic Forum, the International Institute for Management Development, and the International 

Telecommunication Union, respectively). While predicting one index from others is an interesting 

problem, it does not solve the common problem in emerging and developing countries where often 

many data needed to calculate any index is missing; in these contexts, calculating KEI from three 

other different indices may even be counterproductive, since it is more likely that data is missing 

for the calculation of the three indices than for the calculation of a single one. In Ahmadi (2019) a 

multilayer perceptron together with an adaptive neuro-fuzzy inference system and gene expression 

programming are used to predict the economic growth of a single country (Iran) between 1993 and 

2013 using indicators related to the knowledge economy. Although the accuracy of the predictions 

is high, the need for training a model for each country hampers the applicability of this approach. 

The closest work to ours is Shami (2015), where the KEI is predicted using neural networks 

(among other techniques, although neural networks are the ones that produced the best result) for 

51 developed countries from 2007 to 2009 (five years) and without considering situations where 

missing values occur. The authors of this work pointed as a line of future work "to broaden the 

forecast to include missing data". Our work largely complementary to this, since it presents a 

methodology that allows handling missing values and focuses on the KEI prediction for emerging 

and developing economies, for which being able to make predictions with incomplete information 

it is essential. Despite having to impute the missing data, working with more countries (71 vs. 51), 
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and working over a much longer period (22 years vs. 5), our mean quadratic error, 0.382 + - 0.065, 

is comparable with the one obtained by Shami (2015), 0.224. 

 

5. Conclusions  

 

The objective of this paper is to predict KEI for developing and emerging economies even in the 

cases where there is a high proportion of missing values. To accomplish the objective, we have 

used deep learning neural networks (DLNN), in combination with a data imputation procedure 

based on the k-Nearest Neighbors (kNN) to address the high prevalence of missing values in the 

economic data of these countries (94.25% of the feature vectors we worked with had missing 

values, most of them having multiple missing values). We found robust results; the predictions of 

KEI in 71 countries over the 1995-2017 period yielded a mean quadratic error of 0.382 +- 0.065 

and a mean absolute error of 0.299 +- 0.044. However, there is a slight difference across countries 

at different levels of economic development. KEI has tended to rise for all countries pre-2000 and 

to fall post-2000, with the fall being steepest for low-income countries up until 2012 when it started 

to decline in emerging economies as well. Previous work on the role of institutions in economic 

performance like North (1990), Landes (1998), Blackburn and Forgues-Puccio (2010), and 

Tchamyou (2016) would suspect differences in institutional changes are the likely causes of the 

differences in KEI changes. However, why KEI has fallen for both developing and emerging 

economies opens a new frontier for further research. 

 

DLNN prediction of KEI is weakest for the Central European countries. We suspect three 

implications for this result. First, the result might be due to fewer K closest neighbors in this group 

than there are for larger country groups in this sample, which constrains model training and hence 

opportunities for deep learning. Second, it is also likely that Central European countries just do 

not belong in these neighborhoods; they have more in common with industrialized Europe than 

with developing and emerging economies. Finally, these economies are “emerging” not in the 
sense of KEI, but rather in the sense that they are transitioning from the command to the market 

economic systems. 

 

Our analysis also offers several contributions to literature at both the policy and research levels. In 

terms of policy, it filled in gaps due to missing data thereby allowing for effective policy strategies. 

Following the methodology, we suggest in this paper, every country can potentially derive a 

complete series of its KEI series. Given a complete series, at the aggregate level development 

agencies, including the World Bank that originated the KEI, can put our approach to use until 

substitutes come along. Within countries we conclude that further research in needed on the 

components of KEI to help understand the deep, rather than just the proximate, causes of KEI 

differences across countries. Such research might be the starting point with a careful examination 

of economic growth adjusted for the KEI differences. This is like estimating the welfare effects of 
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knowledge (technological) divide. In the short run the marginal benefits are likely higher of low 

KEI economies than they are for high KEI economies. 

 

Another important implication of this paper for both policy and future research is that if we can 

derive by the DLNN technique a complete series of KEI as a dependent variable, we can be then 

begin asking earnest questions about the determinants of technological knowledge and quantify 

their marginal effects. The literature we reviewed in this paper is convincing that knowledge is 

essential to long-run growth. However, both policy and research remain incomplete in illustrating 

what determines KEI itself. In developing and emerging economies, the problem has been the lack 

of complete KEI data and the inability of most traditional methods to deal with that problem. The 

methodology of this paper takes both policy and future research one step forward. 

 

One weakness of this exercise is that we were not able to compare this method algorithmic method 

to theory-based methods – another opportunity for future research. A possible remedy for this 

weakness is to apply DLNN to predict other commonly used indices and use the results to select 

the best performing index among alternatives. Until all that is done, we are convinced that the 

DLNN may be one of the best among competition for predicting KEI under conditions of missing 

values. 

 

Lastly, to avoid potential shortcomings of composite indicators to assess the level of KE across 

countries and over time, we propose as future extension an index that rests on the linear innovation 

model (input-output perspective). Thus, our proposed index would be composed of three main sub-

indices: the first two, innovation enablers and innovation outcomes, capture the domestic 

input/output effort in innovation, whereas the third dimension captures the international diffusion 

of technology. Combined, R&D expenditures, and institutional, social, and structural factors 

become innovation enablers that, in low-income countries particularly, have to be taken into 

account to complement conventional metrics and to capture the role played by local capabilities in 

the process of creation and diffusion of knowledge. The methodology here presented can be useful 

as a tool for decision-making to compare results with other known innovation indices.  
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Table 1 

Variable Definitions, and Data Sources 

Variable Definition Source 

Regulatory quality 

(REGQU)  

This indicator measures the incidence of 

market-unfriendly policies such as price 

controls or inadequate bank supervision, as 

well as perceptions of the burdens imposed by 

excessive regulation in areas such as foreign 

trade and business development 

Worldwide Governance Indicators (WGI). The 

World Bank. Available at 

https://info.worldbank.org/governance/wgi/#home 

Rule of law 

(RULEL) 

This indicator includes several indicators that 

measure the extent to which agents have 

confidence in and abide by the rules of the 

society} 

Worldwide Governance Indicators (WGI). The 

World Bank. Available at 

https://info.worldbank.org/governance/wgi/#home 

Tariff and non-tariff 

barriers (TNTBA) 

This is a score assigned to each country based 

on the analysis of its tariff and non-tariff 

barriers to trade, such as import bans and 

quotas as well as strict labeling and licensing 

requirements 

The Heritage Foundation’s Trade Freedom score. 
The Heritage Foundation. Available at 

https://www.heritage.org/index/trade-freedom 

Patent applications 

(PATENT) 

Patent grants by country of origin and patent 

office per 1000 people 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Scientific and 

technical journal 

articles (STJOU) 

Scientific and engineering articles published by 

country per 1000 people 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Internet users 

(INTERN) 

Internet users are individuals who have used 

the Internet (from any location) in the last 3 

months per 1000 people 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Fixed telephone 

subscriptions 

(TELEP) 

The number of subscriptions per 1000 people. 

It includes Integrated services digital network 

channels and fixed wireless subscribers 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Fixed broadband 

internet subscribers 

(FIXBI) 

Fixed broadband internet subscribers per 1000 

people 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Primary enrolment 

(% gross) 

(PRIMARY) 

Gross enrollment ratio is the ratio of total 

enrollment, regardless of age, to the population 

of the age group that officially corresponds to 

the primary level of education 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Secondary 

enrolment (% gross) 

(SECONDARY) 

The ratio of total enrollment, regardless of age, 

to the population of the age group that officially 

corresponds to the secondary level of education 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Tertiary enrolment 

(% gross) 

(TERTIARY) 

The ratio of total enrolment, regardless of age, 

to the population of the age group that officially 

corresponds to the tertiary level of education 

World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

Total Population 

(POP) 

Total population. Mid- year estimates World Development Indicators. Data Bank. The 

World Bank. Available at  

https://data.worldbank.org/ 

https://info.worldbank.org/governance/wgi/#home
https://info.worldbank.org/governance/wgi/#home
https://www.heritage.org/index/trade-freedom
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
https://data.worldbank.org/
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Table 2. Basic descriptive statistics  

Variable Mean 

Patent applications 2.24 

Fixed broadband internet subscribers 82.99 

Tertiary enrolment (%) 33.49 

Scientific journal articles  2.03 

Secondary enrolment (%) 77.17 

Regulatory quality -0.0167 

Rule of Law -0.0720 

Primary enrolment (%) 101.02 

Tariff and non-tariff barriers 69.02 

Internet users 24.05 

Telephone lines 181.04 

Total population 37940000 
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Table 3. Distribution of missing values  

Variable Number of Missing Cases % of Missing Cases 

Patent applications 759 76.7 

Fixed broadband internet 

subscribers 

450 45.5  

Tertiary enrolment 420 42.5 

Scientific journal articles 392 39.6 

Secondary enrolment 370 37.4 

Regulatory quality 172 17.4 

Rule of Law 172 17.4 

Primary enrolment 172 17.4 

Tariff and non-tariff 

barriers 

131 13.2 

Internet users 106 10.7 

Telephone lines 15 1.52 

Total population 6 0.607 

 

 

 


