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Abstract 

 

In this study, we compare the Hodrick-Prescott Filter technique concerning the Fractional 

filtering technique, which has recently started to be used in various applied sciences, i.e., 

physics, engineering, and biology. We apply these filtering techniques to the quarterly GDP 

data of Turkey, which span the period 1988:1 2003:2. The estimated filtered series are then 

compared using classical statistical tool MSE (Minimum Square Error) and with real-life 

evidence such as crisis periods, recessionary, or boom periods. In the second part of the study, 

we use generated data that exhibits the essential characteristics of economic data to see the 

effects of filtering on these data and trace the effects of these filtering’s on decomposed 
series.     
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Introduction 

 

Filtering methods deal with the identification and extraction of certain features from time-

series data; trend component that reflects the long-dated progression of the series; the cyclical 

component that describes the regular fluctuations caused by the economic cycle (business 

cycle); the seasonal component reflecting seasonal fluctuations; irregular component ( or 

“noise”) that describes random, irregular influences. This study compares the Fractional filter 
(F) with the HP filter. The Hodrick Prescott (1997) filter HP is designed to identify cycle 

t
C ,

t
S , and 

t
I )  components of a macroeconomic time series from its other component trend 

(long-run path), and it is used widely in the economics literature. On the other hand, the HP 

filter is classified as a linear filter in filtering literature, where Fractional filtering is linear 

filtering which can identify cycle and trend components of a time series data. We compare F 

filtering with HP filtering for these reasons whether F filtering can be an alternative to HP 

filtering in economics. 

In our investigation, first, we deal with the Turkish economy's quarterly GDP data, 

which we can classify as real data in our study. In the economics literature, a significant 

amount of work is dedicated to analyzing growth, business cycles, and monetary policy. 

Therefore, the output gap and potential output formed from GDP are important 

macroeconomic indicators for these issues. In particular, the increased importance of inflation 

in policy formulation has direct implications for the central bank’s choice of indicators4
; for 

the example output gap. The output gap is the difference between actual and potential output, 

which is the potential output obtained from the trend variable of GDP data. However, the 

output gap is an unobserved variable. Therefore, the output gap variable must be estimated by 

the filtering techniques. For the industrialized countries, the HP filter does an excellent job in 

measuring potential output and output gap. However, while estimating the potential output for 

developing countries, we meet different problems. In developing countries, excessive boom-

bust cycles along with volatile output have occurred. HP filter usually cannot capture the very 

high volatility of macroeconomic variables in developing market economies. In this study, we 

are employing F filtering to capture much more of the volatility and structural change that 

characterize the developing market economies. For example, Harvey and Jaeger (1993) argue 

that the HP filter may introduce spurious features in its estimate of the trend and add that 

conditions required for the HP filter to serve as an optimal filter are rarely met in practice. A 

typical result documented like these studies is that although the potential output estimates that 

employ the HP filter may provide accurate results for countries like the United States, a more 

general and flexible procedure should be developed for other economies, where potential 

output does not follow a smooth trend. 

We produce some theoretical data to find out the features of filtering techniques. In the 

data generating process (DGP), our first aim is to construct the stylized fact of GDP data to be 

suitable for developing countries. Therefore, we deduce the advantages or disadvantages of F 

filtering regarding HP filtering in filtering the developing countries' type GDP data. We 

obtain minimum square error (MSE) statistics to compare the efficiency of F filtering versus 

HP filtering. 

The rest of the paper is organized as follows. In section 2, we introduce F filtering and 

HP filtering. In section 3, we apply F filtering and HP filtering to Turkish quarterly GDP and 

compare the results of these two filtering’s techniques with real data. Section 4 generates 

                                                 
4
 From the Phillips curve relation, we know that inflationary pressures tend to increase as output rises and 

decline when output falls relative to potential. Hence, if the output gap increases, we can conclude that 

inflationary pressure occurs and vice versa.   



theoretical data that exhibits developing countries' GDP features. To this generated data, we 

apply  MSE statistics to compare HP filter with Fractional Filter. The final section concludes. 

 

 

2. Real Data and Comparison of HP Filter versus Fractional Filter 

 

The below graph shows the actual output and estimated potential output derived from 

Hodrick-Prescott(HP) and Fractional Filtering(FF), respectively. The HP filter computes the 

smoother potential output, and FF computes the more nonlinear. For the quarterly data, the 

convention in economics is to use K=1600 for the HP filter. We deduce that when we use 

wminx around 0.8, this is the relevant correspondence of K= 1600. Hence, we obtain the same 

type of output gap from this computation.   

 

Figure 1. GDP without Seasonality HP1600 trend and F0.8 trend 
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Figure 2. The Computed Output Gap from HP1600 and F0.8 Filter 
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As can be seen in the output gap series, which are driven from HP and F filters (1988 

recession), the two major financial crises in April 1994 and February 2001 are nicely captured 

along with the negative impact of the Russian crisis and the devastating earthquake in August 



1999. The HP filter can be viewed as a two-sided moving average filter, where its moving 

average coefficients are functions of a “smoothness” parameter for the trend component. 
Although it is widely used in obtaining potential output estimates, it has also been subject to 

severe criticisms. As an example, Harvey and Jaeger (1993) argue that the HP filter may 

introduce spurious features in its estimate of the trend and add that conditions required for the 

HP filter to serve as an optimal filter are rarely met in practice. A typical result documented 

like these studies is that although the potential output estimates that employ the HP filter may 

provide accurate results for countries like the United States, a more general and flexible 

procedure should be developed for other economies, where potential output does not follow a 

smooth trend. From figure 1, we can see that the HP filter has a smoother trend than the F 

Filter. In this respect, the F filter improves the quality of the HP filter’s trend component. 
 

3 Generated Data and Comparison of HP Filter versus Fractional filter. 

 

In this part, we generate data that exhibit the essential characteristics of economic data. 

The generated data is: 

 

Trend:         1 0.1
t

T t   

Seasonal:    1.6sin( / 2)
t

S t  

Irregular:    10.7
t t t

I I    

 

Where 
t

T  = value of the trend component in period t 

 
t

S = value of seasonal component in t 

 
t

I = the value of the irregular component in t 

 
t
 = a pure random disturbance in t 

 

Thus, the irregular disturbance in t is 70% of the previous period’s irregular disturbance plus a 
random disturbance term. In our study, we generated 150 random disturbances to generate the 

generated data. In the first computation, we deal with the seasonal data in figure 3 

 

Figure 3. Seasonal Data HP filter and Fractional Filter 
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Figure 4. Original Noise Term From Seasonal Data and HP1600 Filter’s Cycle 
Component 
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     Figure 5. Original Noise Term From Seasonal Data and F0.8 Filter’s Cycle 
Component 
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In economic analysis, we are using data to remove seasonality; hence, we employ the 

seasonality removing technique to analyze the data. In the below Figure, we use HP1600 and 

F=0.8 and HP1 and F0.1 

 

 

 

 

 

 

 

 

 



 

 

Figure 6. Seasonally Removed Generated Data original noise HP(1600, 1) and F(0.8, 0.1) 

Seasonally Filtered Data HP1600 and F0.8 Seasonally Filtered Data HP1 and F0.1 

3 10 17 24 31 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20

July August September October November

-2.5

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

 

3 10 17 24 31 7 14 21 28 4 11 18 25 2 9 16 23 30 6 13 20

July August September October November

-2.5

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

 
Noise and Filtered Noise from HP1600  Noise and Filtered Noise from HP1600 
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Noise and Filtered Noise from F0.8 Noise and Filtered Noise from F0.8 
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Figure 7. Seasonally Removed and Threshold Generated Data Original Noise HP(1600, 

1) and F(0.8, 0.1) Filtered series Cycle Component 

Generated Threshold Data HP1600 and F 0.8  Generated Threshold Data HP1 and F 0.1 
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Noise and Filtered Noise from HP1600  Noise and Filtered Noise from HP1 
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Noise and Filtered Noise from F0.8 Noise and Filtered Noise from F0.1 
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Table 1. The Summary Results of the Generated Data 

 Seasonal Data Non Seasonal Data Threshold Data 

MSE HP1600 2.271 0.328 17.735 

MSE F0.8 1.835 0.578 7.704 

MSE HP1 - 1.459 2.094 

MSE F0.1 - 1.797 0.830 

 

From Table 1, we can see that Fractional filtering has an advantage over HP filtering in 

seasonal data and the seasonally removed data with a threshold in it. These two data exhibit 

some kind of non-smooth trend concerning seasonally removed data. Hence we have reached 

this conclusion both from actual data and generated data. 

 

Conclusion 

 

Several different shortcomings of the HP filter have been indicated in the literature. This 

paper discussed whether fractional filtering could improve the economic analysis of real-time 

data. Our results suggest that fractional filtering has an advantage over HP in seasonal data 

and deseasonalized data with structural breaks. Thus, in these cases, using Fractional filtering 

instead of HP filtering can obtain better estimates of the trend component of macroeconomic 

series. Further avenues for research might include the application of F filtering to other 

macroeconomic series, i.e., stock market index, exchange rate, and price level, and improve 

the accuracy of forecasts which are crucial for policymakers. 
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