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Abstract: Teams are known to be more cognitively able, and accordingly behave more 

efficiently, than individuals. This paper provides the first experimental evidence of the 

so-called “individual-team discontinuity effect” in an institutional setting. In a finitely 

repeated public goods game where sanctioning institutions are available, teams sustain 

cooperation surprisingly better than individuals. The superiority of teams is driven by 

their effective use of punishment. Given an opportunity to construct a formal sanction 

scheme in their groups, teams enact deterrent schemes by voting much more frequently 

than individuals. When peer-to-peer punishment is possible, teams inflict costly 

punishment more frequently on low contributors than individuals, thereby reducing the 

relative frequency of “misdirected” punishment among teams. These results underscore 

the effectiveness of having teams as a decision-making unit in organizations in 

mitigating collective action dilemmas.   
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1. Introduction 

Teams have seen increasing popularity as a decision-making unit within organizations in 

the last half a century; this applies to both the public and private sector, and across a breadth of 

industries (see Lawler, Mohrman, and Ledford, 1992, 1995; Devine et al., 1999; Kersley et al., 

2005). For example, Eurofound (2020) found that just under 70% of workers in the EU27 

claimed to work as part of a team, and in only the transport industry did this fall to a low of 60%. 

Teams also form the basis of many decision-making units in the public sphere, ranging from the 

domestic context, such as councils (and also political factions), committees, and cabinets 

(ministries and agencies), to international relations, such as in international organizations like the 

United Nations, in which each country operates as a decision-making unit that summarizes their 

citizens’ views and casts a single vote in making an organizational decision. The use of teams 

and team-based structures in an organization, especially those that offer more autonomy in terms 

of decision-making and problem-solving, has been linked to improved productivity and 

profitability under certain conditions (e.g., see Pfeffer, 1998; Guzzo and Dickson, 1996; Cohen 

and Bailey, 1997, and Delarue, 2008, for reviews and examples). Despite its importance, 

however, teams’ institutional choices and their behaviors under constructed rules have not 

received attention in the literature on institutions. 

Scholars studying workers’ performances and interactions have actively used 

experimental games and human subjects in controlled laboratory settings for the last several 

decades. In such a setup, each worker subject is assigned to a group, given a fixed endowment, 

and simultaneously decides how to use the endowment (exert costly effort) for the group. While 

the members observe the aggregate level of contributions in their group, they are not aware of 

individual members’ contributions, parallel to the feature of unobservable individual effort 

provision in organizations or the workplace. Theoretically, optimal effort provision cannot be 

achieved in typical environments due to workers’ free riding, whereby they pursue their own 

self-interest. A large number of experiments have been conducted in the social sciences (such as 

economics and political science) and in psychology to study worker behaviors in such voluntary 

provision of public goods when individuals are the decision-making unit in a group (see, e.g., 

Ledyard [1995] and Chaudhuri [2011] for a survey). It is now known that, without any institution 

to assist collaboration, while some individuals initially attempt to cooperate with their peers, 

cooperation cannot be sustained at a high level as they learn of their peers’ opportunistic 
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behaviors with repetition (e.g., Fischbacher and Gӓchter, 2010). However, groups can sustain 

cooperation when the members can voluntarily monitor their peers’ contribution behaviors (e.g., 

Grosse et al., 2011; Nicklisch et al., 2021), inflict costly punishment peer to peer (e.g., Fehr and 

Gӓchter, 2000, 2002), or introduce a centralized incentive scheme regarding punishment and 

rewards (e.g., Falkinger et al., 2000). In particular, scholars have advanced the field during the 

last 15 years by exploring individuals’ ability to construct and operate centralized governance by 

voting, finding that without any guidance, groups can achieve high efficiency through such 

endogenous institution formation, despite taking some time to learn better institutional formation 

(e.g., Gürerk et al., 2006; Kosfeld et al., 2009; Sutter et al., 2010; Ertan et al., 2009; Kamei et 

al., 2015; Fehr and Williams, 2018). However, surprisingly, no attention has been paid to self-

governance capacity and institutional formation when teams, as a decision-making unit (voter), 

constitute a group. 

Theoretical modeling for decision making by teams is usually based on the same 

assumptions made of the rational, self-interested individual. Hence, the neglect of teams’ self-

governance possibility is natural, and the use of individuals in a laboratory can be thought of as 

simplification for experimentation in the literature. However, this assumption may not be correct 

according to the findings from another, but substantial, literature on group or team decision-

making. This research area proposes the so-called “individual-team discontinuity effect” (simply 

“discontinuity effect,” hereafter): teams may be more cognitively sophisticated and thus behave 

more efficiently than individuals (see, e.g., Charness and Sutter [2012], Kugler et al. [2012] and 

Kerr et al. [2004] for a survey). Such discontinuity effects have been detected in various setups, 

for example, in beauty contest games (e.g., Kocher and Sutter, 2005), ultimatum games (e.g., 

Robert and Carnevale, 1997; Bornstein and Yaniv, 1998), signaling games (e.g., Cooper and 

Kagel, 2005), centipede games (e.g., Bornstein et al., 2004), trust games (e.g., Kugler et al., 

2013), coordination games (e.g., Feri et al., 2010), and monetary policy decisions (e.g., Blinder 

and Morgan, 2005). It is also possible that teams construct institutions differently from 

individuals by voting, and hence, the former governs groups more efficiently than the latter in 

the voluntary provision of public goods. 

This paper provides the first experimental study by utilizing one of the most commonly-

used frameworks – a repeated linear public goods game – and letting teams (decision-making 

units) govern their assigned group through building sanctioning institutions by voting. Members 
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of each team communicate with one another to make joint voting and contribution decisions in 

their group. The institutional formation, their behaviors under constructed institutions and the 

resulting efficiency are compared against the case where the decision-making units are 

individuals. The results of the experiment show surprisingly that teams achieve much higher 

efficiency than individuals thanks to the former’s effective use of the sanctioning institutions. In 

particular, given an opportunity to construct a formal sanction scheme, teams enact deterrent 

schemes, i.e., schemes that make free riding materially unprofitable, much more frequently than 

individuals. When informal (peer-to-peer) punishment is enacted, teams punish low contributors 

more frequently than individuals, which helps reduce the relative frequency of “misdirected” 

punishment among teams. Moral hazard in groups is a central issue in organizations hurting 

productivity (e.g., Holmstrom, 1982). While recent experimental research suggests that it can 

endogenously be resolved by allowing agents to construct institutions (Gürerk et al., 2006; 

Kosfeld et al., 2009; Sutter et al., 2010; Ertan et al., 2009; Kamei et al., 2015; Fehr and 

Williams, 2018), the finding of the present study underlines the clear role of organizational 

structure in strengthening a group’s ability to govern themselves, whether under formal or 

informal schemes. This would open up a new research direction in the field concerning the 

effective shape of organizations for efficiency.  

The present paper is related to the large literature in the theory of the firm. Here, team 

decision making is treated as a coordination problem in which the same processes involved in 

individual decision-making are used, but features additional complexities relating to imperfect 

information, monitoring, and agency costs (e.g., Alchian and Demsetz, 1972; Marschak and 

Radner, 1972). Marschak and Radner (1972), for example, build a theoretical model using teams 

of individuals that have homogenous preferences (that align with the common goal), but 

heterogeneous information. The model focuses on ways in which team members eliminate the 

information gap among team members in order to face the same decision that an individual 

decision-maker would. However, teams usually face difficulties in doing so, due to the costs of 

gathering information and mixed incentives of sharing such information (see also Gibbons et al. 

[2013] for an overview).1 By contrast, teams may be modeled as superior decision-makers to 

individuals when individuals are assumed to have bounded rationality, due to the teams’ 

 
1 Prior research in management has thus explored effective ways to coordinate and share information held by 

workers in organizations (e.g., Grant, 1996). 
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increased ability to store and process information, for example through shared memory 

(Bainbridge, 2002). Unlike the assumption of these prior studies, all team members in the present 

experiment have the same information described in the experiment instructions. The 

discontinuity effect detected in this study therefore suggests a need to bolster existing theoretical 

models, perhaps explicitly incorporating the beneficial communication process even with 

symmetric information. 

Further, this paper also contributes to empirical literature on organizational economics, 

management, and personnel economics that studies team decision-making and team production. 

First, prior research in management argues that managerial decision-making via top management 

teams can lead to better organizational outcomes, such as performance and innovation (e.g., 

Carmeli et al., 2008; Aboramadan, 2020; Certo et al., 2008). The superiority of management 

teams is especially strong when the teams have great heterogeneity in terms of, say, age, 

education and background (e.g., Aboramadan, 2020; Certo et al., 2008). Nevertheless, it is 

difficult to draw causal inferences from these studies for various reasons, for example, because 

there is possible selection bias in the management team formation, and many studies rely on the 

data from self-assessed/reported questionnaires. Second, team production (the bottom of a 

hierarchy in firms, such as in production sites) is also shown to lead to better work performance 

than individual production in the empirical research (e.g., Ichniowski et al., 1997), especially 

when teams have a greater spread in abilities across workers (e.g., Hamilton et al., 2003). 

However, the human resource practices in teams vary multiple dimensions simultaneously, 

making it difficult to identify the role of the team decision process in isolation. In addition, team 

decision-making per se is not the prior research’s focus, and hence, scholars have not attempted 

to identify its treatment effects in the past.  

The rest of the paper proceeds as follows: Section 2 briefly summarizes the related 

literature in experiments, and then Section 3 describes the experimental design. Section 4 reports 

experiment results. As a detailed analysis, Sections 5 and 6 report results from finite mixture 

modeling and communication dialogues, respectively. Section 7 concludes. 

2. Related Literature and Research Questions 

This study contributes to two large branches of literature in economics and the related 

social sciences: (a) social dilemmas and endogenous choices of institutions, and (b) group or 

team decision-making. 



6 

 

First, there is extensive literature on social dilemmas contributed by not only economists 

but also scholars in neighboring fields, such as political science and psychology. One of the most 

frequently-used set-ups in this area is a public goods game (PGG). In a public goods game, 

individuals are randomly allocated to a group of N (N > 2), given a fixed endowment, and then 

simultaneously decide how much to contribute to their group. Parameters are set such that 

members have private incentives to free ride, while contributing certain amounts to the group is 

Pareto efficient. For years, such experimental public goods games have been demonstrating that 

while individuals do not behave as predicted by the assumption of self-interest and the common 

knowledge of rationality, it is quite challenging to sustain cooperation without any institutions. 

On average subjects contribute around 40% to 60% of the endowment, even in a one-shot linear 

PGG without institutions or in earlier rounds of a repeated PGG (e.g., Ledyard, 1995; Chaudhuri, 

2011). Despite some individuals’ inclinations to cooperate, non-cooperation remains rife and 

features the expected downward trend of cooperation norms.  

Two kinds of institutions can counter the free riding problem. First, groups can sustain 

cooperation through monitoring and informal punishment, provided that punishment acts are not 

too costly to the punisher, although the standard theoretical prediction still suggests full free 

riding of members (e.g., Fehr and Gӓchter, 2000, 2002). This has been replicated by much 

subsequent research (e.g., Denant-Boemont et al., 2007; Kamei and Putterman, 2015; 

Nikiforakis and Normann, 2008), underlining the role of human other-regarding preferences in 

stabilizing cooperation (e.g., Fehr and Schmidt, 2006; Sobel, 2005). The second approach is to 

introduce centralized mechanisms (emulating formal governance) aiming to make cooperation 

the rational decision through incentive changes. Many of these mechanisms have also seen 

success. For example, Falkinger et al. (2000) studied the behavioral relevance of a tax-subsidy 

scheme (in which redistribution is exerted from low to high contributors so that cooperation 

constitutes a Nash Equilibrium outcome), demonstrating in an experiment that contribution rates 

were sustained close to full efficiency. For the last 15 years, strong development has been made 

through research conducted by a number of scholars, e.g., Gürerk et al. (2006), Kosfeld et al. 

(2009), Sutter et al. (2010), Ertan et al. (2009), Kamei et al. (2015), and Fehr and Williams 

(2018), allowing individuals to endogenously construct sanctioning mechanisms by voting. 

These suggest the possibility of self-governance. The main findings are that: (a) without any 

guidance, individuals are able to construct an efficient formal mechanism by voting, consistent 
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with theory; and, nevertheless, intriguingly (b) groups prefer and sustain cooperation with 

decentralized mechanisms, such as informal punishment, instead of relying on centralized 

mechanisms, under certain conditions, if doing so leads to a more efficient outcome. For 

example, Kamei et al. (2015) let individuals choose between formal and informal sanction 

schemes, the formal similar to Falkinger et al. (2000) with the addition that individuals could set 

their own punishment parameters by voting. They found that both formal and informal 

mechanisms were effective in incentivizing contribution to a public good. However, informal 

mechanisms were popular if the formal mechanism entailed a modest administrative cost, despite 

the standard theory prediction, the benefits of consistency, and reduced risk the formal 

mechanism offers (see also Fehr and Williams (2018) for strong performance of informal 

mechanisms through the creation of cooperative norms). To the authors’ knowledge, all of the 

previous studies used individuals as the decision-making units. The present paper is the first to 

study how teams, as a decision-making unit, behave differently from individuals in institutional 

environments if a group consists of multiple teams, and teams make joint institutional decisions 

by voting. 

The second, closely-related area is a substantial literature in economics, management, and 

psychology on group or team decision-making, which informs the basis of the hypotheses in the 

present study. Prior experimental studies have demonstrated what is termed the “discontinuity 

effect” (Schopler et al., 1991) by which individuals behave differently from teams (e.g., 

Charness and Sutter, 2012; Kugler et al., 2012; Kerr et al., 2004) in a number of contexts; the 

present study is the first to study the discontinuity effect in an institutional setting. One persistent 

finding is that teams display greater cognitive ability than individuals in logic or problem-solving 

activities. For instance, Kocher and Sutter (2005) found teams playing a repeated beauty contest 

game reached the game-theoretic prediction of 0 much quicker than individuals did, showing a 

stronger ability to work out the logic of the game. Similarly, in a replica of monetary policy 

decision making, Blinder and Morgan (2005) found that teams consistently out-performed 

individuals, and were not slower at reaching a decision. These kinds of sophisticated team 

behaviors have also been seen in various games, such as centipede games, signaling games, 

ultimatum games, and trust games (see the survey articles listed above). This tendency is 

expected to be relevant to the designing of a mechanism in the present study as teams may be 

better able to set efficient parameters, for example setting punishment rates high enough that it is 
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rational to contribute under centralized mechanisms. It may also prevent incidences of “perverse 

punishment” by which agents choose to punish high contributions under peer-to-peer punishment 

(Cinyabuguma et al., 2006) or choose to punish the public instead of private account through 

selecting inefficient policies under formal punishment (Kamei et al., 2015).  

Another persistent, important finding in the literature is that teams may be less myopic 

loss averse than individuals (e.g., Bougheas et al., 2013; Sutter, 2007 and 2009). This behavioral 

tendency also predicts teams’ better institutional formation than individuals since they may be 

more willing than individuals to incur punishment costs to enforce social norms, as units can 

enjoy strong benefits from building long-term cooperative relationships in their group. Hence, 

the literature suggests affirmative answers to the following two research questions of the paper. 

Question 1: Do teams utilize sanctioning institutions more efficiently than individuals to 

enforce cooperation norms?  

Question 2: As a result, do teams sustain cooperation more easily than individuals in an 

institutional setting? 

Teams’ more rational choices could result from fear and greed (e.g., Wildschut et al., 

2003; see also Ahn et al. [2001]). Greed is made more acceptable for teams as the team 

dynamics provide anonymity and support for otherwise socially unpopular views, for example, 

the decision to contribute less is not marked against any single individual in the team. This 

anonymity also makes it easier for others to agree to strategic decisions that exploit peers, as they 

are equally protected. Fear, comparatively, encourages distrust and low cooperation as it is 

expected by teams that the opponent will be aggressive or deceitful, referred to as the ‘out-group 

schema’ (Schopler and Insko, 1992, pp. 128). This view is supported in a paper by Schopler et 

al. (1993), in which a team were allowed to withdraw from a game and accept a medium payoff 

instead of trying to compete or cooperate with another team. They found that teams made much 

higher use of the withdrawal option than individuals, and that when they did not withdraw they 

tended to compete more than individuals, also demonstrating a reluctance to cooperate. Hence, in 

the context of the present study, without sanctioning institutions, teams may behave more in line 

with standard game-theoretic predictions than individuals. This distrust would, nevertheless, be 

expected to vary greatly by mechanism design as certain treatments require communication 

which is crucial for cooperation (for example, see Brosig et al. [2003] and Kamei [2019b]). 

Having said this, some studies have also found evidence of teams behaving more  
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cooperatively than individuals in a repeated environment, perhaps relating to their increased 

understanding of the game. Hence, no clear predictions are possible for discontinuity effects 

when sanctioning institutions are absent. For example, in Wildschut et al. (2003) the individual-

team discontinuity effect was minimized most when reciprocal strategies were practiced. 

Specifically, when the team responds in the same way as their opponent responded in the 

previous round, intergroup interactions were more cooperative. Kreps et al. (1982) showed 

theoretically that this may be a rational strategy where there is uncertainty over whether the 

unit’s opponent will play a “tit-for-tat” or non-cooperative strategy, where a tit-for-tat strategy 

yields a higher payoff. This is empirically supported with experimental evidence given by Kagel 

and McGee (2016) who found that when teams were able to play multiple matches against 

different opponents, while mostly non-cooperating in the initial game for safety concerns, they 

shifted to a more reciprocal strategy in later matches. Gillet et al. (2009), Feri et al. (2010), 

Kamei (2019b), and Müller and Tan (2013) report such teams’ more cooperative behaviors in a 

repeated common-pool resource problem, weakest-link/average-opinion game, PGG, and 

Stackelberg market game, respectively. 

3. Experiment Design 

The experiment is built on a linear public goods game. A between-subjects design is used 

where subjects play the games under one treatment condition.2 Six treatments are constructed by 

varying two dimensions (Table 1). The first dimension is the decision-making unit, either an 

individual or a three-person team. The second dimension is the institutional environment; either 

there are no sanctioning institutions, or decision-making units can use sanction schemes. Two 

different strengths of punishment are considered because the efficacy of sanctioning mechanism 

is known to depend on its strength. The six treatments are named as “I-No (Individual, No 

Voting),” “I-Voting (Individual, Voting),” “I-Voting-ST (Individual, Voting, Strong),” “T-No 

(Team, No Voting),” “T-Voting (Team, Voting),” and “T-Voting-ST (Team, Voting, Strong).” 

 The sanction scheme is designed based on Kamei et al. (2015). Each decision-making 

unit has the ability to vote on whether to execute a formal or informal sanction scheme, and also  

the parameters of such a scheme.  A novel part of the design is that unlike all prior studies on  

 
2 A between-subjects design is more appropriate than a within-subjects design, to avoid possible behavioral spill-

over across different environments (e.g., Bednar et al. 2012; Cason et al., 2012). Kamei (2016) also found that 

subjects’ experiences in one institutional environment may affect their behaviors in another environment. 
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endogenous choices of institutions (e.g., Kamei et al., 2015; Kosfeld et al., 2009; Traulsen et al., 

2012, Zhang et al., 2014; Kamei, 2019a; Fehr and Williams, 2018), the present study is the first 

to explore endogenous institutional choices when the decision-making units are teams. The 

treatments with individuals as the decision-making units will act as a control treatment.  

Table 1: Summary of Treatments 

Treatment name Decision-making 

unit 

Voting Cost ratio in 

punishment#1 

Number of groups 

(sessions) 

Number of 

subjects 

I-No individuals No n.a. 12 (2) 36 

I-Voting individuals Yes 1:3 11 (2) 33 

I-Voting-ST individuals Yes 1:5.5 11 (2) 33 

T-No teams No n.a. 12 (7) 108 

T-Voting teams Yes 1:3 11 (6) 99 

T-Voting-ST teams Yes 1:5.5 11 (6) 99 

Total    68 (25) 408 

Notes: Each team consists of three subjects. #1 The ratio, 1: x, means that for each point a punisher spends in reducing the 

payoff of a player, x points are deducted from the payoff of the punished. The punishment cost ratio of 1:3 (1:5.5) means x 

= 3 and y = 5 (x = 5.5, and y = 10) – see Subsection 3.2 for the detail. 

3.1. Common Features in All Treatments 

A partner matching protocol is used in all six treatments. At the onset of the experiment, 

decision-making units are randomly assigned to a group whose size is three (three individuals or 

three teams, dependent on the treatment), and the group composition stays the same throughout 

the entire experiment. The number of periods is set at 24 to allow for the evolution of 

institutional choice and cooperation behavior over time. The periods are grouped into six phases 

of four periods each. The number of periods is common knowledge to the subjects. Subject 

identity is kept anonymous in the experiment. 

In each period, every decision-making unit will be assigned an endowment of 20 points 

(62.5 points = 1 pound sterling), and then simultaneously decide how many points to allocate to 

their public account. The remaining points will be automatically allocated to their own private 

account. Contribution amounts must be non-negative integers and not exceed 20. A marginal 

per-capita return (MPCR) is set at 0.6. In other words, when decision-making unit i contributes 𝑐𝑖,𝑡 to the public account, she receives the following payoff 𝜋𝑖,𝑡 in that period:  

 𝜋𝑖,𝑡 = (20 − 𝑐𝑖,𝑡) + 0.6 ∑ 𝑐𝑗,𝑡3𝑗=1 . (1) 
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It is clear from Equation (1) that contributing nothing to the public account is the strictly 

dominant strategy for every decision-making unit. Hence, according to standard theory based on 

agents’ self-interest and common knowledge of rationality, mutual free riding characterizes the 

unique Nash Equilibrium of this game. Notice that repetition does not alter this prediction with 

the logic of backward induction. 

In the treatments with teams (T-No, T-Voting and T-Voting-ST), each member in a team 

i receives the team’s payoff to make the payoff consequence of team members in the team 

treatments the same as that of individuals in the Individual treatments.3 At the end of a given 

period, each decision-making unit is informed of (i) their own payoff and (ii) the amounts 

contributed to the public account by two other units in their own group in a random order.  

The structure of Phase 1 (also called “Part 1”) is the same for all treatments. Subjects 

repeat the public goods game without any sanctioning opportunities (No Sanction [NS] scheme, 

hereafter) four times with the same group membership, thereby helping subjects learn the basic 

structure of the PGG game and the free riding problem. Phases 2 to 6 (collectively “Part 2,” 

hereafter) differ by whether they can use sanction schemes, as summarized in Sections 3.2 and 3.3. 

3.2. The Individual Treatments 

In the sanction-free I-No treatment, subjects play the PGG under the NS scheme for all 

five phases after the first phase (Figure 1.A). There is a 40-second pause between the adjacent 

phases to control for the restart effects (Andreoni, 1998; Kamei et al., 2015). As explained 

below, subjects in the treatments with voting have a voting stage at the onset of each phase.  

Each phase of Part 2 in the I-Voting and I-Voting-ST treatments begins with each 

decision-making unit voting on the formal versus informal sanction scheme (FS and IS 

hereafter).4 Voting is simultaneous, mandatory, and does not cost subjects. As discussed below, 

the standard theory predictions are different between FS and IS. At the beginning of each phase, 

the decision-making units decide on which scheme they would prefer to use (Figure 1.B). 

Whichever scheme receives the majority of votes (i.e., more than or equal to two votes) will be 

enacted in that group for all four periods of the phase. Section 3.2.1 (3.2.2) summarizes the 

details of the IS (FS) scheme. 

 
3 The same per-subject payoff consequences for individuals and teams are usually used in the design of prior related 

studies on team decision-making (e.g., Cason and Mui, 1997; Kamei, 2019b). 
4 The formal (informal) sanctioning scheme is called group determined fines (individual reduction decisions) in the 

experiment. The same wording was used in the experiment sessions of Kamei et al. (2015). 
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3.2.1. Informal Sanction Scheme 

If IS is chosen, a punishment stage follows the allocation stage in each period of the 

phase. In the punishment stage, a decision-making unit i can reduce the payoff of each of the 

other units (j) in their group by assigning punishment points pi→j  {0, 1, 2, …, 10}. This is a 

costly punishment activity. While each punishment point costs the recipient x points (x > 1), it 

costs the punisher one point. Following prior experimental frameworks of punishment (e.g., Fehr 

and Gächter 2000, 2002; Kamei et al., 2015), the punishment points allocated by others cannot 

make the recipients’ earnings for that period negative. However, each decision-making unit 

always incurs the cost of imposing punishments. In short, the payoff for decision-making unit i 

in period t playing IS can be expressed as follows: 

 𝜋𝑖,𝑡 = max{(20 − 𝑐𝑖,𝑡) + 0.6 ∑ 𝑐𝑗,𝑡3𝑗=1 − 𝑥 ∑ 𝑝𝑗→𝑖𝑗≠𝑖 , 0} − ∑ 𝑝𝑖→𝑗𝑗≠𝑖 . (2) 

Standard theory predicts that having IS does not alter equilibrium play from that in the 

NS scheme because punishment activities are costly. 
∂𝜋𝑖,𝑡∂𝑝𝑖→𝑗 = −1 < 0 for all i. Note that each unit 

may choose not to punish one another (𝑝𝑖→𝑗 = 0), in which case their payoff would be 

unaffected when compared to the payoff in the allocation stage (Equation (1)). To limit delayed 

revengeful punishment among members, contribution decisions of the other two decision-making 

units appear in a random order in the punishment stage (e.g., Fehr and Gächter 2000, 2002; 

Denant-Boemont et al., 2007; Kamei et al., 2015).  

At the end of the punishment stage, subjects are informed of (i) the total payoff 

reductions due to punishment points imposed by the other two group members (in total, not 

broken down by member), (ii) the total cost spent imposing punishment on other members, and 

(iii) their own payoffs. 

3.2.2. Formal Sanction Scheme 

When FS is in place, the allocation stage is followed by a punishment stage in each 

period, similar to the IS scheme. However, unlike the IS scheme, groups in the FS scheme 

determine by voting in advance at what rate allocations to the private account are penalized. 

Voting is simultaneous, mandatory and cost-free. The available sanction rates (SR, hereafter) are 

0.0, 0.2, 0.4, 0.6, 0.8, 1.0, and 1.2. A median voting rule is used. Participants vote four times, 

once at the onset of each period for that phase (a new rate can be selected in each period).  

Imposing sanctions is costly. When a member is fined, the group incurs a variable cost of  



13 

 

imposing the sanctions, i.e., 3/y of the amount deducted from the member’s payoff. The cost is 

equally shared among the three decision-making units in the group, meaning that each unit pays 

(1/3)(3/y) = 1/y of the sanctions.5 There is also a fixed cost (administrative cost) imposed when 

using the FS of 4 points, which is applied to each unit’s payoff for that period.6 

To parallel the IS scheme, the deductions resulting from the sanction rate cannot result in 

a negative payoff, but the cost of implementing those sanctions and the administrative cost can. 

Specifically, the payoff of decision-making unit i for that period is calculated first using 

Equation (1), and then the sanction rate is applied to the amount i held in the private account. If 

applying the sanction rate results in a negative payoff, then it will be set at 0 (otherwise it will 

not be changed). The shared cost of imposing the sanctions and the administrative cost are then 

deducted from that period’s earnings. In short, the payoff for decision-making unit i in period t 

under the FS scheme is calculated as follows: 

 𝜋𝑖,𝑡 = max{(20 − 𝑐𝑖,𝑡) + 0.6 ∑ 𝑐𝑗,𝑡3𝑗=1 − 𝑆𝑅𝑡(20 − 𝑐𝑖,𝑡),0} − 1𝑦 ∑ 𝑆𝑅𝑡(20 − 𝑐𝑗,𝑡)3𝑗=1 − 𝑓, (3) 

where f = 4 (administrative cost). Should the group select a sanction rate of 0.0, their payoffs 

would remain effectively unchanged from that without the FS scheme (however, they still incur 

the additional administrative cost of 4 points per period). If i receives a negative payoff due to 

strong punishment then it will be deducted from their accumulated payoffs from other periods. 

Equation (3) suggests that for each sanction imposed, the cost ratio between the punished 

and the punishers is 1 + 1/y : 2/y (punished decision-making unit: two other units). To further 

make the FS scheme comparable to the IS scheme, the cost ratio is set to be the same as the IS 

scheme, namely, 1 + 1/𝑦: 2/𝑦 = 𝑥: 1. This reduces to the following condition for x and y. 

 𝑦 = 2𝑥 − 1. (4) 

Modest punishment intensity, x = 3 and y = 5, is used for the I-Voting and T-Voting 

treatments, while strong punishment intensity, x = 5.5 and y =10, is used for the I-Voting-ST and 

T-Voting-ST treatments. 

Standard theory prediction in the FS scheme is different from that in the NS or IS scheme  

 
5 To mirror the cost of punishment in the IS Scheme the FS scheme also features a proportional cost. However, 

unlike the IS mechanism this cost will be borne by the whole group. Depending on the punishment strength of the 

treatment, the cost of punishing will be the summed punishment inflicted on all decision-making units in that group, 

multiplied by the relevant sanction rate, and then shared equally between each unit in that group (including those 

punished). 
6 See the 6-C treatment of Kamei et al. (2015). 
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(as in Falkinger et al. [2000] and Kamei et al. [2015]). 
∂𝜋𝑖,𝑡∂𝑝𝑖→𝑗 = −0.4 + 𝑆𝑅𝑡 (1 + 1𝑦). It therefore 

predicts that units contribute nothing when the enacted SR is less than 0.4, but they contribute the 

full endowment amount when it is greater than 0.4. When SR = 0.4, each unit still has a material 

incentive to contribute everything because of the per capita share of imposing the fine (
∂𝜋𝑖,𝑡∂𝑝𝑖→𝑗 =−0.4 + 0.4 + 0.4𝑦 = 0.4𝑦 > 0). Each unit obtains a payoff of 32 points (= 0.660 – 4) when a 

deterrent sanction rate is enacted, while they obtain a payoff of 16 points (= 20 + 0.60 – 4) when 

a non-deterrent sanction rate is enacted instead. This means that the theory predicts groups would 

choose FS rather than IS, and then vote for a deterrent sanction rate (see Kamei et al. [2015]). 

At the end of each period, they are informed of (i) the two other decision-making units’ 

allocation decisions in a random order, (ii) their own payoffs before reductions, (iii) their final 

payoffs in a given period, and (iv) a breakdown of reductions due to fines, the cost of 

administering fines in their own group, and the fixed administration cost. 

3.3. The Team Treatments 

The T-No, T-Voting and T-Voting-ST treatments are identical to the I-No, I-Voting and 

I-Voting-ST treatments, respectively, except that the decision-making units are three-person 

teams, not individuals (Figure 1). Three subjects playing as a team will jointly make a single 

decision as a decision-making unit. At the onset of the experiments, subjects are randomly 

assigned to a team of three, and the team composition does not change throughout the entire 

experiment. The teams are then randomly assigned to a group of three teams (thus each group 

consists of nine subjects) before the experiment commences.  

The team’s joint decision-making procedure is similar to Kamei (2019b, 2021) and is as 

follows: three members in a team communicate with each other for 60 seconds using a computer 

chat screen before making each team decision.7 This enables us to perform transcript analysis 

 
7 The use of electronic chat windows is one of the most common procedures used in the literature on team decision-

making (e.g., Charness and Sutter, 2012; Kugler et al., 2012). While some studies set the duration of each 

communication stage much more than 60 seconds, prior papers such as Kagel (2018) and Kamei (2019b) set the 

duration of each communication stage to 60 seconds or less. The authors read all the teams’ communication logs, 
and counted the number of explicit agreement cases (treated a communication log as a disagreement if there was no 

communication, only irrelevant communication, or one of three team members did not communicate, unless a pre-

agreed strategy was still in play, agreements were considered implicit, or teams disagree or do not try to reach 

consensus). Even with such strict judgment, at least 80.5% of team decisions were classified as agreed decisions 

within 60 seconds in the experiment. This suggests that the 60-seconds duration was sufficient in the communication 

stage. A detailed analysis of communication logs will be executed with two independent coders (see Section 6).  
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post-experiment. Members are not allowed to communicate verbally, eliminating the risk of 

contamination of the experiment which may occur if players were able to overhear another 

team’s discussions. In the communication stage, the members are only able to communicate with 

other members of their own team. Anonymity is also kept preserved in the communication stage. 

In the chat screen, the subjects are identified by Player IDs which are allocated randomly at the 

start of the experiment; they are instructed that disclosing any information that may identify 

themselves or using offensive language in communication is prohibited.8 

A team’s three kinds of joint decisions are determined using the median voting rule 

(Figure 1.C). This includes the allocation decisions between the private and the public account in 

all three team treatments, and punishment decisions under the IS scheme and sanction rate votes 

under the FS scheme in the T-Voting and T-Voting-ST treatments. The specific procedure is as 

follows: The three members in a team first discuss strategies and decisions with their teammates. 

After the communication stage, each team member privately and simultaneously submits their 

preferred decision (e.g., an amount they wish to contribute as the team’s joint contribution 

decision).9 The median of three members’ submissions becomes the team’s joint decision. Each 

team member is informed of the submissions of their two other team members, anonymously and 

in a random order. 

A team’s joint decisions for which scheme to vote for, FS or IS, is based on a majority 

rule. As in the other team decision-making, each team member votes on which scheme they 

prefer after communication, with the team’s majority choice (an option with at least two votes) 

being the team’s joint voting decision.10  
  
3.4. Implementation   

The experiment was conducted at the EXEC laboratory in the University of York from 

July 2019 through January 2020. Observations of 11 or 12 groups were collected for each 

treatment condition by conducting six or seven (two) sessions in each Team (Individual)  

 
8 A subject receives a fine of 10 pounds with an apparent violation of this rule. No one disclosed any idenfiable 

information, and only 7 out of 306 subjects (2.28%) in the three team treatments had to pay the fine with the rule of 

offensive language in team discussions. 
9 Where the team members agree on a decision, they can submit that decision. If they do not agree on a decision as a 

team, however, they can submit whatever decision they prefer. Three team members submitted the same decisions in 

almost all cases in the team treatments (2,049 out of 2,448 team allocation decisions, 581 out of 672 team sanction 

rate votes, and 1,176 out of 1,296 team informal punishment decisions). 
10 All three team members agreed how to vote in almost all cases in the experiment (they submitted the same vote in 

278 out of 330 cases). 
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Figure 1: Schematic Diagram 

 
(A) I-No and T-No treatments 

 

 
(B) I-Voting, I-Voting-ST, T-Voting and T-Voting-ST treatments 

 

 
(C) Phase Structure in the T-Voting and T-Voting-ST treatments 

treatment. A total of 408 subjects (25 sessions) participated in the experiment. The experiment, 

except instructions, was programmed in the z-Tree software (Fischbacher, 2007). The schematic 

diagrams can be found in Figure 1. All subjects were recruited using solicitation emails sent 

through hroot (Bock et al., 2014). All instructions were neutrally framed. Any loaded words, 
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such as cooperate, were avoided.11 Communication, except the communication via electronic 

chat windows in the team treatments, was prohibited. At the end of the experiment, subjects were 

asked a number of demographic information questions, such as gender.  

 
4. Experimental Results 

 Section 4.1 provides an overview of the decision-making units’ average behaviors and 

examines treatment differences in contributions and payoffs. Section 4.2 investigates scheme 

choices of decision-making units, while Section 4.3 provides a comparison between individuals 

and teams in utilizing the sanctioning institutions.  

4.1. Treatment Differences in Contributions and Payoffs 

 Groups experienced typical free riding dynamics when sanctioning schemes were 

unavailable (Figure 2). The average contribution of individuals in the I-No treatment began at 

62% of the endowment, and gradually decreased over time. In line with the literature, mild 

restart effects were also seen in Phases 4 to 6 (Andreoni, 1988), and end-game defection was also 

evident in period 24. The average contribution across all periods was 10.19 points (50.9% of the 

endowment) in the I-No treatment. The overall average contribution of teams was also modest, 

10.57 points (52.9% of the endowment), in the T-No treatment, and the dynamics followed a 

declining contribution trend, similar to that of individuals in the I-No treatment.12  

 Contribution trends differ drastically between individuals and teams when they voted on 

the sanctioning schemes. The difference was especially large under the mild punishment 

intensity (Figure 2.A). On the one hand, teams in the T-Voting treatment learned to cooperate 

gradually from phase to phase. Remarkably their average contribution amounts were more than 

16 points (80% of the endowment) in the final three phases. This contrasts with the teams’ 

declining contribution trend in the T-No treatment. On the other hand, individuals in the I-Voting 

treatment did not follow as strong a learning pattern, although they did not learn to free ride 

either. The individuals’ average contribution amounts hovered between 10 and 12 points in each 

 
11 In all treatment conditions, at the outset the basic structure of experiment was explained to the subjects, such as the 

number of periods, phases and the matching protocol (the fixed team and group composition), and the condition of Part 

1. The instructions in Part 1 were the same for the I-No, I-Voting and I-Voting-ST treatments (the T-No, T-Voting and 

T-Voting-ST treatments). Subjects received the other set of instructions after the initial phase. The instructions for Part 

2 differed by treatment. The gradual introduction of conditions helps reduce cognitive loads on subjects, and is often 

used in the PGG experiment with institutional choices (e.g., Ertan et al., 2009; Kamei et al., 2015). 
12 Unlike this trend, teams cooperated much more strongly than individuals in Kamei (2019b) where the group size 

was two. The difference between Kamei (2019b) and the T-No treatment, however, resonates with the idea that 

cooperation is more difficult to evolve when the group size is three, rather than two (e.g., Cox and Stoddard, 2018). 
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phase. The clear difference between the T-Voting and I-Voting treatments is consistent with the 

discontinuity-effect hypothesis, demonstrating its application in an institutional choice setting. 

So, why did teams perform better than individuals only when sanctioning schemes were 

available? An answer to this question may be that teams use punishment opportunities more 

efficiently than individuals, perhaps driven by the former’s greater cognitive ability, a factor 

which will be analyzed and shown to be the case in Sections 4.2 and 4.3. 

 When the punishment intensity was strong, cooperation evolved at a further higher level 

among teams – see Figure 2.B. The average contribution in the T-Voting-ST treatment was close 

to the full contribution level in each phase of Part 2. Interestingly, with strong punishment, 

individuals (in the I-Voting-ST treatment) were also able to gradually learn to cooperate over 

time. The difference between the I-Voting-ST and I-Voting treatments suggests that individuals’  

 Figure 2: Average Contribution Period by Period 

 

(A) Treatments with Modest Punishment Intensity 

 

(B) Treatments with Strong Punishment Intensity 

Note: The unit of the vertical axis in each panel is points. 
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contribution behaviors are sensitive to the punishment effectiveness as has been shown by 

Anderson and Putterman (2006) and Nikiforakis and Normann (20087). Having said this, the 

difference in the average contribution was consistently large between individuals and teams even 

under the strong punishment intensity. 

 Figure 3 reports the trends of average payoffs. It shows, first, that individuals persistently 

incurred large losses due to punishment when its intensity was modest, consistent with the idea 

that individuals’ failure to learn to cooperate seen in Figure 2.A triggers negative emotional 

responses from their peers (e.g., Casari and Luini, 2009; Gächter et al., 2008). As a result, 

individuals received much lower payoffs in the I-Voting than in the I-No treatment in all phases 

except Phase 6 (Figure 3.A). Second, teams also experienced such negative welfare losses under  

Figure 3: Average Payoff Period by Period 

 

(A) Treatments with Modest Punishment Intensity 

 

(B) Treatments with Strong Punishment Intensity 

Notes: The unit of the vertical axis in each panel is points. The average payoffs in the I-No (T-No) treatment were 

monotonic transformation of average contributions in Figure 2 based on Equation (1). 
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the modest punishment intensity (Figure 3.A). However, the negative impact in the T-Voting 

treatment was limited to Phases 2 and 3. Instead, the teams achieved higher payoffs in Phases 4 

to 6, relative to the T-No treatment. Considering the teams’ increasing contribution trend, this 

implies that, in later phases, teams did not need to discipline their group members through costly 

punishment, because the group successfully cooperated then (Figure 2.A).   

 Third, likewise, when the punishment intensity was strong, having the sanctioning 

schemes lead to similar negative welfare consequences in groups. However, the duration in 

which groups suffered from losses was shorter relative to the treatments with modest punishment 

(Figure 3.B). In other words, the availability of strong punishment induced the members to learn 

to cooperate smoothly, thereby helping reduce the welfare loss due to punishment activities. 

 A series of non-parametric tests were performed to judge treatment differences statistically 

(Table 2), which confirms most of the patterns seen in Figures 2 and 3. First, without the 

sanctioning schemes, units (whether individuals or teams) had a significantly lower level of 

contribution in Part 2 (Phases 2 to 6) than in Part 1 (Phase 1) of the experiment. Second, in both 

the T-Voting and T-Voting-ST treatments, teams’ contribution behaviors were significantly 

stronger in Part 2 than in Part 1. As a result, the teams did not experience a drop in payoffs after 

Part 1, unlike in the T-No treatment. An across-treatment comparison in Part 2 further 

demonstrates that teams contributed larger amounts when the sanctioning schemes were available 

than otherwise (see H0: (c) = (d) in Table 2).13 Third, individuals earned significantly less in Part 2 

than in Part 1 of the experiment in the I-Voting treatment, but not in the I-Voting-ST treatment. 

 A regression was also performed as a supplementary analysis, in order to additionally 

analyze the contribution trend in Part 2 (Appendix Table B.1). It first confirms that when the 

sanctioning schemes were unavailable, decision-making units, whether individuals or teams, 

decreased contribution amounts significantly over time. Second, by sharp contrast, teams 

increased contribution amounts significantly from phase to phase in both the T-Voting and T-

Voting-ST treatments. Third, the contribution trend differs by punishment intensity when the 

decision-making units are individuals: The contribution follows an increasing (somewhat 

decreasing) trend in the I-Voting-ST (I-Voting) treatment. A regression also confirms that the 

payoff trend is similar to the contribution trend: declining trends for the I-No and T-No 

 
13 The same positive effect of voting can be found even if we do not pool the two team treatments – see Panel C of 

Appendix A. 
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treatments versus an increasing trend in the T-Voting treatment (the maintenance of high payoff 

in the T-Voting-ST treatment) – see Appendix Table B.2. 

 Table 2: Average Contribution and Payoff 

I. Contribution 

 Avg. contribution based on all data  Avg. contribution under a given sanction scheme in Phases 2-6 

 (i) Phase 1 (ii) Phases 2-

6  

p-value for 

H0: (i) = (ii) 

 (iii) FS p-value for 

H0: (i) = (iii) 

(iv) IS p-value for 

H0: (i) = (iv) 

p-value for H0: 

(iii) = (iv)#1 

[Individual treatments:]         

(a) I-No 12.92 9.64 0.0414**  --- --- --- --- --- 

(b) Indiv Voting (I-
Voting, I-Voting-ST) 

10.60 12.68 0.2914  10.24 0.8313 15.04 0.2790 0.2330 

(b1) I-Voting 11.92 11.57 0.9292  9.69 0.4838 13.66 0.9594 0.7353 

(b2) I-Voting-ST 9.27 13.80 0.1549  10.88 0.8590 16.23 0.2026 0.1614 

[Team treatments:]         

(c) T-No 13.26 10.04 0.0096***  --- --- --- --- --- 

(d) Team Voting (T-

Voting, T-Voting-ST) 
12.53 17.67 0.0001***  18.02 0.0002*** 17.30 0.0166** 0.1054 

(d1) T-Voting 12.81 16.53 0.0128**  16.87 0.0209** 16.28 0.0827* 0.0966* 

(d2) T-Voting-ST 12.24 18.80 0.0033***  18.81 0.0051*** 18.78 0.1282 0.7532 

[Across-treatment comparisons:]         

p for H0: (a) = (b) 0.1882 0.2273 ---  --- --- --- --- --- 

p for H0: (c) = (d) 0.7051 0.0000*** ---  --- --- --- --- --- 

p for H0: (a) = (c) 0.9310 0.6861 ---  --- --- --- --- --- 

p for H0: (b) = (d) 0.2007 0.0074*** ---  0.0003*** --- 0.0554* --- --- 

II. Payoff 

 Avg. payoff based on all data  Avg. payoff under a given sanction scheme in Phases 2-6 

 (i) Phase 1 (ii) Phases 2-

6  

p-value for 

H0: (i) = (ii) 

 (iii) FS p-value for 

H0: (i) = (iii) 

(iv) IS 

 

p-value for 

H0: (i) = (iv) 

p-value for H0: 

(iii) = (iv)#1 

[Individual treatments:]         

(a) I-No 30.34 27.71 0.0414**  --- --- --- --- --- 

(b) Indiv Voting (I-
Voting, I-Voting-ST) 

28.48 25.27 0.0575*  23.38 0.0086*** 27.09 0.0304** 0.1252 

(b1) I-Voting 29.54 23.79 0.0208**  22.88 0.0357** 24.81 0.0218** 0.0280** 

(b2) I-Voting-ST 27.42 26.75 0.7897  23.97 0.1731 29.07 0.5076 0.8886 

[Team treatments:]         

(c) T-No 30.61 28.03 0.0096***  --- --- --- --- --- 

(d) Team Voting (T-

Voting, T-Voting-ST) 
30.02 29.90 0.9353  29.71 0.8092 30.10 0.1701 0.1252 

(d1)T-Voting 30.25 29.07 0.5337  28.38 0.3743 29.56 0.1823 0.1386 

(d2) T-Voting-ST 29.79 30.73 0.4236  30.63 0.5076 30.89 0.7353 0.9165 

[Across-treatment comparisons:]         

p for H0: (a) = (b) --- 0.2343 ---  --- --- --- --- --- 

p for H0: (c) = (d) --- 0.0661* ---  --- --- --- --- --- 

p for H0: (a) = (c) --- 0.6861 ---  --- --- --- --- --- 

p for H0: (b) = (d) --- 0.0514* ---  0.0004*** --- 0.3061 --- --- 

Notes: All p-values are based on two-sided tests. Group-level Wilcoxon signed rank (Mann-Whitney) tests were conducted 

for within-treatments (across-treatments) comparisons. The standard errors can be found in Panel A of Appendix A. More 

detailed across-treatment comparisons can be found in Panel C of Appendix A. Indiv Voting includes the I-Voting and I-

Voting-ST treatments. Team Voting includes the T-Voting and T-Voting-ST treatments. To supplement the nonparametric 

tests reported in Table 2 and the regression analyses in Appendix Tables B.1 and B.2, additional regression was conducted 
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to study treatment differences in efficiency using group-level average contribution or payoff as the dependent variable and 

treatment dummies as independent variables. As shown in Appendix Table B.3, it consistently confirms strong 

discontinuity effects under voting between individuals and teams.  #1 Only groups that had experienced both the FS and IS 

schemes in Part 2 were used. *, **, and *** indicate significance at the .10 level, at the .05 level and at the .01 level, 

respectively. 

 

 Lastly, a closer look at the data by scheme uncovers three further interesting patterns. 

First, in the I-Voting and I-Voting-ST treatments, while cooperation did not evolve when FS was 

in place, the individuals maintained strong cooperation norms when IS was instead in effect 

(panels (a) and (b) of Appendix Figure B.1). Hence, the individuals’ overall failure to learn 

cooperation (Figure 2) is partly attributable to their selection of sanction rates and/or contribution 

behaviors under the FS scheme. Second, resulting from the low cooperation norms and 

administrative cost payments, individuals persistently earned much less when they had the FS 

scheme, relative to the I-No treatment (panels (a) and (b) of Appendix Figure B.2). The 

difference is significant between the I-Voting and I-No treatments (Table 2.II). Under the IS 

scheme, individuals in the I-Voting (I-Voting-ST) treatment successfully cooperated with each 

other in Phase 6 (from Phase 4),14 but they received lower payoffs than those in the I-No 

treatment in Phases 2 to 5 (Phase 2 to 3). The low payoffs in the earlier phases were due to losses 

from intensive punishment activities. Hence, learning to cooperate with informal punishment 

was not quick, requiring enough interaction experiences in the experiment (Gächter et al., 2008). 

Third, the picture is markedly different in the team treatments. Whether in the FS or IS 

scheme, cooperation was sustained at high levels (panels (c) and (d) of Appendix Figure B.1). 

Table 2 also shows that regardless of which scheme was in effect, teams contributed significantly 

larger amounts in the T-Voting and T-Voting-ST treatments than in the T-No treatment. Teams 

also quickly responded to the informal punishment received from their peers. Although payoff 

losses due to punishment were large in Phases 2 and 3 (in Phase 2) with the IS scheme in the T-

Voting (T-Voting-ST) treatment, they achieved high payoffs after these phases. Despite 

administrative cost payments, teams in the T-Voting-ST treatment did earn more than those in 

the T-No treatment across all the phases (panels (c) and (d) of Appendix Figure B.2).  

 

Result 1: (a) Decision-making units (whether individuals or teams) learned to free ride over time  

 
14 A group-level Mann-Whitney test finds that the average contribution in Phase 6 (in Phases 4-6) under the IS scheme 

in the I-Voting (I-Voting-ST) treatment is different from that in the I-No treatment at two-sided p = .0709 (.0196). 

Likewise, the average payoff in Phase 6 (in Phases 4-6) under the IS scheme in the I-Voting (I-Voting-ST) treatment 

is different from that in the I-No treatment at two-sided p = .0709 (.0245). Note that there were only three groups 

playing the IS scheme in Phase 6 for the I-Voting treatment, making statistical significance difficult to obtain. 
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when sanctioning schemes were unavailable. (b) With the sanctioning schemes, individuals in the 

I-Voting treatment prevented a collapse of cooperation norms, and individuals in the I-Voting-ST 

gradually learned to cooperate over time. Nevertheless, their contribution behaviors in the FS 

scheme were weak. (c) The impact of voting was strong for teams: Under each punishment 

intensity, teams learned to cooperate more strongly than individuals regardless of which 

sanction scheme (FS or IS) was available – in support of the discontinuity-effect hypothesis 

between individual and team decision-making.  
 

4.2. Scheme Choice 

The strong efficiency under the IS scheme found in Section 4.1 was not driven by a small 

number of groups. Despite standard theory predicting the superiority of the FS scheme, on 

average 47.3%, 63.0%, 53.3% and 46.1% of decision-making units voted for the IS scheme in 

the I-Voting, T-Voting, I-Voting-ST and T-Voting-ST treatments, respectively (Table 3.a). As a 

result of majority voting, groups adopted the IS scheme similar percentages of the time, i.e., 

47.3%, 58.2%, 54.6%, and 40.0% of the time in the corresponding treatments (Table 3.b). 

Group-level Wilcoxon signed rank tests confirm that units’ voting for the IS scheme and the vote 

outcomes were not the result of error. Group-level Mann-Whitney tests also indicate that scheme 

choice behaviors did not differ between individuals and teams (Panel K of Appendix A). 

A look at the across-phase trend indicates that decision-making units’ preferences for the 

IS scheme are stable. Around half of the units preferred the IS scheme in the very first voting 

phase in the I-Voting, T-Voting and I-Voting-ST treatments (in the second voting phase for the 

T-Voting-ST treatment), after which the popularity of the IS scheme remained stable.  

Realized relative effectiveness of informal and formal sanctions affected decision-making 

units’ decisions to choose schemes. Seven, nine, eight and six groups experienced both the FS 

scheme in some phase(s) and the IS scheme in the other phase(s) as a result of voting. Using 

 
Table 3: Scheme Choice and Voting Outcome 

I. Percentages of Times that Decision-Making Units Voted for the IS Scheme 

 
Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Overall 

p-value for Wilcoxon 

signed rank tests#1 

I-Voting 48.5% 63.6% 42.4% 51.5% 30.3% 47.3% 0.0022*** 

I-Voting-ST 54.5% 48.5% 45.5% 60.6% 57.6% 53.3% 0.0017*** 

T-Voting 48.5% 84.8% 63.6% 66.7% 51.5% 63.0% 0.0016*** 

T-Voting-ST 33.3% 48.5% 48.5% 54.5% 45.5% 46.1% 0.0017*** 
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Average 46.2% 61.4% 50.0% 58.3% 46.2% 52.4% 0.0000*** 

 
II. Percentages of Times that the IS Scheme was Selected in Groups 

 
Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Overall 

p-value for Wilcoxon 

signed rank tests #1 

I-Voting 54.5% 63.6% 36.4% 54.5% 27.3% 47.3% 0.0021*** 

I-Voting-ST 54.5% 54.5% 36.4% 63.6% 63.6% 54.5% 0.0021*** 

T-Voting 45.5% 81.8% 54.5% 63.6% 45.5% 58.2% 0.0015*** 

T-Voting-ST 27.3% 36.4% 36.4% 54.5% 45.5% 40.0% 0.0197** 

Average 45.7% 59.2% 41.1% 59.2% 45.7% 50.0% 0.0000*** 

Notes: #1 p-values here are one-sided as the theory predicts a specific direction. The null hypothesis is that the percentage 

of the time that units or groups select the IS scheme is less than or equal to 5%, assuming that errors happen with a 5% 

probability. In order to perform Wilcoxon signed rank tests, the overall percentage of decision-making units that voted for 

IS was calculated for each group in panel I (the percentage of times when IS was enacted was calculated for each group in 

panel II). After that, using the group-average observations Wilcoxon signed rank tests were performed. *, **, and *** 

indicate significance at the .10 level, at the .05 level and at the .01 level, respectively. 

these groups, Figure 4 demonstrates that decision-making units were more likely to vote for the 

scheme under which they had previously experienced higher payoffs on average. This resonates 

with the idea that people’s institutional choices are strongly guided by material incentives (e.g., 

Ertan et al., 2009; Kamei et al., 2015).15,16   

Figure 4 also indicates two more interesting patterns. First, there is a large variation for 

decision-making units’ voting behaviors: the correlations between units’ scheme choices and 

experienced relative payoff ratios are far from perfect. This implies strong heterogeneity in 

subjects’ cooperation and punishment tendencies (e.g., Fischbacher et al., 2001; Fischbacher and 

Gächter, 2010; Kamei, 2014). Second, the punishment intensity markedly influenced the relative 

effectiveness of informal sanctions. Under the modest punishment intensity, a considerable 

majority of the decision-making units – i.e., 95.24% and 66.66% of the units in the I-Voting and 

T-Voting treatments, respectively, had lower payoffs on average under the IS than the FS scheme 

due to punishment activities. However, the informal punishment became more effective under 

the strong punishment intensity. The percentages of the subjects who on average earned less 

 
15 To supplement this finding, a regression analysis was also conducted regarding how decision-making units’ 
voting in Phase 6 (the final phase) may be influenced by relative payoff ratios they experienced before that phase. 

As shown in Appendix Table B.4, the relative payoff ratio is a significantly positive predictor for their selection of 

the IS scheme both in the individual voting and team voting treatments (when data are pooled irrespective of the 

punishment intensity). The role of experiences is also supported by an analysis of communication logs (Section 6). 
16 It should be acknowledged that the direction of causality may be the opposite. Those who sorted into the IS 

scheme may have more cooperative inclinations, and hence may have ended up earning higher payoffs with informal 

punishment.  
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under the IS than the FS scheme are a minority, i.e., 41.67% and 38.89% in the I-Voting-ST and 

T-Voting-ST treatments, respectively. 

Around 32% of groups exclusively selected one of the schemes across the five phases in 

Part 2. Except for one group in the I-Voting treatment, the groups’ persistence in one scheme can 

be explained by their success in cooperation under that scheme. The average contributions of 

groups that always selected IS were 19.93 and 19.21 points in the I-Voting-ST and T-Voting-ST 

treatments, respectively.17 The average contributions of groups that always selected FS were  

 
Figure 4: Scheme Choice and Relative Payoff Ratio   

 

 

Notes: The figures were depicted based on the data from the groups that experienced both the FS and IS schemes in Part 2 

as a result of voting. The horizontal axis (x-axis) is calculated by a given decision-making unit’s average payoff under the 
IS scheme divided by their average payoff under the FS scheme across all periods. The vertical axis (y-axis) is the 

percentage of times the decision-making unit voted for IS during the experiment and takes a value between 0 and 1. The 

size of each point indicates its frequency (almost all points have a frequency of 1). The numbers in parentheses in the 

linear equation (OLS) in each panel are robust standard errors clustered by group ID. The slopes in the linear lines in 

panels a, b, c and d are significantly positive at two-sided p = .046, .009, .004, and .009, respectively.   

 
17 The numbers of groups that selected the IS (FS) scheme for all phases were 1(3), 1(2), 0(2), and 4(1) in the I-

Voting, I-Voting-ST, T-Voting, and T-Voting-ST treatments, respectively. The average contribution of the group 

that exclusively selected IS in the I-Voting treatment was 11.2 points. 
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15.16, 19.54, 18.29, and 19.67 points in the I-Voting, I-Voting-ST, T-Voting, and T-Voting-ST 

treatments, respectively. 

What factors, other than material concerns, might affect the groups’ scheme choices? To 

find some nuanced evidence, bi-variate correlations between a group’s average vote outcome and 

their average attribute variables were calculated. Three reasonable, but intriguing patterns 

emerged (Appendix Table B.5). First, subjects’ preferences for fairness drove their scheme 

choices. Subjects provided their views on fairness for each scheme in the post-experiment 

questionnaire.18 A calculation found that the fairer group members on average perceived the IS 

scheme relative to the FS scheme, the more likely the group was to implement the IS scheme. 

Second, subjects’ levels of trust in others also drove their selection of the IS scheme. 

Specifically, the more strongly group members believe that people are trustworthy, the more 

frequently a given group implemented the IS scheme.  

 Third, cognitive ability may have also affected voting, especially when the punishment 

strength was modest. A calculation shows that a more mathematically able group was more 

likely to select the IS scheme in the I-Voting and T-Voting treatments. Recall that sustaining 

cooperation with informal punishment was difficult when punishment strength was modest. 

However, more cognitively able groups might have attempted to build cooperative relationships 

without relying on the alternative centralized mechanism since the FS scheme entailed an 

administrative cost. 

 
Result 2: (a) Despite standard theory predicting the superiority of the FS scheme, around half of 

the groups adopted the IS scheme. (b) Decision-making units tended to vote for the scheme under 

which they had previously experienced higher payoffs. (c) Almost all groups that selected one 

scheme (either FS or IS) for all phases achieved successful cooperation in that scheme. (d) 

Groups that perceived the IS scheme as fairer were more likely to implement that scheme. 

Groups with stronger trust in others’ cooperation behaviors were more likely to implement the IS 

scheme. 

 
4.3. Discontinuity Effects in Utilizing the Sanctioning Institutions 

 Analyses so far have found that while scheme choices were similar for individuals and 

teams (Section 4.2), teams cooperated much more strongly than individuals did (Section 4.1). 

 
18 Subjects were asked to rate the fairness of each of the three schemes (NS, IS and FS) on a five-point scale: from 1 

(very unfair) to 5 (very fair).  
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This subsection explains that this discontinuity effect was driven by the difference in the ways in 

which decision-making units utilize the sanctioning institutions.  

4.3.1. Voting and Contribution Behaviors in the FS Scheme 

 Consistent with the standard theory prediction, units’ decisions to contribute under the FS 

scheme were strongly influenced by their group’s sanction rate. A regression analysis finds that 

decision-making units were significantly more likely to contribute large amounts, the higher the 

sanction rate their group had implemented (odd-numbered columns of Appendix Table B.7). 

Having a deterrent sanction rate effectively improves units’ decisions to contribute (even-

numbered columns of Appendix Table B.7). The larger impact of having stronger punishment is 

consistent with prior research on formal sanction institutions (e.g., Falkinger et al., 2000; Kamei 

et al., 2015), suggesting that a centralized solution of the free riding problem is to enforce an 

incentive mechanism in a society or organization. 

 However, the popularity of sanction rates differs clearly between individuals and teams. 

The sanction rate of 0.0 was the focal point among the individuals. Strikingly, individuals in the 

I-Voting and I-Voting-ST treatments voted for the zero sanction rate on 63.79% and 54.00% of 

the occasions, respectively (Figure 5.A). As a result of the majority rule applied, the regime 

without any sanctions, the same regime as in Phase 1, was implemented on 70.69% and 57.00% 

of the occasions, respectively, in these two treatments (Figure 5.B).19,20 

By sharp contrast, in the team treatments, preferences for the highest sanction rate – 1.2 

per point allocated to the private account – were quite strong (Figure 5.A). Especially in the T-

Voting-ST treatment, teams voted for the highest rate on 53.54% of the occasions. At the same 

time, teams voted for the zero sanction rate only 34.06% and 28.03% of the time in the T-Voting 

and T-Voting-ST treatments, respectively. With the majority rule, 31.52% (26.09%) and 62.12% 

(14.39%) of the group’s vote outcomes were the highest (zero) sanction rate in the T-Voting and 

T-Voting-ST treatments, respectively.21  

 
19 In Kamei et al. (2015), almost all individuals successfully constructed deterrent schemes. The difference between 

this study and Kamei et al. could be due to the difference in the research site: the USA versus England. Alternatively 

it could be due to the difference in the group size – three in this study versus five in Kamei et al. (2015).  
20 The outcome of the zero sanction rate is somewhat larger than the percentage of the voters who preferred it (e.g., 

70.69% > 63.79%). This is due to the majority voting system because it tends to outnumber the preferences of 

minorities – a phenomenon called the behavioral public choice theorem (e.g., Ertan et al., 2009; Hauser et al., 2014).  
21 The percentages of cases in which a group selected the zero (highest) sanction rate in Phases 2 to 6 are 

significantly different between individual and team voting at two-sided p = .0080 (p = .0319), according to a group-

level Mann-Whitney test, when pooled data are used – see Panel F of online Appendix A. 
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The average realized group sanction rates were 0.64 and 0.89, both of which are 

deterrent, in the T-Voting and T-Voting-ST treatments, respectively. However, average realized 

sanction rates were much smaller in the individual treatments, i.e., 0.11 and 0.39 in the I-Voting 

and I-Voting-ST treatments, respectively.22,23 The difference in the severity of selected sanction 

rates well explains the stronger contribution behaviors of teams (Figure 2, Appendix Figure B.1). 

Figure 5: Voting on Sanction Rates and Vote Outcome 

 
(A) Distributions of Decision-Making Units’ Voting 

 
(B) Distributions of Vote Outcomes 

 Decision-making units’ decisions to contribute interestingly differ between individuals and 

teams even when the same sanction rates prevailed. Strikingly, on average, teams contributed 

significantly more than individuals, whether sanctions were deterrent or not (see columns a.i, b.i, 

and c.i of Table 4). The difference was especially large under non-deterrent sanction rates (i.e., 

rates of 0.0 or 0.2). This difference cannot be explained by a selectivity bias. Notice that more 

 
22 The average realized sanction rates are significantly different at two-sided p = .0116 between individual versus 

team voting when pooled data are used (see Panel F of Appendix A) 
23 Figure B.3 reports the popularity of sanction rates, period by period. It indicates that teams’ strong preferences for 
deterrent sanction rates were stable across all periods, while individuals’ preferences for non-deterrent sanction rates 

were strong from earlier periods and became even stronger gradually as the experiment progressed. 

0%

20%

40%

60%

80%

I-Voting I-Voting-ST T-Voting T-Voting-ST

0.0

0.2

0.4

0.6

0.8

1.0

1.2

0%

20%

40%

60%

80%

I-Voting I-Voting-ST T-Voting T-Voting-ST

0.0

0.2

0.4

0.6

0.8

1.0

1.2



29 

 

cooperative groups can be assumed to select stronger sanction rates, making mutual cooperation 

easier (Appendix Table B.7). If this interpretation is correct, the least cooperative units would be 

overrepresented in groups that enacted non-deterrent sanction rates for the T-Voting (T-Voting-

ST) rather than the I-Voting (I-Voting-ST) treatment, because such weak sanction rates were 

realized only in a small fraction of groups in the team treatments (Table 4).  

The maintenance of group cooperation norms leads to large long-term payoffs. Hence, 

the teams’ stronger behavioral responses to given sanction rates suggest that, with the FS being 

enacted, teams may be more far-sighted and less myopic loss averse than individuals (e.g., 

Sutter, 2007, 2009; Bougheas et al., 2013).  
 

Result 3: (a) Teams enacted significantly stronger sanction rates than individuals. Specifically, 

the average sanction rate in the T-Voting (T-Voting-ST) treatment was 0.64 (0.89), while the 

average sanction rate in the I-Voting (I-Voting-ST) treatment was 0.11 (0.39). (b) Teams 

contributed significantly more than individuals for given sanction rates. Particularly, the former 

contributed much more than the latter when non-deterrent sanction rates were in effect. 

 
Table 4: Average Contribution by Sanction Rate under the FS scheme 

 (a) Individual Voting (b) Team Voting (c) Mann-Whitney tests#1 

Sanction rate (i) All 

data 

(ii) I-

Voting 

(iii) I-

Voting-ST 

(i) All 

data 

(ii) T-

Voting 

(iii) T-

Voting-ST 

(i) H0: a.i 

= b.i 

(ii) H0: 

a.ii = b.ii 

(iii) H0: 

a.iii = b.iii 

0.0 or 0.2 (non-

deterrent) 

7.52 

(4.08) 

7.86 

(4.66) 

7.04 

(3.59) 

15.12 

(5.87) 

14.09 

(6.93) 

16.42 

(4.99) 
.0110** .1415 .0274** 

0.4 or above 17.67 

(5.38) 

16.72 

(6.29) 

18.34 

(4.27) 

19.10 

(1.51) 

18.50 

(2.14) 

19.42 

(0.72) 
.0268** .1467 .0949* 

Notes: Numbers in parenthesis are standard errors based on group averages. #1 Two-sided p-values for group-level Mann-

Whitney tests. *, **, and *** indicate significance at the .10 level, at the .05 level and at the .01 level, respectively. 

  
 Lastly, as was done for the groups’ scheme choices in Section 4.2, bi-variate correlations 

between a group’s average sanction rate and their attribute variables were calculated in order to 

explore what factors (other than material concerns) might have affected their selection of 

sanction rates. While no discontinuity effects were found with this analysis, the calculation 

reveals (a) female subjects’ possible dislike of using punishment, (b) economics students’ 

rational voting behaviors, i.e., voting for strong sanction rates, (c) a positive impact of perceived 

fairness under the FS scheme on voting, and (d) subjects’ intention to encourage others’ 

contributions through centralized punishment – see Appendix Table B.6 for details.  
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4.3.2. Contribution and Punishment Behaviors in the IS Scheme 

 Decision-making units inflicted costly punishment based on the distribution of 

contributions in their group (Appendix Table B.8). First, the smaller the amount a decision-

making unit j contributed to the public account relative to i, the more strongly i punished j (see 

the absolute negative deviation variable). Second, contributing more than another member also 

attracted punishment by that member to some degree (see the positive deviation variable), but 

such anti-social punishment is weaker than pro-social punishment – the difference is statistically 

significant according to Wald tests. These two patterns, which hold for all treatments, are in line 

with the prior research (e.g., Fehr and Gächter, 2000; Kamei and Putterman, 2015). 

 However, intriguingly, behavioral responses to punishment received differ by the 

decision-making unit (see again Table B.8). First, individuals were insensitive to punishment 

received: Pro-social punishment did not encourage individuals to contribute larger amounts in 

the following periods. Anti-social punishment also did not significantly discourage the 

recipients’ subsequent cooperative behaviors. Instead, individuals formed contribution decisions 

based on their group’s last-period contribution decisions, implying that they tend to simply 

conform to group norms. On the other hand, while such conformity explains teams’ contribution 

dynamics on average, they also strongly responded to peers’ anti-social punishment: the larger 

the anti-social punishment teams received, the more strongly they reduced their own 

contributions in the following periods. In addition, pro-social punishment helped teams boost 

cooperation for the T-Voting-ST treatment.  

  Figure 6: Relative Strength and Frequency of Perverse/Anti-Social Punishment 

  
             (A) I-Voting versus T-Voting treatments                 (B) I-Voting-ST versus T-Voting-ST treatments 
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Notes: Following Herrmann et al. (2008), (i) punishment from i to j in period t is defined as anti-social if j 

contributed more than i or when both i and j are 20-contributors in that period, and (ii) punishment that is not anti-

social is called pro-social. Following Cinyabuguma et al. (2006), (iii) punishment from i to j in period t is defined as 

perverse if j contributed more than their group average or when all in their group contributed the full endowment 

amount in that period, and (iv) punishment that is not perverse is called non-perverse. 

 The difference in the behavioral response to punishment created overall distinct 

punishment distribution by the decision-making unit. Figure 6 reports the relative strength and 

frequency of anti-social (perverse) punishment to pro-social (non-perverse) punishment. It 

reveals that pro-social (non-perverse) punishment was more dominant among teams than 

individuals.24 This pattern again supports the discontinuity effect hypothesis, meaning that teams 

utilize informal punishment opportunities more effectively than individuals to encourage 

cooperation.  

5. Structural Estimations of Punishment Types under the IS Scheme 

 The main finding demonstrated in Section 4 is that (a) teams are able to sustain 

cooperation at a higher level than individuals when they can vote on sanctioning institutions, and 

(b) the teams’ high efficiency is driven by their effective use of punishment. Specifically, 

deterrent sanction rates were enacted much more frequently among teams than individuals under 

the FS scheme. Under the IS scheme, the relative frequency and strength of anti-social 

punishment were both smaller among teams than individuals. 

 While the percentages of behavioral types as a voter, i.e., rational or irrational, were 

precisely compared among units in the FS scheme (Figure 5), it is still unclear what percentages 

of units punished anti-socially or pro-socially in the IS scheme. Section 5 analyzes the behavioral 

differences under the IS scheme more accurately by using a finite mixture modeling approach 

since it allows estimation of the distribution of types from observed punishment patterns (e.g., 

McLachlan and Peel, 2000; Moffatt, 2016).25  

Finite mixture modeling assumes a set of possible behavioral types in advance and then  

 
24 Due to the small sample size, the difference is only significant at p = .0544 for the relative frequency if a one-

sided group-level Mann-Whitney test is used for pooled data (i.e., the two individuals treatments versus the two 

team treatments). 
25 While the popularity of sanction rates in the FS scheme (Figure 5) explains treatment differences well already, 

some units voted on sanction rates in an indecisive manner (e.g., voted for deterrent rates in some periods but voted 

for non-deterrent rates in the other periods). To explain their behavior, finite mixture modeling analysis was 

conducted for these units by assuming possible types (e.g., a type who votes based on their punishment received in 

the last period; a type who votes based on relative earnings in the past under the IS versus FS schemes). However, 

almost all models were unable to be estimated (failed to converge) due to too a small sample size for such indecisive 

subjects. 
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assigns a probability measure over the types to each subject so that the likelihood is maximized. 

Table 5 reports the estimation results.26 Two models were estimated by assuming different sets 

of three punishment types, as there are two approaches to define punishment patterns (Herrmann 

et al., 2008; Cinyabuguma et al., 2006). The first model assumes the pro-social punisher, the 

anti-social punisher, and the selfish type (Herrmann et al., 2008), while the second model 

assumes the non-perverse punisher, the perverse punisher, and the selfish type (Cinyabuguma et 

al., 2006). The pro-social and anti-social punishers, and the perverse and non-perverse punishers, 

are defined the same as in Section 4.3.2. The selfish type is defined as a player who does not 

inflict punishment throughout.  

Consider, first, columns A.i and B.i to see behavioral differences between individuals and 

teams with a larger dataset. The results show that a larger percentage of teams, relative to 

individuals, inflicted punishment on low contributors (60.0% versus 49.4% in panel I, and 65.6% 

versus 48.2% in panel II). The difference in the classified type is especially large in panel II: 

According to a two-sided Kolmogorov-Smirnov test, the percentage of non-perverse punishers is 

significantly larger among teams than individuals at p = 0.025. On the other hand, types that 

engage in “misdirected” punishment are regularly present regardless of the decision-making 

format.27 This implies that the issue of misdirected punishment is ubiquitous whether among 

individuals or teams.  

The estimation results by the respective treatment provide nuanced explanations for the 

discontinuity effects detected in Section 4. First, strikingly, the percentage of anti-social 

(perverse) punishers is only 9.1% (12.4%) in the T-Voting treatment, which is less than one 

fourth (a half) of the percentage in the I-Voting treatment, while the percentages of pro-social 

(non-perverse) punishers do not differ much between the two treatments.28 Hence, under weak 

punishment intensity, there is strong evidence that team decision-making effectively prevents  

 
26 Typical to a maximum likelihood method, estimation results may depend on what starting values are assumed. In 

each model of Table 5, starting values were chosen to achieve the highest log likelihood. The selected starting 

values in some models coincide with the starting values based on the method suggested by by Moffatt (2016). See 

the footnote of Table 5.  
27 Regarding misdirected punishment, no consistent patterns were seen by the definition: “anti-social” punishment 

was less frequent among teams than individuals, while, conversely, “perverse” punishment was more frequent 

among the former than the latter. 
28 A two-sided Kolmogorov-Smirnov test finds that the percentages of anti-social (perverse) punishers are 

significantly different between the T-Voting and I-Voting treatments at p < 0.001 (p = 0.018), while the percentages 

of pro-social (non-perverse) punishers are not significantly different between the T-Voting and I-Voting treatments 

at p = 0.391 (p = 0.148). 
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decision-making units from engaging in misdirected punishment.  

Result 4: (a) On average, a significantly larger percentage of teams, relative to individuals, 

inflicted punishment on low contributors, while “misdirected” punishment was observed both for 

individuals and teams. (b) Under the weak punishment intensity, team decision-making 

effectively prevented decision-making units from engaging in misdirected punishment.  

Stronger punishment intensity makes individuals reluctant to anti-socially punish 

members (compare columns A.ii and A.iii of Table 5), perhaps being afraid of inviting blind 

revenge in the following periods (e.g., Ostrom et al., 1992). This is consistent with the higher 

efficiency of the I-Voting-ST relative to the I-Voting treatment seen in Result 1.b and Figures 2 

and 3. Reflecting this, teams cannot be judged superior to individuals for their punishment type 

choices under the strong punishment intensity. In particular, as seen in columns A.iii and B.iii, 

the differences of the estimated percentages of pro-social versus anti-social punishers (non-

perverse versus perverse punishers) are large for both the individuals and teams: 44.4% (44.5%) 

in the T-Voting-ST treatment, and 27.8% (38.8%) in the I-Voting-ST treatment. So, why did the 

T-Voting-ST treatment perform much better, compared with the I-Voting-ST treatment, at 

sustaining cooperation (Figures 2 and 3)? The answer to this may be due to the difference in the 

percentages of pro-social or non-perverse punishers. Notice that, remarkably, around 67-68% of 

teams, i.e., on average two out of three units per group, are classified as pro-social/non-perverse 

punishers in the T-Voting-ST treatment (column B.iii). The corresponding percentage is around 

45-52%, in the I-Voting-ST treatment (column A.iii), meaning that there is often only one pro-

social/non-perverse punisher per group. It might have been challenging for a single member to  

discipline two members of her group as punishment is privately costly. 

Table 5: Estimated Percentages of Punishment Types in the IS Scheme 

 Treatment: 

 

A. Individual Voting  B. Team Voting 

(i) All data (ii) I-Voting (iii) I-Voting-ST  (i) All data (ii) T-Voting (iii) T-Voting-ST 

 I. Pro-social versus Anti-social punishment      

   Classified types [%]       

Pro-social 49.4% (7.7)*** 44.2% (10.1)*** 52.9% (10.9)***  60.0% (8.2)*** 48.3% (12.9)*** 67.9% (11.6)*** 

Anti-social 25.5% (6.0)*** 41.5% (9.3)*** 25.1% (8.2)***  19.1% (5.7)*** 9.1% (5.0)* 23.5% (9.3)** 

Selfish 25.1% (7.0)*** 14.3% (7.8)* 22.0% (9.4)**  20.9% (7.7)*** 42.6% (12.9)*** 8.6% (8.1) 

# of obs. 1,344 624 720  1,296 768 528 

Wald χ2 118.77 103.89 43.70  162.02 128.48 41.56 

Prob > Wald χ2 < 0.001 < 0.001 < 0.001  < 0.001 < 0.001 < 0.001 
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II. Perverse versus Non-perverse punishment      

   Classified types [%]       

Non-perverse 48.2% (7.1)*** 49.8% (10.3)*** 46.1% (10.4)***  65.6% (8.1)*** 60.3% (10.3)*** 67.4% (11.6)*** 

Perverse 16.7% (5.3)*** 26.8% (9.7)*** 26.5% (8.1)  20.3% (5.5)*** 12.4% (5.8)** 23.9% (9.4)** 

Selfish 35.2% (6.6)*** 23.4% (8.9)*** 27.4% (9.6)***  14.2% (6.8)** 27.3% (9.7)*** 8.8% (8.2) 

# of obs. 1,344 624 720  1,296 768 528 

Wald χ2 120.31 61.92 14.56  123.22 70.73 39.78 

Prob > Wald χ2 < 0.001 < 0.001 < 0.001  < 0.001 < 0.001 < 0.001 

Notes: The numbers in parentheses are standard errors. All models were estimated by having a tremble term. Estimation 

results in each model occasionally varied dependent on their starting values, due to multiple local equilibria of the 

likelihood function. As such, starting values were initially set based on the method suggested by Moffatt (2016), and then 

systematically varied to achieve the global maximum log likelihood. The selected starting values coincide with the starting 

value based on the method suggested by Moffatt (2016) for models A.i, A.ii and B.ii of panel I and models A.i, A.ii, and 

A.iii of panel II.   *, **, and *** indicate significance at the .10 level, at the .05 level and at the .01 level, respectively. 

 

 Can teams’ effective use of punishment fully explain their sustained contribution 

behaviors? One may assume that, as was seen in Result 3.b, it is possible for decision-making 

units to change contribution strategies dependent on the format (individual or team decision 

making), which may account for different contribution dynamics between individuals and teams. 

As a further analysis, units’ contribution types were structurally estimated using the finite 

mixture modeling approach.  

Appendix Table B.9 summarizes the detailed estimation result. It shows, first, that when 

sanctioning institutions are absent, almost all units are classified as cooperative types regardless 

of the decision-making format. In particular, 77.8% of individuals and 91.7% of teams are 

estimated to have decided how to contribute conditional upon their group members’ last-period 

contribution amount in the I-No and T-No treatments, respectively (Model I of Table B.9). 

Second, and interestingly, such cooperative types, particularly the “reciprocator” type, are 

similarly predominant both for individuals and teams when the IS scheme is in effect. Only 4.9% 

of individuals and 10.2% of teams decided contribution amounts based on the size of punishment 

they received from peers in the previous period (Model II of Table B.9). This estimation result is 

parallel to the standard game-theoretical hypothesis, in that the theoretical prediction does not 

change by the availability of peer-to-peer punishment. Hence, the performance differences 

between phases with versus without the IS scheme, as well as teams’ strong cooperation under 

the IS scheme, can be attributed to the different levels of cooperation attitudes induced by 

punishment activities. As reciprocators contribute conditional upon their peers’ contributions, 

they can on average contribute high or low depending on the witnessed norms in their group. 

Recall that the levels of teams’ contributions were much higher from the very first period of 
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almost all phases when the punishment institutions were available (Figure 2, Figure B.1). Thus, 

reciprocators would have helped sustain these high cooperation norms in the team treatments, 

and conversely reciprocated the lower contributions seen in the individual treatments.  

 Third, however, the estimated distributions under the FS scheme differ markedly from 

those under the IS scheme (Model III of Table B.9). Only 35.9% of individuals and 7.2% of 

teams are categorized as reciprocators. Instead, 36.6% of individuals and 51.3% of teams 

decided contribution amounts in response to the sanction rate collectively enforced in the current 

period. This nicely explains the mechanism behind the performance differences between 

individuals and teams: Individuals were less likely than teams to enact strong sanction rates 

(Result 3.a), which could in turn demoralize the individuals from contributing to their groups. 

Hence, it can be concluded that teams’ efficient voting is key for their strong contribution 

behavior. It should be worth noting here that strong cooperation norms fostered by teams might 

have spilled over to the period with non-deterrent sanction rates, consistent with the so-called 

behavioral spillover phenomenon, as teams also contributed strongly under non-deterrent 

sanction rates (Result 3.b, Table 4). 

6. Team Communication Dialogues 

 While empirical analyses performed thus far were based on decision-making units’ 

decision data, teams’ communication dialogues contain richer information that may explain the 

reasoning behind team decisions. As a final analysis, teams’ communication dialogues were 

carefully analyzed following the standard coding procedure in the current experimental literature 

(e.g., Cason and Mui, 2015; Kagel and McGee, 2016; Leibbrandt and Sääksvuori, 2012). In 

particular, two research assistants (RAs) were hired as independent coders. The two RAs did not 

know each other through the entire coding process. They were also not explained any substance of 

the research, such as the research aim or the subject pool, to avoid demand effects. Instead, they 

were simply provided with the instructions, teams’ communication dialogues, and the list of codes, 

and were then asked to assign as many relevant codes as possible to each dialogue. The full list of 

codes is available in online Appendix C.2. Once the two RAs finished coding all of the groups’ 

logs, the researchers checked for discrepancies between the two coders’ classifications and 

highlighted any differences. After that, each coder was given the other coder’s assigned codes and 

could reconsider their own coding, with the knowledge that the other coder would independently 

do the same reconsideration process. This reconsideration process was first used, and confirmed 
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its effectiveness to catch any errors in initial coding, by van Elten and Penczynski (2020). Online 

Appendix C.1 includes the detail of the coding procedure adopted in the present paper. 

Cohen’s Kappa (Cohen, 1960) is the most popular form of agreement analysis and is 

hence used in the present paper to judge the reliability of coding (e.g., Cason and Mui, 2015; 

Leibbrandt and Sääksvuori, 2012). Kappas were calculated as 0.28, 0.29 and 0.38 on average for 

the initial coding in the T-No, T-Voting and T-Voting-ST treatments, respectively. The 

reconsideration process improved the Kappas. After the coders’ independent reconsideration, the 

Kappas became 0.88, 0.90 and 0.87 in the T-No, T-Voting and T-Voting-ST treatments, 

respectively. Appendix C.3 includes the Kappa value for each individual code, indicating that 

almost all codes have high Kappa values. Regression analyses in the following subsection utilize 

codes whose Kappa is above 0.4. 0.4 is often used as a criterion for reliability of codes, for 

example, in Landis and Koch (1977), Bougheas et al. (2013) and Cason et al. (2012). In the 

present paper, 95% of codes have Kappa values greater than 0.4.  

6.1. Voting on Sanction Rates in the FS Scheme 

 As discussed in Section 4.3.1, a large fraction of decision-making units, even teams 

(34.06% and 28.03% of occasions in the T-Voting and T-Voting-ST treatments, respectively), 

voted for the zero sanction rate. Two codes were considered in the coding exercise to capture this 

inefficient voting behavior: 

C1: “Suggests 0.0 sanction rate/desire to have effectively no fine due to ideological reasons (e.g., 

dislike of coercive measures) or simply due to their tastes against the cost.” 

C2: “Suggests 0.0 sanction rate/desire to have effectively no fine due to confusion of the 

incentive structure (e.g., believing that own payoff is maximized mathematically by having the 

zero sanction rate and zero contribution).” 

The earlier analysis in Section 4.3.1 at the same time found that teams selected stronger 

sanction rates much more frequently than individuals (Figure 5). Thus, two additional codes 

were also considered to explain possible sources for this efficient voting behavior as follows: 

C5: “Discusses rate based on deterrence i.e. deterrent if it is equal to or greater than 0.4; non-

deterrent if it is less than 0.4.” 

C6: “Discusses effects of a strong sanction rate, other than deterrence (e.g., why 1.2 is preferred 

to 0.8).” 
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The key difference between C5 and C6 is whether team members recognize the 

relationship between sanction rates and material incentives in the game. The sanction rate should 

be set equal to or greater than 0.4 to induce other teams to contribute fully to the public account. 

A rational team would be indifferent between the sanction rates of, for example, 0.4 and 0.8. The 

two coders assigned Codes C1, C2, C5 and C6 at least once for 28.1%, 43.9%, 63.2% and 26.3% 

of the teams playing FS, respectively. These four codes were on average marked 6.5%, 6.8%, 

10.7% and 3.9% per period per team, respectively.  

Table 6.A reports key estimation results of a regression where the dependent variable is 

team voting on a sanction rate in the FS scheme. The results first indicate that C1 and C2 are 

both significantly negative predictors for units’ sanction rate preferences. This confirms that 

some subjects’ dislike of using centralized punishment and/or confusion harms efficient 

institutional formation. Second, C6 is a significantly positive predictor for their preferred 

sanction rates. C5 has also a significant and positive coefficient for the T-Voting-ST treatment, 

but not when all data are used (column (1)). A close look by the authors at the coding results for 

Code C6 and the teams’ communication log indicate that teams often had negative reactions and 

intolerance towards low contributions, and therefore had preferences for the maximum sanction 

rate to punish such acts. An example of a team’s log is as follows: 

Member ID1: whey did that team put 5 

Member ID2: don’t they legit just make less money 

Member ID1: yeh 

Member ID2: by doing that 

Member ID2: ????????????????????????????? 

Member ID2: im so confused 

Member ID1: need a high fine rate again to try and discourage them 

Member ID3: they are making all lose money 

Member ID2: lol 

Member ID 1: same best if all three teams work together 

Member ID 2: I actually have no clue 

Member ID 1: I like we aren’t competing with them 

Member ID 3: we have to put 1.2 

Member ID 1: yeah deffo agree 

Member ID2: definitely 
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This result collaborates with the fact that the sanction rate of 1.2 was the most popular 

among the deterrent sanction rates (Figure 5). It should be noted here that Kamei et al. (2015) 

also found that given an option to vote, most groups enacted the strongest sanction rate even 

when clearly beyond the deterrent level.  

In summary, it can be concluded that teams’ frequent voting for strongly deterrent 

sanction rates were driven by their negative reactions and intolerance towards low contributions, 

and their learning about its impact (recall that strong punishment smoothly altered the teams’ 

uncooperative behaviors as evidenced in Figures 2 and 3).  

6.2. Informal Punishment Decisions in the IS Scheme  

 Units, whether individual or teams, inflicted punishment not only pro-socially but also 

anti-socially (Section 4.3.2). Four codes are considered in the coding exercise to investigate 

motives behind these punitive behaviors: 

F1: “Suggests punishment for a contribution higher than their own (anti-social).” 

F2: “Suggests no punishment for a contribution higher than their own (pro-social).” 

F3: “Suggests punishment for a contribution lower than their own (pro-social).” 

F4: “Suggests no punishment for a contribution lower than their own.”  

 Codes F1 to F4 are defined using the anti- versus pro-social punishment classification 

(Hermann et al., 2008). As in the earlier analyses, four more codes (F5 to F9) are also considered 

in this analysis based on the perverse versus non-perverse punishment definition (Cinyabuguma 

et al., 2006). The analysis result shown in this subsection is based on Codes F1 to F4. Results are 

similar when Codes F5 to F9 are instead used (Appendix C.4.b).  

 In order to control for factors related to confusion, errors and mistakes evident in the 

communication, Code F19 is also considered:  

F19: “Confusion, errors, mistakes (e.g., failing to understand the punishment cost).” 

 Table 6.B reports key regression results. It first shows that Code F19 is a positive 

predictor for units’ punishment decisions. Thus, some units’ costly punishment activities are 

indeed due to their low cognitive ability. However, even after controlling for Code F19, Codes 

F1 and F3 are positive predictors for units’ decisions to punish (and also the coefficient estimates 

are much larger than for F2 and F4, respectively). Therefore, it can be concluded that punishment 

motives are heterogeneous (Kamei, 2014), and units have clear intentions to punish pro-socially, 

or anti-socially, under certain conditions, parallel to the observations from the decision data.  



39 

 

 The regression results reveal three further reasonable patterns. First, emotion (Code F16: 

“Suggests punishment as an emotional response”) drives punishment, consistent with the 

findings from neuroscience research (e.g., de Quervain et al., 2004). Second, some units inflict 

punishment on those whose contribution is less than a certain threshold (Code F9: “Suggests 

punishment based on absolute contribution e.g. below or above a specific number”). Third, 

positive punishment costs (Code F11: “Expresses desire to avoid punishment regardless of 

contribution due to the cost in imposing punishment”) and the fear of retaliation (Code F13: 

“Expresses desire to avoid punishment to prevent retaliation”) discourage punishment.  

Table 6: Reasoning behind Units’ Use of Punishment  

A. Team votes on a sanction rate in the FS scheme 

Dependent variable: a sanction rate voted by team i in period t 

 (1) Pooled data        (2) T-Voting      (3) T-Voting-ST 

 Coefficient S.E. Coefficient S.E. Coefficient S.E. 
       

c1 dummy -1.475*** 0.270 -1.319*** 0.284 -1.557*** 0.525 

c2 dummy -1.565*** 0.229 -1.041*** 0.256 -1.862*** 0.391 

c5 dummy 0.226 0.182 -0.164 0.215 0.991*** 0.314 

c6 dummy 1.161*** 0.339 0.747* 0.403 1.299** 0.651 

# of observations 672 --- 276 --- 396 --- 

# of left-censored observations (0.0) 205 --- 94 --- 111 --- 

# of right-censored observations (1.2) 303 --- 91 --- 212 --- 

Log likelihood -446.718 --- -195.108 --- -216.428 --- 

Wald χ2 136.33 --- 75.53 --- 78.49 --- 

Prob > Wald χ2 0.000 --- 0.000 --- 0.000 --- 
       

Notes: Tobit regressions. Decision-making unit random effects were included to control for the panel structure. The regression 

includes all C codes and G codes with Kappa being above 0.4, phase dummies, and the Period within phases variable as 

independent variables. The full estimation result can be found in online Appendix Section C.4.a. *, **, and *** indicate 

significance at the .10 level, at the .05 level and at the .01 level, respectively. 

B. Team informal punishment decisions in the IS scheme 

Dependent variable: total punishment points assigned from team i to the other two teams in i’s group in period t   

 (1) Pooled data (2) T-Voting (3) T-Voting-ST 

 Coefficient S.E. Coefficient S.E. Coefficient S.E. 
       

f1 dummy 6.349*** 1.284 6.747*** 1.506 3.946*** 1.473 

f2 dummy -3.610*** 1.308 -3.916** 1.538 -3.409** 1.529 

f3 dummy 8.835*** 1.101 10.352*** 1.381 7.524*** 1.116 

f4 dummy -2.909** 1.233 -6.107*** 1.497 1.621 1.074 

f9 dummy 3.576*** 1.116 4.569*** 1.368 9.646*** 1.773 

f11 dummy -3.259** 1.443 -0.019 1.990 -8.875*** 1.507 

f13 dummy -3.736** 1.592 -5.046* 2.741 0.775 1.076 

f16 dummy 6.103*** 2.100 -5.132 3.805 9.854*** 1.519 

f19 dummy 7.964*** 1.741 6.153*** 2.065 12.468*** 2.736 

# of observations 648 --- 384 --- 264 --- 

# of left-censored observations (0) 535 --- 315 --- 220 --- 

# of right-censored observations (20) 5 --- 3 --- 2 --- 
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Log likelihood -363.288 --- -208.870 --- -86.680 --- 

Wald χ2 172.55 --- 150.91 --- n.a. --- 

Prob > Wald χ2 0.000 --- 0.000 --- n.a. --- 
       

Notes: Tobit regressions. Decision-making unit random effects were included to control for the panel structure. Codes associated 

with the definition of anti-social/pro-social punishment (F1, F2, F3, F4) were used in this table. The regression includes all F 

codes (except F5 to F8) and G codes with Kappa being above 0.4, phase dummies, and the Period within phases variable as 

independent variables. The full estimation result can be found in online Appendix Section C.4.b. It should be noted that the 

alternative definition of punishment is perverse or non-perverse (Section 4.3.2). A regression result with codes associated with 

the definition of perverse/non-perverse punishment (F5, F6, F7, F8) is omitted to conserve space since it generates qualitatively 

similar results – See Appendix C.4.b for the result. *, **, and *** indicate significance at the .10 level, at the .05 level and at the 

.01 level, respectively. 

6.3. Contribution Decisions 

 While both contribution levels and dynamics differed drastically according to the 

presence of the sanctioning schemes (Figure 2, online Appendix Figure B.1), coding analyses, 

summarized in Table 7, suggest qualitatively similar patterns for all treatments. First, units with 

unconditional willingness to cooperate contributed large amounts (variable i). Apart from such 

altruistic motives, some units also aimed to encourage other units to cooperate, or to avoid 

discouraging already cooperative teams, through contributing large amounts (variable ii). 

Second, however, some units discussed unconditional free riding in the communication stage, 

and did so as their team contribution decisions (variable iii), consistent with the prevalence of 

such free rider types in public goods dilemmas (e.g., Fischbacher et al., 2001; Fischbacher and 

Gächter, 2010). Those who had inclinations to cooperate tended to decrease contributions out of 

distrust for the other teams or safety (variable iv).  

 Recall, however, that the analysis in Section 5 revealed a different distribution of units’ 

contribution types in the FS scheme compared with the NS or IS scheme. The former decided 

contribution amounts in response to the sanction rate collectively enacted in their group. Thus, in 

order to explore the reasoning in greater depth, the following two codes are considered in the 

regression analysis: 

D9: “Discusses contribution to avoid fines e.g. suggests high contribution to avoid fines.” 

D10: “Discusses contribution based on material motives (i.e., contribute large amounts if the 

enforced sanction rate is deterrent; contribute little if it is non-deterrent).” 

The estimation result shown in column (2) of Table 7 indicates that units’ desire to avoid 

receiving fines, rather than material calculations, drove their strong contribution behaviors. This 

means that positive effects of formal institutions widely documented in prior research, such as in 

Falkinger et al. (2000) and Kamei et al. (2015), may emerge merely from people’s dislikes of 
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receiving formal punishment, regardless of their levels of cognitive ability to understand the 

material incentive structure in the game. 

 The earlier analysis in Section 5 also revealed that units’ contribution types were roughly 

similar for the NS and IS schemes (Table B.9). One may wonder whether their reasoning was 

also relatively the same for the two conditions. In order to explore whether informal punishment 

opportunities may have affected decisions to contribute, four codes specific to the IS scheme, 

i.e., beliefs and recent experiences regarding being punished, are considered in the analysis. The 

estimation result indicates that units who discussed their experiences being pro-socially punished 

in the last period (and hence cared about such incidents) tended to increase contributions in the 

current period. However, except for this positive tendency, none of the other codes has a 

significant coefficient estimate (see column (3) of Table 7). This reinforces the conjecture made 

in Section 5 that the mere presence of IS may raise groups’ cooperation levels, and units’ 

reciprocal tendencies detected in variables ii and iv successfully sustained the positive 

cooperation norms in the group.     

Table 7: Reasoning behind Units’ Contribution Decisions 

Dependent variable: contribution amount of team i in period t   

 (1) No scheme (2) Under FS scheme (3) Under IS scheme 

Codes included in the regression: Coefficient S.E. Coefficient S.E. Coefficient S.E. 
       
i. Contribute high always (codes A2, 

D1, E1 dummies) 
4.954*** 0.617 8.916*** 2.049 3.015*** 1.201 

ii. Contribute high to encourage others 

to cooperate (codes A3, D3, E3 

dummies) 

5.428*** 0.612 2.380 2.594 5.558*** 1.570 

iii. Contribute low always (codes A4, 

D2, E2 dummies) 
-4.098*** 0.625 -6.524*** 2.107 -7.058*** 1.143 

iv. Contribute low out of distrust (codes 

A5, D4, E4 dummies) 
-4.429*** 0.714 -12.415*** 2.700 -7.788*** 1.608 

v. Confusion, errors, mistakes (codes 

A12, D11, E14 dummies) 
-0.650 0.771 -4.381* 2.392 0.205 1.578 

vi. Contribute to avoid fines (code D9 

dummy)  
--- --- 9.203*** 2.388 --- --- 

vii. Contribute based on material payoff 

maximization (code D10 dummy) 
--- --- -2.624 2.046 --- --- 

viii. Contribute based on belief being 

punished (code E5 dummy) 
--- --- --- --- 0.886 1.303 

ix. Decrease contribution if not 

punished in previous rounds (code E7 

dummy) 

--- --- --- --- -1.075 1.250 

x. Increase contribution if pro-socially 

punished in previous rounds (code E8 

dummy) 

--- --- --- --- 2.412* 1.323 

xi. Decrease contribution if anti-

socially punished in previous rounds 

(code E10 dummy) 

--- --- --- --- 1.955 1.702 

# of observations 1,128 --- 672 --- 648 --- 



42 

 

# of left-censored observations (0) 170 --- 26 --- 17 --- 

# of right-censored observations (20) 253 --- 536 --- 473 --- 

Log likelihood -2636.596 --- -507.868 --- -588.738 --- 

Wald χ2 749.45 --- 212.5 --- 254.42 --- 

Prob > Wald χ2 0.000 --- 0.000 --- 0.000 --- 
       

Notes: Tobit regressions. Decision-making unit random effects were included to control for the panel structure. The regressions 

include all relevant codes (all A codes, D codes and E codes in columns (1), (2) and (3), respectively) and G codes with Kappa 

being above 0.4, phase dummies, and the Period within phases variable as independent variables. The full estimation results can 

be found in online Appendix Section C.4.c. *, **, and *** indicate significance at the .10 level, at the .05 level and at the .01 

level, respectively. 

6.4. Scheme Choice 

 The remaining analysis is on communication dialogues related to team scheme choices. 

The same kind of regression analysis using classification codes was performed. However, a 

relatively large number of the codes were omitted in the analysis due to collinearity. 

Nevertheless, four patterns are worth mentioning. First, units’ support for the FS scheme is 

driven by their dislike of the unpredictable/variable nature of the IS scheme (Code B2). Second, 

however, some teams voted for the FS scheme in the experiment, with a clear intention to 

construct the NS by selecting the zero sanction rate (Code B3). Third, some units voted against 

the FS scheme to avoid the fixed administrative charge of operating the scheme (Code B4). 

Lastly, consistent with the results summarized in Figure 4, members discussed prior 

experiences/contributions/behaviors under IS and FS schemes in order to decide which 

sanctioning scheme to vote for (Code B11). Online Appendix C.4.d includes the detail of the 

estimation results. 

7. Conclusion 

 Team decision-making is ubiquitous in real-world organizations, whether in the public or  

private sphere. The literature in the theory of the firm has so far assumed that team decision-

making is inferior to individual decision-making due to imperfect information, monitoring 

issues, and agency costs. In their theoretical context, team decision-making is just identical to 

individual decision-making when these complexities in teams are resolved (e.g., Alchian and 

Demsetz, 1972; Marschak and Radner, 1972). Furthermore, team decision-making has received 

no attention in the experimental literature in an institutional setting to date either. While during 

the last two decades numerous scholars have studied members’ institutional choices in 

organizations and self-governance possibilities by letting them vote in experiments (e.g., Gürerk 

et al., 2006; Kosfeld et al., 2009; Sutter et al., 2010; Ertan et al., 2009; Kamei et al., 2015; Fehr 

and Williams, 2018), no studies used teams as the decision-making unit. Using individuals as the 
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decision-making unit could be a nice simplification if the following implicit assumption is 

correct: teams make the same institutional choices as individuals on the condition that the former 

hold the same information, and face the same incentive structure, as the latter. However, to the 

authors’ knowledge, there is no research to compare institutional choices and behaviors under the 

selected institutions between individuals and teams to confirm this assumption. Moreover, little 

research has been conducted to study the role of team decision-making in the empirical literature 

in management and organizations. 

 This paper demonstrated, for the first time, that teams may be more able than individuals 

to form efficient institutions and therefore overcome free riding in groups more effectively. In 

the experiment, decision-making units, teams or individuals, were given an opportunity to either 

construct a formal sanction scheme, or to use informal punishment, in a public goods dilemma. 

The results showed that teams achieved surprisingly higher levels of group contributions than 

individuals in the public goods game. The strong effects of team decision-making were driven by 

teams’ effective use of the sanctioning institutions. When the formal scheme was selected, teams 

enacted deterrent sanction rates by voting much more frequently than individuals. When peer-to-

peer punishment was instead selected, teams inflicted costly punishment more frequently on low 

contributors than individuals.  

 While the results obtained from the present experiment are sufficiently clear, this study is 

only the first step in researching the individual-team discontinuity effect on institutional choices 

in dilemma situations. There are many directions for further research. For example, this study set 

both the team size and group size to three (each group in a team treatment had nine subjects). It 

should be acknowledged that the sizes of teams and/or groups could be much larger in real 

organizations. The design setup chosen in this study was necessary, because with larger team and 

group sizes the experiment would have been too costly in terms of payment size and the 

difficulty in implementing the experiment. However, it would definitely be a useful robustness 

check to study the same research questions by changing the group size and/or team size in the 

framework of this paper. For another example, the three members in a team communicated with 

each other anonymously, i.e., without being allowed to disclose their identifiable information, to 

jointly make a single decision in the experiment. This design piece is the most standard setup in 

the current experimental literature on team decision-making (e.g., Charness and Sutter [2012], 

Kugler et al. [2012] and Kerr et al. [2004]), and is useful to identify the effects of team decision-
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making in isolation while controlling for any effects of team composition. In the typical 

workplace environment (excluding some anonymous online work), however, members of a team 

are fully or partially aware of the identity of each other. It would therefore be worthwhile 

studying how the discontinuity-effect phenomenon differs by the anonymity condition within 

teams, and (if yes) how it depends according to the team composition (e.g., gender composition). 

Of course, needless to say, the finding of this research would also open up further theoretical 

research, for example, in the theory of the firm, as according to the finding of the present 

experiment, teams, as decision-making units, make different choices compared with individuals, 

even if they face the same incentive structure. This means that the conventional assumption 

taken in the theory of the firm may not be accurate for real human workers.   
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