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Original Data Vs High Performance 
Augmented Data for ANN Prediction of 

Glycemic Status in Diabetes Patients 
Abstract 

In the following article a comparative analysis between Original Data (OD) and Augmented Data 
(AD) are carried out for the prediction of glycemic status in patients with diabetes. Specifically, the 
OD concerning the time series of the glycemic status of a patient are compared with AD. The AD are 
obtained by the randomised average with five different ranges, and are processed by a Machine 
Learning (ML) algorithm for prediction. The adopted ML algorithm is the Artificial Neural Network 
(ANN) Multilayer Perceptron (MLP). In order to optimise the prediction two different data 
partitioning scenarios selecting training datasets are analysed. The results show that the algorithm  
performances related to the use of AD through the randomisation of data in different ranges around 
the average value, are better than the OD data processing about the minimization of statistical errors 
in self learning models. The best achieved error decrease is of 75.4% if compared with ANN-MLP 
processing of the original dataset. Furthermore, in the paper is added a linked discussion about the 
economic and managerial impact of AD in the healthcare sector.  

 

Keyword: ANN-Artificial Neural Network, Augmented Data Generation, Telemedicine, E-
Healthcare, Model Optimization.  

 

1.Introduction-Research Question  

The proposed approach considers the comparison of Artificial Neural Network (ANN) Multilayer 
Perceptron (MLP) algorithm performance using the basic dataset, named Original Data (OD), and 
Augmented Data (AD) generated by a method based on a randomization process. Specifically, the 
ANN algorithm is applied for the prediction of the glycemic status of patients with diabetes. The 
proposed approach is based on the randomisation data process around the averag++e value of the OD. 
The randomisation process is estimated in a range expressed as the percentage variation from the 
average value. The different percentages are useful to define the best AD dataset according to original 
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dataset oscillations. The use of AD is relevant as it allows to make predictions maximising the 
information capacity of the ANN MLP algorithm and, consecutively, improving the self-learning 
model. In fact, in cases in which it is necessary to create predictive scenarios having few data, the use 
of AD can optimise the data processing results by the means of the optimization of the training dataset 
model. Using AD automatically generated with specific tools such as Node-RED, it is possible to 
automate the data processing thus providing a usable data driven solution suitable for telemedicine 
information systems. The comparison between ANN-MLP performance with OD and OD plus AD is 
performed by considering the average of the historical series of the original randomised data in a 
range between a specific percentage. Furthermore, are used two different hyperparameters that are 
“80-20 Take from The Top” (80-20 FTT), where the testing data are AD listed in top of the database 
representing the last estimated data, and “80-20 Linear Sampling” (80-20 LS), where selecting the 
testing rows linearly over the whole table e.g. every third row. The results confirm that using AD, it 
is possible to obtain a significant minimization of the mean of statistical errors that in the case of 80-
20 FTT is equal to -75.4% in respect to original data. The results show that the ANN can be optimised 
using AD. It therefore follows that the AD model performs even better than the original time series 
in terms of prediction performance. This increase makes it possible to extend the use of ML and 
predictive models even regardless of the OD. The result is therefore an increase in the ability to build 
scenarios that can be useful to prevent health critical situations also when data are insufficient or 
incomplete. 
 
2. Literature Review 

An analysis of the scientific literature relating to the use of AD is presented below.  

2.1 AD methodology for various applications 

[1] employ the AD to evaluate the commitment of university teachers. [2] applies AD for intelligent 
river maintenance. [3] generate AD using digital twins for customization. [4] refer to the use of AD 
to compensate for analytical situations characterised by the absence or insufficiency of data. The 
analysis shows that by means of AD it is possible to create a Support Vector Machine (SVM) 
classifier that performs better than Recursive Neural Network (RNN) and Deep Neural Network 
(DNN) algorithms. Authors in [5] apply the AD for the prediction of risks associated with 
autonomous driving. Researchers in [6] introduce the concept of Counterfactual Augmented Data 
(CAD) to realise a model within the framework of the Natural Language Processing (NLP). The 
authors verified that the use of AD has increased the ability to discard words with reduced semantic 
value and to act better out of domain. [7] present a case of application of AD to the insurance sector. 
It is also possible to use AD to predict sales in the retail sector [8], and to evaluate the socio-economic 
determinants of human capital experts in Information Technology (IT) disciplines [9]. Authors in [10] 
use CAD in the context of text mining analysis to distinguish between main features and artefact data. 
[11] use a three-operation model to generate AD i.e. flipping, translation and rotation. [12] use AD 
to predict depression from social media posting. They refer to the use of AD for deep learning with 
attention to the issue of data quality and compliance with fidelity, variety, and veracity. 

2.2 AD in healthcare and telemedicine 

There are many applications of augmented data in healthcare [13], [14], [15], [16], [17]. [18] apply 
AD to solve the question of missing data in healthcare with a Bayesian approach. [19] use AD to 
analyse heartbeats by training a convolutional network and achieving a significant level of accuracy. 
AD was also tested [20] in the analysis of colorectal histopathological images. [21] employ of AD is 
mostly utilised in deep learning applications to medical image analysis. In fact, in this case the 
possibility of training algorithms meets the limit of data availability. Applying AD in association with 
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deep learning techniques, it is possible to obtain significant results in predictive and accuracy terms. 
[22] apply AD to the optimization of health services offered through smartphones. [23] propose an 
analytical model aimed at the application of the Multiple Additive Regression Trees (MART) 
algorithm for the classification of diseases with the use of AD for the reduction of class imbalances. 
The application of the AD leads to a significant increase in the performance of the MART. [24] apply 
AD to predict the level of depression through the usage of health applications [25] implement AD for 
the analysis of Electronic Health Records (EHR) created using convolutional neural networks (CNN). 
[26] adopt the AD to carry out a dataset completion activity in the case of rare diseases. In fact, rare 
diseases give rise to insufficient data. Therefore, the data contained in the electronic medical records 
relating to rare diseases are increased in order to carry out predictive analyses applying ML 
algorithms. [27] propose AD to make up for the lack of data in medical records and to subsequently 
be able to apply Reinforcement Learning (RL) algorithms. [28] apply AD to diabetes prediction. [29] 
generate AD to complement real data for Covid-19 case prediction. Finally, in [30] are applied AD 
for breast cancer prediction. 

2.3 Methodology 

The software used for the prediction is Konstanz Information Miner (KNIME) [31]. The activity of 
randomization of data has been realised using the Node-RED [32], [33] tool able to automate AD 
generation. Node-RED is a tool able to connect hardware, with software and online services in the 
perspective of the Internet of Things (IoT). Node-RED therefore allows you to generate connections 
centred on the exchange of information between physical devices and software. Node-RED is 
software that was introduced by IBM. The Node-RED editor simulates the operation of a web 
browser. The choice of using Node-RED is due to its simplicity of data modifications that allow it to 
generate AD automatically. Node-RED allows modifying the input data files by applying formulas 
as for the randomisation data processing of the proposed approach. 

 
Figura 1. Example of the Node-RED workflow generating AD. 

 

The flow described in the figure is made up of six nodes: 

● Start: starting node in which to set the time range for each detection-in this case 5 seconds; 

● Random: setting of randomization parameters; 

● Function: setting script to define the percentage thresholds; 

● CSV: creation of the output csv containing the simulation result; 

● Augmented Data: creation of the structure of the final output that allows the correct reading 
of the csv. 
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The flow was used to automate the dataset generation procedures. The whole dataset, composed of 
OD and AD, is processed as an excel input file. The KNIME workflow is able to process by ANN-
MLP the whole dataset. To obtain the augmented data, different methods were used, namely:  

● the average of the historical series of the original randomised data in a range between -3% 
and + 3%; 

● the average of the historical series of the original randomised data in a range between -4% 
and + 4%; 

● the average of the historical series of the original randomised data in a range between -5% 
and + 5%; 

● the average of the historical series of the original randomised data in a range between -6% 
and + 6%; 

● the average of the historical series of the original randomised data in a range between -7% 
and + 7%. 

The different percentages are chosen to find the best ANN-MLP performance according to the 
original dataset oscillation behaviour. The record number of the training dataset is increased by AD. 
An approach to consider is the data randomization around the average value of the few available data-
basic dataset [34]. The randomization can be performed between thresholds of about ± x%, where x 
can be optimised in function of the oscillation behaviour of the original dataset. In Fig. 2 is sketched 
the proposed approach used for the comparison. 

 
Figure 2. Example of AD generated from a basic dataset. 

 

The whole adopte methodology is illustrated in Fig. 3 where it is possible to distinguish the following 
main functions: 

● Glucometer: device saving digital data of glucose measurement; 
● OD dataset: the original dataset is stored into a cloud database; 
● data pre-processing: some outliers are cleaned to optimise data quality for AD creation;  
● Node-Red workflow: generating AD by means the randomisation approach setting 

threshold percentage; 
● KNIME workflow executing ANN-MLP algorithm-the whole dataset is partitioned into a 

training and a testing dataset-and reading as input a constructed excel file merging AD of 
the Node-Red workflow with OD, see Fig. 4; 

● Estimation of performance indicators: to set the best percentage threshold for the AD 
generation- see Appendix A; 
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● Glucose prediction: glucose parameter forecasting as output of the KNIME ANN-MLP 
algorithm.   

 

Figure 3. Full applied Methodology used to check ANN-MLP performance. 

 
Figure 4. Methodology applied to check ANN-MLP performance. 

3. ANN-MLP experimental results  

Below are discussed all the performed experimental tests summarised in the appendix A. 

     3.1 Hyperparameters Take From The Top 

The values relating to the randomization of the data around the mean through the selection of the 80-
20 with the hyper parameter Take from the Top are reported below. That is, 80% of the data was used 
for learning the algorithm and the remaining 20% was used for the actual prediction. 

3.1.1 Randomization around the average of ± 3% 

The values of the statistical errors relating to randomization are shown below with an average of plus 
or minus 3%: 

● Decrease in the Mean Absolute Error equal to -52.076%; 
● Reduction of the Mean Squared Error equal to -100.00%; 
● Reduction of the Root Mean Squared Error with a variation of -56.447%; 
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The average statistical errors obtained through the randomization of the mean value around plus or 
minus 3% was equal to a value of -69,50%. There was therefore a significant decrease in statistical 
errors. 

3.1.2 Randomization around the average of ± 4% 

The data relating to the predictions made with randomization around an average of the statistical 
error of between plus and minus 4% are reported below. 

● Reduction of the Mean Absolute Error by an amount equal to -50.448%; 
● Reduction of the Mean Squared Error equal to an amount of -100.00%; 
● Reduction of the Root Mean Squared Error equal to a value of -54.56%; 

The mean values of the statistical errors of randomization around the mean value of plus or minus 
4% is equal to a value of -68,33%. 

3.1.3 Randomization around the average of ± 5% 

The value of randomised statistical errors around the mean value with plus or minus 5%: 

● Decrease in the Mean Absolute Error with a variation equal to a value of -5.27%; 
● Decrease in the Mean Absolute Error equal to an amount of -36.5%; 
● Reduction of the Mean Squared Error equal to a value of -20.338%; 

 

On average, the value of statistical errors in the case of randomization around 4% is equal to a value 
of -20.717%. 

3.1.4 Randomization around the average of ± 6% 

The following are the data relating to the prediction made with the randomization around a value of 
plus or minus 6%: 

● Decrease in the value of the Mean Absolute Error with a reduction equal to an amount of-
71.859%; 

● Reduction of the Mean Squared Error with a variation equal to a value of -100.00%; 
● Root Mean Squared Error with a decrease equal to an amount of -54.462%; 

The average value of statistical errors decreased by an amount equal to -75.440%. 

3.1.5 Randomization around the average of ± 7% 

The statistical errors relating to the prediction with the randomization of the mean with values 
varying between plus or minus 7% are indicated below. The results are shown below i.e .: 

● Decrease in the Mean Absolute Error with a change equal to an amount of -40.904%; 
● Reduction of the Mean Squared Error with a variation equal to an amount of -48.2%; 
● Reduction of the Root Mean Squared Error with a change equal to an amount of -45.355%;. 

Overall, the average value of the statistical errors is equal to -44.80%. 

3.2 80-20 Linear Sampling 

The values relating to the randomization of the data around the mean through the selection of the 80-
20 Linear Sampling are reported below. That is, 80% of the data was used for learning the algorithm 
and the remaining 20% was used for the actual prediction. 
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3.2.1 Randomization around the average of ± 3% 

The value of the statistical errors in the case of randomization with an average value of around plus 
or minus three% is analysed below: 

● Decrease in the Mean Absolute Error with a variation of -39.537%; 
● Reduction of the Mean Squared Error with a variation equal to a value of -46.420%; 
● Reduction of the Root Mean Squared equal to a value of -26.802%; 

On average, the value of statistical errors decreased by a value equal to -37.585%. 

3.2.2 Randomization around the average of ± 4% 

Below is the value of the statistical errors of the predictions with the average value around 4% 
compared to the original value: 

● Decrease in the Mean Absolute Error equal to a change equal to a change of -38.198%; 
● Reduction of the Mean Squared Error equal to a variation equal to a variation equal to a 

value of -45.365%; 
● Reduction of the Root Mean Squared Error equal to a variation equal to a value of -

26.085%; 
On average, the value of statistical errors decreased by an amount equal to a value of -36.549% 
compared to the original value. 

3.2.3 Randomization around the average of ± 5% 

The statistical errors in relation to the prediction made on the randomised series with an amount 
equal to plus or minus 5% compared to the original value are analysed below, that is: 

● Reduction of the Mean Absolute Error equal to an amount of -33.688%; 
● Reduction of the Mean Squared Error equal to a variation of -41.258%; 
● Reduction of the Root Mean Squared Error equal to an amount of -23.357%; 

On average, the value of the statistical errors calculated with the randomised prediction around an 
average ±5% was equal to a value of -32.7674%. 

3.2.4 Randomization around the average of ± 6% 

The statistical errors made by using the randomised series around the value of plus or minus 6% are 
analysed below; 

● Reduction of the Mean Absolute Error equal to an amount of -35.591%; 
● Reduction of the Mean Squared Error equal to an amount of -41.396%; 
● Reduction of the Root Mean Squared Error equal to an amount of -23.447%; 

On average, the value of the statistical errors decreased by an amount equal to a value of -33.477 in 
the use of the randomised series with variations on the average of between plus or minus 6% 
compared to the value of the original series. 

3.2.5 Randomization around the average of ± 7% 

The value of the percentage variation of the statistical errors obtained using randomization around 
the value of plus or minus 7% compared to the original values is analysed below, that is: 

● Decrease in the value of the Mean Absolute Error by an amount equal to -36.366%; 
● Reduction of the Mean Squared Error by an amount equal to a value of -44.55%; 
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● Reduction of the Root Mean Squared Error with a variation equal to an amount of -
25.539%; 

On average, the value of the statistical errors relating to the prediction with the randomised series 
around the average value with variations of plus or minus 7% was equal to an amount of -35.486%. 

4. Strategy to Optimise the Prediction Ability of ANN-MLP 

The techniques that have been applied to the processing of the OD, to the data augmentation process 
and to the efficiency of the hyperparameters for the optimization of the predictive capacity achieved 
using the ANN-MLP algorithm are briefly analysed below. In fact, the performances of the ANN-
MLP algorithm are highly variable based on the hyperparameters used. The activity of 
hyperparameters optimization therefore becomes essential to make the most of the predictive 
capabilities of the ANN-MLP algorithm especially if used for the evaluation of similar datasets with 
marginal differences such as those used in the case presented. In this sense, it must be considered that 
the use of KNIME software offers a set of nodes and tools to achieve hyperparameters optimization 
that allow to significantly increase the efficiency of the prediction in minimising the main statistical 
errors.  

● Description of the dataset: the dataset used refers to measurements of the glycemic status of 
a patient with diabetes. Specifically, the original dataset used is made up of about 13,000 data, 
with respect to which data was added using AD. Specifically, the measurements that have 
been acquired have a temporal distance among them of approximately 3 minutes. Therefore, 
the dataset represents the glycemic state of a patient with diabetes with a survey carried out 
every 3 minutes. The dataset used has about 13,099 records. The average of the surveys is 
equal to 131.22 units, the median is equal to 118.00 units, the minimum value is equal to 14.00 
units, the maximum value is equal to 491.00 units. The standard deviation is equal to 49.785, 
the asymmetry value is equal to 1.353 and the kurtosis value is equal to an amount of 3.08. 
These data were subsequently processed, purified of the absolute minimum and maximum 
elements and subjected to the method of creating increased data using the distribution mean 

● Data preparation:  before using records for our analysis, we have eliminated outliers’ values 
from our dataset generated by potential anomalies in the data-recording phase. We cleaned 
our dataset from values lower than 10 and higher than 500 in the sense of glycemic status. 
Anyway, outliers were only 1% of records. The elimination of the outliers is necessary to give 
the dataset a structure that can be subjected to the increase of data. In fact, in the event of the 
creation of increased data using the entire data dataset without eliminating the outliers, the 
entire data augmentation activity would have been incorrect, as it would have had in its 
distribution also valueswith a low probability. It follows therefore that the realisation of an 
AD model is more credible in the presence of a set of data that, purified of the outliers, actually 
represents the data that can be assumed in the analysed case study. 

● Partitioning: The use of the hyperparameters of the partitioning node was an essential element 
of the entire research strategy aimed at selecting the best augmented data models in terms of 
performance in minimising essential statistical errors. In particular, two different partitioning 
configurations were used. The partitioning phase, within KNIME, is essential as in this node 
it is possible to determine the level of learning rate, i.e. the percentage of data that is used to 
train the algorithm. Specifically, in the case analysed, the value of the learning rate was set at 
an amount of 80% of the inserted dataset. As a result, 20% of the data in the dataset was used 
for prediction. After identifying the percentage of the learning rate, two different partitioning 
configurations were used alternatively: FTT and LS. Using the FTT mode, the topmost data 



9 
 

is sent to the learner while the remaining data are used for the actual prediction. The 
application of the LS mode is carried out in a sampling activity in which the first and last row 
are always included in the dataset while the intermediate values are organised in a linear way. 

Using the techniques indicated it was therefore possible to make the best use of the predictive and 
performance possibilities of the ANN-MLP algorithm. It must be considered that all the options 
available in the KNIME nodes have not been used, neither with reference to the use of partitioning 
nor in the dimension of deep learning with an increase in layers and hidden layers per neuron. In fact, 
in the approach that was used, we wanted to give greater importance to the methodology of producing 
the AD through the techniques of data preparation and randomization of the values around the mean. 
In fact, the focus of the research question was completely aimed at the creation of an augmented 
dataset that could be used for prediction. In the research strategy used, it was therefore chosen to give 
greater importance to the process of creating AD rather than to prediction methodologies with ML 
algorithms. Obviously, since deep learning is a more performing predictive technique in the simple 
ANN network, it follows that ‘a fortiori’ the results obtained with the ANN moving network with the 
increased data are better performing in a deep learning context. 

5. The Economic and Managerial Impact of AD in Healthcare  

The use of augmented data in telemedicine also has a significant impact from an economic point of 
view and from a managerial point of view. 

● Economic effects of the use of AD. The economic repercussions of the use of augmented data 
in telemedicine mainly concern savings for health administrations. In fact, by making 
predictions using augmented data, it is possible to calculate, for example, the probability of 
the manifestation of pathologies that can have a significant impact in terms of public spending, 
as for example happens for silent killers, that is: hypertension and diabetes. In fact, they can 
somehow anticipate the manifestation of a pathology by creating the conditions for a broad 
prevention activity on patients. In fact, using AD, the few data that may be available using 
devices can be adequately used to obtain drinking and own predictions that can help citizens 
to have higher levels of living conditions with a positive impact also in terms of reducing 
health care costs. 

● Managerial effects of the use of augmented data in telemedicine. AD have a very significant 
impact also in managerial terms. AD in the telemedicine sector can be used both in the 
Business to Business (B2B) sector and by healthcare professionals as well as by healthcare 
institutions. The value of AD in telemedicine can be very useful for maximising the efficiency 
of public institutions and companies operating in the health sector. The greatest advantages 
can therefore be offered in the sense of increasing the production efficiency of health 
companies, public health institutions and even health professionals. The AD can therefore be 
used both as diagnostic tools and also for monitoring activities relating to the condition of 
patients. Furthermore, it is possible to increase the forecasting capacity in a broad sense by 
highlighting the pathologies that patients could encounter. Finally, with predictions, it is 
possible to act on changes in patient behaviour to prevent any predicted pathologies using 
AD. 

It follows that the use of augmented data can have important impacts in economic terms and also in 
managerial terms for healthcare companies, healthcare professionals and healthcare institutions. 

7. Hyperparameter ranking for choosing the best configuration 
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A comparison activity is carried out below in terms of performance between the various 
configurations of the hyperparameters. The hyperparameters are of two types:  

• related to partitioning techniques: two different types of partitioning were used, namely 80-
20 Linear Sampling and 80-20 From the Top; 

• related to the output of randomization carried out around the value of the mean of the original 
data-OD: in this sense, augmented data were created with a value of + or -3%, + or - 4% 
respectively; + or - 5%, + or -6%, + or - 7%. 

 

𝑅𝑎𝑛𝑘𝑖𝑛𝑔,ு௦ = ൬ಾಲಶಲವ,ಹೞಾಲಶೀವ ൰∗ଵିଵ൨ା൬ಾೄಶಲವ,ಹೞಾೄಶೀವ ൰∗ଵିଵ ൨ା൬ೃಾೄಶಲವ,ಹೞೃಾೄಶೀವ ൰∗ଵିଵ ൨ଷ   (1) 
 𝑊ℎ𝑒𝑟𝑒 𝐴𝐷 = 𝐴𝑢𝑔𝑚𝑒𝑛𝑡𝑒𝑑 𝐷𝑎𝑡𝑎, 𝐻𝑠 = 𝐻𝑦𝑝𝑒𝑟𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 , 𝑂𝐷 = 𝑂𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝐷𝑎𝑡𝑎 

Both the FTT-From the Top and LS-Linear Sampling values are reported below. The data are 
organised in terms of the percentage difference between the value found between the OD and the 
values found in the AD. Below is the ranking of the configurations of the augmented data with 
indications of the hyperparameters: 

● Plus or minus 6% 80-20 FTT -75.4406483; 
● Plus or minus 3% 80-20 FTT -69.5077721; 
● Plus or minus 4% 80-20 FTT -68.3362558; 
● Plus or minus 7% 80-20 FTT -44,8063051; 
● Plus or minus 3% 80-20 LS -37,5859102; 
● Plus or minus 4% 80-20 LS -36.5492287; 
● Plus or minus 7% 80-20 LS -35,4864969; 
● Plus or minus 6% 80-20 LS -33.4777469; 
● Plus or minus 5% 80-20 LS -32.7674552; 
● Plus or minus 5% 80-20 FTT -20.7173404. 
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Figure 5. Ranking of hyperparameters for the ability to reduce statistical errors through the use of augmented data. 

The predictions that have been made through the use of the most efficient algorithm configurations 
are shown below. In the following image, the prediction is related to the value of the original historical 
data through the use of the 80-20 Take From the Top-TFF hyperparameters in the range plus or minus 
6%. As is evident from the analysis carried out, the prediction is represented by a linear trend. 

 
Figure 6. The relationship between historical data and prediction with the partitioning at 80-20 Take from the Top-TFF. 
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Figure 7. Prediction in connection with original data and augmented data with the hyperparameters 80-20 Take from the Top in the 
configuration of the randomization around the value of plus or minus 6%. 

     

 
Figure 8. Relationship among original data, augmented data and prediction with the hyperparameters 80-20 Linear Sampling with 
the methodology of the randomization around the average of plus or minus 6%. 

 

As it is possible to verify by using the data of the prediction, it results that the predicted value is 
substantially an approximation of a straight line or rather tends to be represented by a vector of a 
constant. It follows that the prediction tends to be an approximation of a number or of marginal 
variations in the neighbourhood of a certain number. 

7. Conclusions 

In summary, this article analyses the predictive performance of algorithms analysed using AD 
predicting the value of the glycemic status of a patient with diabetes. The patient's original time series 
data was compared with the AD. Node-Red software was used to generate AD. Five different AD 
dataset are produced by randomising the average value of the AD with the addition of a range. The 
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used ranges are: plus or minus 3%, plus or minus 4%, plus or minus 5%, plus or minus 6%, plus or 
minus 7%. The AD are merged with the OD generating a high performance training dataset model 
useful for the glycemic prediction by ANN-MLP algorithm. In order to make a comparison between 
various methodologies, two different data partitioning approaches are used. Analyses show that the 
AD performs better than the OD in terms of minimising statistical errors. By averaging between a set 
of statistical errors that is Mean Absolute Error, Means Squared Error, Root Mean Squared Error, 
Mean Absolute Percentage Error it turns out that predictions with AD are more efficient than 
predictions with OD. Using the hyperparameters we find that the best results in terms of minimization 
of statistical errors are associated with 80-20 Take From the Top with a randomization around the 
average of plus or minus 6 with a value of -75.44%. Finally, the paper discusses the economic and 
managerial impact of AD in the healthcare scenario.  
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Appendix A: hyperparameters adapted for the data processing  and parameters calculated 
for the comparison  
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Figure 9. Results of the prediction with the augmented data in comparison with the prediction with the original data in the case of 
partitioning 80-20 Take From the Top with indication of the statistical errors. 

 
 

 
Figure 10. Results of the prediction with the augmented data in comparison with the prediction with the original data in the case of 
partitioning 80-20 Take From the Top with indication of the statistical errors. 
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Figure 11. Hyperparameters of the partitioning node in KNIME to set the learning rate optimization methodologies for training the 
ANN-MLP algorithm. 

 
Figure 12. Trend of the Mean Absolute Error-MAE in the various configurations tested with the increased data. As evident from the 
graph it appears that the data increased with randomization around the mean for a value around + or - 6% are preferable in terms of 
minimization of the MAE in the case of Take from the Top.  

 
Figure 13. Trend of the Mean Squared Error-MSE in the various configurations tested with the augmented data. As evident from the 
graph it appears that the data augmented with randomization around the mean for a value around + or - 6%, + o – 3%, and + o – 4% 
are preferable in terms of minimization of the MSE in the case of Take From The Top. 
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Figure 14. Trend of the Root Mean Squared Error-RMSE in the various configurations tested with the augmented data. As evident from 
the graph it appears that the data augmented with randomization around the mean for a value around + o – 3% is  preferable in terms 
of minimization of the RMSE in the case of Take From The Top. 

 

 

 
Figure 15.  Trend of the Mean Absolute Error-MAE in the various configurations tested with the augmented data. As evident from 
the graph it appears that the data augmented with randomization around the mean for a value around + o – 3% is  preferable in 
terms of minimization of the MAE in the case of Linear Sampling. 
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Figure 16. Trend of the Mean Squared Error-MSE in the various configurations tested with the augmented data. As evident from the 
graph it appears that the data augmented with randomization around the mean for a value around + o – 3% is  preferable in terms of 
minimization of the MSE in the case of Linear Sampling. 

 
Figure 17. Trend of the Root Mean Squared Error-RMSE in the various configurations tested with the augmented data. As evident from 
the graph it appears that the data augmented with randomization around the mean for a value around + o – 3% is  preferable in terms 
of minimization of RMSE in the case of linear sampling.  


