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In a randomized field experiment, we give first-year students in higher education feed-

back on their relative performance and show that the type of feedback matters, as feed-

back increases performance only if it informs the student that they placed above average

in the past. We reproduce the results in a replication experiment and investigate mech-

anisms: The effects are not driven by above-average students reacting particularly well

to feedback due to individual characteristics; rather, the information about being above

average makes feedback effective. We present evidence that individuals focus on good

news to adjust their beliefs, and that feedback can offset disadvantages faced by individ-

uals who are held back by their own underestimation of relative abilities. Once beliefs

between controls and the treated converge, repeated treatment does not add to the ef-

fects.
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1 Introduction

It has long been established that the behavior and performance of others can provide an

important benchmark against which individuals can compare their performance and gauge

their abilities (see, e.g., Bandura 1991, Corcoran, Crusius and Mussweiler 2011, Festinger

1954, and Taylor, Wayment and Carrillo 1996). However, in many situations, the informa-

tion necessary for comparison may be imprecise or incomplete, leaving individuals with

no appropriate frame of reference. Under such conditions, providing feedback relative to

a suitable peer group may facilitate social comparison, thereby enhancing decision-making,

motivation, and ultimately performance.

An economically and socially important setting where feedback may improve outcomes

is higher education. Students at the start of their university careers face new tasks which

are complex and challenging, and they are surrounded by new peers, making it difficult to

assess their relative abilities. Providing relative performance feedback early on could there-

fore present a low-cost and easily scalable tool for universities to help students improve their

performance.

To test this, we implement a relative performance feedback intervention at one of the

largest universities of applied sciences in Germany. After the first semester, control group

students receive letters from the university, informing them about how many credit points

they managed to obtain in the previous semester.1 Students in the treatment group receive

the same information, but the letters also inform them about how well, in terms of cred-

its, they performed relative to the average student and the student on the 80th percentile.

To make individuals aware of what type of behavior is approved and to prevent potential

boomerang effects, i.e., negative effects for high performers that are sometimes implied by

social comparison theory, we draw from the social norms literature and add an approving

normative message (Good or Great plus an emoticon) for students who obtained at least the

average amount of credits.2

Our approach complements the few existing studies that consider the effects of relative

1Obtained credits are a standardized measure of academic progress that reflects the number of
passed exams, where exams are weighted by the required workload for each class. Europe-wide, uni-
versities use a standardized system (European Credit Transfer and Accumulation System, ECTS), un-
der which a full-time academic year consists of 60 credits, with the typical workload for one credit
equaling 25-30 study hours. See also https://ec.europa.eu/education/resources-and-tools/

european-credit-transfer-and-accumulation-system-ects_en, retrieved on March 08, 2022.
2Normative frames are popular in social comparison contexts that are not concerned with performance.

They are frequently employed in the social norms literature to make individuals aware of what type of behavior
is approved. Applications include fostering, e.g., tax compliance (Hallsworth et al., 2017; Slemrod, 2016) or
environmentally friendly behavior (Allcott and Rogers, 2014; Costa and Kahn, 2013; Goldstein, Cialdini and
Griskevicius, 2008).
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feedback on the overall performance of students: While we send students postal letters that

include relative feedback on their accumulated credits (i.e., quantity), Azmat et al. (2019)

and Cabrera and Cid (2017) supply students with information regarding the quality of their

study progress by giving access to their relative grade point average (GPA) via the universities’

online services and find null or negative effects on performance. (Dobrescu et al., 2021) give

feedback on inputs: they provide real-time ranks during a semester-long online assignment

and show that this improves exam performance in the intervention course and generates

positive spillovers to other courses.

The initial implementation of our feedback intervention has a positive, but statistically

insignificant treatment effect on subsequent performance in the full sample. Based on the

design of the feedback, we explore heterogeneous responses. Students whom the feedback

informs that they have performed above average in the first semester increase their perfor-

mance by a statistically significant 2 credits points (.16 standard deviations) in the second

semester, relative to controls. For students at or below the average we do not find effects on

behavior.

These results thus give rise to the hypothesis that above-average feedback enhances per-

formance. We test this hypothesis with a replication experiment one year later with a new

cohort of students and reproduce the full pattern of results. Most importantly, we replicate

the result that above-average feedback significantly increases performance (1.6 credit points

or .12 standard deviations). Across both experiments the effects are roughly equivalent to

one third of an additional passed exam and correspond to an effect size of .14 standard de-

viations.

While our interventions target credits, we also show that those who benefit from the feed-

back on credit points maintain the same GPA as the individuals in the control group. This

shows that the increase in earned credits can be interpreted as a net performance gain, as

students do not buy gains on the (treated) credit points dimension with losses on the grade

dimension. In light of research showing that performance incentives on one domain can

lead to negative effects on other domains (Altmann, Grunewald and Radbruch, in press;

Eriksson, Poulsen and Villeval, 2009), this result is not self-evident. In addition, we also sur-

vey students on potential negative side effects of the intervention on their well-being, as for

example Celik Katreniak (2018) shows that stronger incentives can come at the cost of in-

creased stress and reduced happiness. We find no such evidence: treated students are no

different from controls in any of the well-being domains we observe.

We investigate potential mechanisms behind this causal reaction to above-average feed-

back: Employing a regression discontinuity design (RDD) based on the sharp cutoff at the

average allows us to assess the causal effect of being informed about an above-average per-
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formance versus being informed about an average or below-average performance. Receiving

above-average feedback increases subsequent performance by about six credits in compar-

ison to receiving another type of feedback. This indicates that it is the information about

being above average itself and not any differences in underlying characteristics (ability, mo-

tivation, learning technology, etc.) that leads to the increase in performance.3

In the replication experiment, we further explore mechanisms by analyzing the role of

pre- and post-treatment expectations about relative performance. We find that students

have inaccurate expectations about their relative performance pre-treatment and that stu-

dents who receive above-average feedback subsequently update their beliefs. In the absence

of treatment, those whose beliefs underestimate their actual relative performance obtain

fewer credits. Feedback is able to offset this disadvantage associated with inaccurate beliefs.

There is no evidence of updating for students at or below the average. We argue that the pat-

tern of effects and the evidence that students selectively process feedback is consistent with

theories on the management of self-confidence (see, e.g., Bénabou and Tirole 2002).

Finally, we show that repeated treatment in the third semester does not elicit additional

performance gains. One reason may be that in the third semester, beliefs about relative per-

formance held by the controls are almost as accurate as those of the treatment group.

Overall, our results show that providing relative performance feedback is beneficial for

a large share of individuals entering university. When beliefs are inaccurate and the feed-

back is encouraging, performance can increase even in complex and challenging tasks such

as passing exams in higher education. At the same time, the intervention is also inexpen-

sive at a total cost of less than €2.5 per student and semester (see Table A.1). The results

also highlight that feedback schemes can have distributional implications. While the effects

may be considered pareto-improving (no negative effects), it is mostly students in the upper

middle of the performance distribution who profit. The intervention may thus decrease per-

formance equality in the education system. Inequality-averse policy-makers should take this

into account and be aware that for the most precarious students, making their shortcomings

salient via feedback may not generate any effects.

Relation to the literature. Our study contributes to the research on the effects of relative

performance feedback in higher education.4 This setting is highly relevant, given that a large

3Given the design of our intervention, it is not possible to discern whether a neutral feedback would generate
the same results as our feedback, which includes a normative frame. As we discuss in Section 3.1, there is no
evidence that the approving normative frame alone is behind the effects we find.

4There is also a literature on the effects of relative performance feedback in primary and secondary educa-
tion that mainly finds positive effects (Azmat and Iriberri, 2010; Fischer and Wagner, 2018; Goulas and Mega-
lokonomou, 2021; Hermes et al., 2021). However, it is not clear whether these results extend to an adult popu-
lation and an environment that is much less structured than primary and secondary education.
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share of students takes much longer than the prescribed time to obtain their degree (see,

e.g., Bound, Lovenheim and Turner 2012).5 Increasing obtained credits is the only means

to achieve a more timely graduation (or graduation at all), and there is still a dearth of low-

cost and scalable interventions that can elicit changes in academic performance (see, e.g.,

Oreopoulos et al. 2022 and Oreopoulos and Petronijevic 2019).

It is thus surprising that research on relative feedback in higher education is still sparse.

Most closely related to our paper, Azmat et al. (2019) and Cabrera and Cid (2017) also study

the effects of relative performance feedback based on overall performance considering the

two relevant outcome dimensions, grades and number of courses passed – a setup which

allows to detect both substitution effects across courses and between outcome dimensions.

Contrary to the results in this paper, both studies find null or negative effects on perfor-

mance, which may be related to several differences in the feedback schemes used: i) Rather

than on GPA, we give feedback on obtained course credits. While the GPA aims at measur-

ing the quality of students’ overall performance, credits track students’ progress toward their

degree and are thus a quantity-oriented measure of performance.6 Recent studies suggest

that quality- and quantity-based feedback can indeed induce different behavioral responses

(Gardner, 2020; Zhang et al., 2021).7 ii) We provide coarse (two reference levels) instead of

precise (total percentile distribution or rank) relative performance information. Coarse feed-

back has proven effective in secondary education (Azmat and Iriberri, 2010). iii) We combine

descriptive information with approving normative frames in order to clearly convey to stu-

dents that they should be encouraged by an at least average performance and to prevent po-

tential “boomerang effects” for high performers (≙ falling back to the lower reference level),

and iv) students in our experiments receive feedback by personalized physical letters and

not via an online service portal of the university.8

Although their experimental design is less similar to ours, Dobrescu et al. (2021) conduct

5E.g., in OECD countries, only 39% of full-time students graduate within the planned duration of the pro-
gram (OECD, 2019).

6Because faster credit accumulation is a prerequisite for earlier graduation, it can have considerable payoffs:
first, for the individual, it reduces forgone income by circumventing a longer study duration – and according to
the literature on academic momentum, especially the initial progress in college is positively related to degree
completion (see Doyle 2011; Attewell, Heil and Reisel 2012; Attewell and Monaghan 2016); second, from a social
perspective, (faster) graduation can be expected to translate into, e.g., longer duration of contributions, in
terms of taxes and payments into the social security systems.

7In the context of higher education, one possible explanation might be that it is easier for students to pro-
duce more of the same output rather than the same output at a higher quality level. While the first means that
students need to apply the same learning technology to additional exams, the latter might require a change in
learning strategies.

8Letters may generate more attention, as students nowadays often receive many emails but few letters from
the university. This notion is consistent with interventions which are unable to increase academic performance
often using digital formats (e.g., Oreopoulos et al. 2022). Moreover, DellaVigna and Linos (2022) also provide
evidence that interventions using physical letters may be more effective than interventions that rely on emails.
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the only other feedback intervention in higher education that also produces positive effects

on the overall performance of students – in their case this also holds true in the full sample.9

They provide students with real-time intermediate feedback on their rank during a semester-

long computerized (online) assignment. This improves the grade in the intervention course

by .21 standard deviations and creates positive spillovers to the overall performance in the

following semester. Our setup differs in two important ways. First, the feedback in Dobrescu

et al. (2021) can be thought of as directly targeting input factors like effort, while our study

targets overall performance, an educational output. This may be contributing to the different

pattern of effects: Some work on goal setting (Clark et al., 2020) and financial incentives

(Fryer Jr., 2011; Hirshleifer, 2021) suggests that incentivizing inputs instead of outputs may

be particularly effective when individuals are present-biased or have little knowledge of the

education production function. Second, our feedback is based on the overall performance

of all courses taken, which should be readily available in existing administrative data. In

contrast, the feedback system in Dobrescu et al. (2021) requires the systematic measurement

and analysis of data on intermediate performance in one or even all courses. Therefore, in

institutions and courses where there is no concept or infrastructure to collect intermediate

performance in place, additional resources are needed to implement this type of feedback

system.

Ours and the other papers on relative feedback in higher education also make an im-

portant contribution to the general literature on relative performance feedback. First, this

research strand focuses on the transition into a new environment, a time when individuals

face higher uncertainty about relative ability. This contrasts with existing research from the

field, which often introduces relative performance feedback when individuals are already

familiar with their tasks and peers (Ashraf, 2022; Barankay, 2012; Blanes i Vidal and Nossol,

2011; Delfgaauw et al., 2013). Second, while university presents a complex working environ-

ment with challenging, high-stakes tasks, much of the previous literature relies on real effort

tasks in the lab (Azmat and Iriberri, 2016; Charness, Masclet and Villeval, 2014; Eriksson,

Poulsen and Villeval, 2009; Gill et al., 2019; Kuhnen and Tymula, 2012) or on rather repetitive

tasks in the field (Ashraf, 2022; Bandiera, Barankay and Rasul, 2013; Barankay, 2012; Blanes i

Vidal and Nossol, 2011; Delfgaauw et al., 2013).

The results of our study also bear significance for the literature that studies the link be-

tween confidence and performance. Our findings are consistent with the idea that individu-

als try to maintain a positive self-assessment of their abilities by processing positive feedback

while discarding negative feedback, which in turn leads to higher confidence in ability and

9Kajitani, Morimoto and Suzuki (2020) and Tran and Zeckhauser (2012) provide relative feedback on the
performance in a mid-term or practice exam and study effects on performance in the final exam of the inter-
vention course but do not account for potential spillovers to other courses or the overall performance.
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motivates individuals to work harder and take beneficial risks (see, e.g., Bénabou and Tirole

2002 and Compte and Postlewaite 2004).10 Empirical evidence from the lab shows that in-

dividuals who receive bad news indeed have little willingness to update their self-concept,

whereas people who receive positive information are willing to incorporate the good news

in their beliefs (Eil and Rao, 2011; Möbius et al., in press). Our study thus complements the

existing literature on motivated beliefs, by showing first tentative evidence for this type of

behavior in the context of a relative performance feedback intervention.

Finally, our paper is also related to studies on ordinal rank and academic achievements.

Elsner and Isphording (2017) and Murphy and Weinhardt (2020) show that a higher rank

in secondary and primary school has positive effects on later outcomes such as the prob-

ability of finishing high school and attending college, test scores as well as subject choice.

In the context of university, Elsner, Isphording and Zölitz (2021) find that a higher ordinal

rank increases performance and affects major choice. This literature thus provides evidence

that relative position in the performance distribution matters. Relative feedback can both

make rank information more precise as well as make rank more salient and thus lead to

behavioral responses. Consistent with our suggested theoretical mechanism, the literature

on achievement rank also argues that self-confidence is an important mechanism, and pro-

vides evidence for positive effects of rank on, e.g., subject-specific confidence (Murphy and

Weinhardt, 2020), perceived relative intelligence (Elsner and Isphording, 2017), and expected

grades (Elsner, Isphording and Zölitz, 2021).

The remainder of the paper is structured as follows. Section 2 describes the institutional

background, data, and design of our intervention as well as the empirical approach. Sec-

tion 3 reports on the main results of our two field experiments. In Sections 4 to 7, we ex-

plore the drivers and mechanisms behind the main results, investigate effects of repeated

treatment, present the effects on auxiliary outcomes, and discuss potential spillovers from

treatment to control. Section 8 concludes.

2 Institutional background and research design

We conduct our field experiments at one of the largest universities of applied sciences (UAS)

in Germany. Our interventions consist of two cohorts of students who enrolled in five bach-

elor’s degree programs at the faculties of Business Administration (BuA) and Mechanical

Engineering (ME). All interventions were implemented and outcomes realized before any

Corona-related restrictions.

10A strand of the psychological literature also has argued that individuals increase their efforts only after
receiving positive feedback and underweight adverse information about themselves (Ilgen, Fisher and Taylor,
1979; Ilgen and Davis, 2000; Pearce and Porter, 1986).
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2.1 Institutional background

A substantial part of the German student population is enrolled at UAS and the study pro-

grams in our field experiments are among the most popular in Germany: in the winter term

of 2019, about 38.4% of freshman students started studying at a UAS and 8.5% and 3.5% of

freshman students enrolled in BuA and ME, making them the first and fourth most popular

study programs in Germany. About 39.3% of BuA and ME freshman students in 2019 were

women, while 37% of the students in our sample are female (Bundesamt, 2020). Impor-

tantly, and in contrast to Azmat et al. (2019) and (Dobrescu et al., 2021), we do not conduct

our field experiments at a selective institution. Rather, students in our sample are somewhat

negatively selected in terms of ability: About 41.6% of them hold a degree from the highest

secondary education track – the so-called “Abitur”, while this was the case for 51.1% of fresh-

man students at UAS in Germany in 2018.11 Additionally, the average high school GPA of

students in our sample is 2.56, while it was 2.41 among all German high school graduates in

2019.12

The bachelor’s programs at the UAS where we conduct our interventions are organized

according to the European Credit Transfer System (ECTS, see Footnote 1) and have a sched-

uled study duration of seven semesters. Given that each program requires students to ac-

cumulate a total of 210 credits, they are thus expected to pass courses worth 30 credits

per semester to graduate within the scheduled duration. In practice, students in the five

programs take on average about 8.5 semesters to graduate (standard deviation of about

1 semester).

Students can at all times access information on their individual study progress via a web

portal maintained by the university. The portal provides data on absolute performance –

credits and GPA. In the absence of our treatment, the university does not provide any infor-

mation on a student’s relative performance.

2.2 Field Experiment I

The initial field experiment is conducted with a cohort of first-year students who enrolled in

five bachelor’s programs offered by the BuA and ME faculties (Table A.2 provides an overview

of all degree programs and the number of students in our intervention). Treatment com-

mences in the second semester, i.e., when information on first semester performance is

11See https://www.datenportal.bmbf.de/portal/en/Tabelle-2.5.106.html, retrieved on January
26, 2022.

12See https://www.kmk.org/dokumentation-statistik/statistik/schulstatistik/

abiturnoten.html, retrieved on March 08, 2022. In the German system 1.0 is the best and 4.0 the worst final
high school GPA.
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available. Our sample consists of all 812 students who are still enrolled in their study pro-

gram at the start of the second semester. There is no selection into or out of the sample of

the field experiment.

Randomization. Randomization was carried out after the first semester, using stratifica-

tion and balancing (Morgan and Rubin, 2012). We built strata along bachelor’s programs and

obtained first-semester credits. Within these blocks we balanced on age, sex, high school

GPA, time since high school graduation, pre-treatment GPA, and type of high school de-

gree.13 Table 1 shows that in the full sample all covariates are balanced. As we will explain

later, an important subgroup in our paper are above-average students. Table A.4 shows that

all variables are balanced in this group as well.

Feedback letter I. In the week before the second semester lectures start, students in the

control and treatment group receive an unannounced letter in the mail, providing them

with information on their accumulated credits and their cumulative GPA (see timeline in

Figure 1). The letters thus include the same information that is available on the web portal

of the university. The treatment group additionally receives a graphical illustration that pro-

vides relative performance feedback on accumulated credit points. This feedback is shown

in Figure 2, and we explain the design in detail below (the full letters are shown in Fig-

ures A.1 and A.2).

Feedback letter II. About four to five weeks before the exam period, students of both

groups receive a second letter (see Figure 1). The letter design is identical to the first one,

and for most students the contained information will also be identical to the first letter. In

some cases the university updated the information on grades and credits (e.g., because first

semester course results were not yet available when the first letter was composed), which

can lead to different feedback compared to the first letter.14 Apart from providing the most

accurate information, the purpose of the second letter is to keep the feedback information

salient as the exam period draws nearer. Consequently, we will use the content of the graph

in the second letter when studying heterogeneity across the different types of feedback that

students receive.

Relative performance feedback. The relative performance information in the treatment

group is shown in Figure 2. It closely follows social comparison approaches which have re-

13See Appendix C for more details on the randomization procedure.
14See Appendix C for details on the reasons and the number of observations that are affected.
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peatedly been shown to reduce energy consumption, e.g., Allcott (2011), Allcott and Rogers

(2014), and Schultz et al. (2007). A bar chart compares the individual student’s earned cred-

its to the “Top 20%” and to “All” students who are enrolled in the same bachelor’s program

and are in the same cohort as the student receiving the letter. The feedback explains that

“All” represents the average number of credits of students in their comparison group (see

next paragraph), and that the “Top 20%” of students in the comparison group earned at least

the displayed amount of credits. The specific values are given by the 80th percentile and the

median in the comparison group.15

To further personalize the performance feedback, we define several comparison groups

for each program. This increases perceived similarity and minimizes the psychological dis-

tance to the reference group (Festinger 1954 and Trope and Liberman 2010). In smaller pro-

grams the comparison group consists of students “who in/before ⟨year⟩ earned their school

leaving certificate.”, where year is the year in which the addressee of the letter received their

school leaving certificate. In the two large bachelor’s programs, we use more fine-grained

comparison groups by additionally distinguishing between the school-leaving certificates

“vocational track degree (or below)” and “general track degree”.

According to the focus theory of normative conduct (Cialdini, Reno and Kallgren, 1990;

Cialdini, 2011), this relative feedback can represent a descriptive norm, i.e., a reference point

against which students can compare their performance. To prevent those above a norm

from focusing downwards and reducing their effort (the so-called “boomerang effect”), the

theory proposes to approve their performance using an injunctive norm. We thus follow the

literature and add the following approving normative frames (Allcott, 2011; Cialdini, 2003;

Schultz et al., 2007): performance that is at least average is categorized as Good (plus one

“smiley” emoticon) and performance that is equal to or better than the 20% percentile is

called Great (plus two “smiley” emoticons). Students who perform below the average do not

receive an approving norm. Instead, the feedback includes the statement “currently below

average” (and no emoticon).

Based on this design, in the heterogeneity analyses in Section 3, we consider the follow-

ing feedback types: below-average, on-average, above-average (Good), and above-average

(Great) feedback; see Table 2. Although the feedback for on-average students also includes

a Good frame, we study this feedback type separately from the above-average type, because

the literature suggests that normative frames may not have the intended effect if they are not

aligned with the descriptive information (Cialdini et al., 2006). As we will discuss further in

Sections 3 and 4, we also analyze the treatment effects for those who receive above-average

15The letters use the term “average” – which does not clearly denote one specific statistic – since students
at the beginning of their studies may not be familiar with the term median. We have no information about
whether students interpret the term as the mean or the median.
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feedback versus those who do not.

2.3 Field Experiment II: Replication

Using the same design as in the original experiment, we repeat the intervention one year

later in the same programs and faculties. This time the sample consists of 797 students who

were enrolled for the second semester (Tables 1 and A.4 show the balancing properties16).

The aim is to establish with a new cohort of students whether the results are replicable. In

the taxonomy of Hunter (2001), Hamermesh (2007), and Czibor, Jimenez-Gomez and List

(2019), ours is a statistical replication, as it is based on a different sample (new cohort) but

uses an identical model (same protocol as in the initial experiment) and the same underlying

population.17 Czibor, Jimenez-Gomez and List (2019) argue that early statistical replications

are “crucial” in experimental economics. Levitt and List (2009) call the difficulty of replica-

tion a “potential shortcoming” of field experiments, and so providing credible evidence that

results can be reproduced is an important part of our study, especially given the inconclu-

sive results in the literature on relative performance feedback and, more generally, the recent

debate about replicability in economics and other fields (Camerer et al., 2016; Duvendack,

Palmer-Jones and Reed, 2017; Open Science Collaboration, 2015).

The only small change in the replication experiment is that we use the mean instead of

the median, when computing the average performance for the “All” bar in the feedback let-

ters. This decision was made based on the result from the initial experiment that above-

average feedback improves performance, as we will discuss in Sections 3 and 4. Table 2

shows that this tweak increases the share of students that receive above-average feedback

from 37.5% in the initial experiment to 56.2% in the replication, and the share of students

which exactly match the average is reduced from 20.3% to 3.6%. The wording and graphical

representation of the feedback are kept identical across experiments. In the feedback letters

the mean is referred to as the “average”. This ensures that across the two experiments stu-

dents interpret the feedback information in the same way and that the design of the original

intervention remains unaltered.

2.4 Data and estimation

We use student-level data provided by the university’s examination office and augment it

with online surveys. Our main outcome of interest is the number of obtained credits, but

16We made some small adjustments to the randomization procedure in Experiment II. See Appendix C for
details.

17According to Hunter (2001) four features are essential for a statistical replication: same independent vari-
able, same dependent variable, same procedures, and sampling from the same population.
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as already mentioned, we will check for potential negative side effects on other domains,

especially GPA and dropout behavior. We use demographic information and pre-treatment

outcomes (first semester credits and first semester GPA) as covariates in our estimations. A

detailed description of the data collection and processing as well as the use of the data for

the randomization, feedback letters, and estimations can be found in Appendix C. Table A.3

provides a description of all variables.

Unless otherwise specified, we provide intention-to-treat effects from OLS estimations

that compare the outcomes of the control and the treatment group. In the baseline specifi-

cation, we follow the recommendations of Bruhn and McKenzie (2009) and control for the

method of randomization:

Y k
i ≙α0+α1Tr eatmenti +siα2+εi , (1)

where Y k
i denotes the level of outcome measure k for individual i . Tr eatmenti is an indica-

tor for being randomized into the treatment group. The vector si includes strata fixed effects

which control for the random assignment of treatment and control units within blocks. In

estimations with pooled data from both experiments, we also include a cohort dummy and

its interaction with the strata variables.

In the second specification, we add a vector capturing baseline performance and further

control variables:

Y k
i ≙α0+α1Tr eatmenti +siα2+xiα3+εi . (2)

xi includes high school GPA, first semester credits, first semester GPA, age at randomization,

an indicator for being female, time since high school graduation, and an indicator for the

type of high school degree. The first semester GPA is missing for students who attempted no

exams or failed all exams they attempted. In order to keep all observations in the sample, we

impute values of the first semester GPA for students with a missing GPA.18

As discussed in Section 2.2 and shown in Table 2, building on the feedback design, we

analyze heterogeneity across different feedback types:

Y k
i ≙α0+α1Tr eatmenti +Fiα2+Tr eatmenti Fiα12+siα3+εi , (3)

where Fi is a vector including either i) indicators for below-average (reference category), on-

average, above-average (Good), and above-average (Great) feedback; or ii) an indicator for

receiving above-average feedback (Good or Great). In a second specification, we again in-

clude the vector xi with additional controls.

18See Appendix C for details.
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3 Main results

3.1 Field Experiment I

Main effect. Table 3 shows the main effect of treatment on credits obtained in the second

semester. Column (1) indicates that treated students obtain .665 additional credits when

controlling only for the method of randomization (.054 control group standard deviations;

henceforth abbreviated SD). Adding further control variables in Column (2) reduces the esti-

mated effect to .287 credits (.023 SD). Although the parameters are positive, neither estimate

is statistically significant and we therefore conclude that across the entire cohort, feedback

does not increase performance.

Heterogeneity by feedback type. A characteristic of our experiment is that while all stu-

dents in the treatment group receive feedback, the feedback slightly differs, depending on

the position in the performance distribution (see Section 2.2). An important question to ask

is thus whether students benefit from none of the feedback types or whether the treatment

effects are, in fact, heterogeneous (see Bryan, Tipton and Yeager (2021) for an overview of the

treatment effect heterogeneity in earlier feedback experiments on energy conservation, and

the authors’ call for a “heterogeneity revolution” in the behavioral sciences).

Panel (a) of Figure 3 visualizes the raw treatment effects with no control variables for the

four different feedback types and Columns (1) and (2) in Panel (a) of Table 4 report estimates

based on Equation 3 that control for the method of randomization and add covariates.

Figure and table show positive treatment effects for the two above-average feedback

types. The raw treatment effect for above-average students who receive a Good frame is

4.874 credits (4.741 when controlling for the method of randomization and 4.150 with further

controls) and significant at the 10%-level. Students in the top 20% received a Great frame,

and we estimate a raw treatment effect of 1.718 credits (1.859 with strata controls and 1.393

with all controls) that is, however, not statistically significant (we discuss potential reasons

for this smaller effect in Section 4.2). For both feedback types among students who are not

above the average, on the other hand, we find no statistically significant effect on subsequent

performance – though the point estimates are slightly negative. Still, there is an interesting

distinction. For those below the average, receiving no approving normative frame is aligned

with the information of having performed below the average. Yet, the students with an aver-

age performance receive an approving frame (Good), so that frame and information can be

considered misaligned in that the approving normative frame is not backed by factual infor-

mation of being better than average. The lack of a (positive) treatment effect for this group

is a tentative indication that simply attaching an approving normative frame to the informa-
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tion about a merely average performance is not able to raise subsequent performance. This

is in line with research, which suggests that normative frames will not have the intended

effect if they are not aligned with the descriptive information (Cialdini et al., 2006).

Overall, it appears that those who receive information of being above the average re-

spond positively to feedback, while those who receive other types of feedback show no be-

havioral response. For all above-average-students, we find a significant treatment effect

of 2.411 credits (2.526 with strata controls and 1.988 with all controls); see Figure 3 (dark

green and dark orange bars) and Panel (b) of Table 4. This corresponds to an effect size of

roughly .16 to .20 SD. For those who do not receive above-average feedback we estimate ef-

fects between −0.198 (Figure 3) and −0.625 credits that are far from being statistically signif-

icant at any conventional level. The difference in treatment effects between these two feed-

back types, above versus not above average, is statistically significant (interaction T*Above-

average).

We use these insights from the original experiment when setting up the replication ex-

periment. Given the evidence of performance gains for those receiving above-average feed-

back, our main hypothesis for the second experiment is that above-average feedback has

performance enhancing effects (Section 4 shows more evidence from RDDs that this feed-

back type is driving the effects). It therefore seems reasonable to find ways of extending

the above-average feedback to a larger share of students. This can be achieved by defining

the average as the mean instead of the median, since the mean number of credits is lower

than the median number of credits. As a consequence, in the replication experiment a much

larger share of students receives above-average feedback (see Table 2 and Figure 3). While

this small change leads to a much higher prevalence of above-average feedback, it preserves

all design features of the original experiment.

3.2 Replication experiment and pooled results

Experiment II: Replication. In the replication experiment with a new cohort of students,

we test the main hypothesis derived from the first experiment: receiving above-average feed-

back leads to improved performance. In addition, we investigate whether the entire pattern

of results from the earlier experiment replicates. As can be seen in Columns (3) and (4) of Ta-

ble 3 the full sample effects in the replication are very similar to the original experiment, at

0.312 to 0.617 credits (.023 to .046 SD), and not statistically significant. Looking at the effects

for the different feedback types in Panel (b) of Figure 3 and Columns (3) and (4) of Table 4,

we very closely replicate the results from the original experiment.

In line with our main hypothesis derived from Experiment I, we find that students in-

crease their subsequent performance by 1.837 credits in response to feedback of being above
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the average (1.853 with strata controls and 1.632 with all controls). This corresponds to an

effect size of roughly .12 to .14 SD. As in the original experiment, the treatment effects for

students who placed above-average are significantly different from those who did not (for

whom we again find no statistically significant effects).

Pooled results. Since the two experiments share the same design, we also report results

based on pooling the observations to increase the power of our statistical analysis. In the

spirit of Camerer et al. (2016) and Open Science Collaboration (2015), these results can also

be interpreted as meta-analytic estimates. They are shown in panel (c) of Figure 3 and

Columns (5) and (6) of Tables 3 and 4. Both experiments produced the same pattern of

results and, as expected, the estimated treatment effects fall between the original and the

replication experiment and are more precise due to the larger sample size. Just as in the two

separate experiments, in the pooled sample, above-average feedback increases subsequent

performance (by 1.787 to 2.134 credits; .14 to .17 SD) and the estimates are statistically sig-

nificant at the 1%-level. Following the benchmark for effect sizes in education proposed by

Kraft (2020), those are medium effects.19 The effects can be interpreted as roughly one in

three of these students passing an additional exam due to the treatment (on average, in our

data an exam is worth 5.75 credits). Overall, the two experiments provide very robust evi-

dence that above-average feedback increases performance. Students who are informed that

they did not place above average show no behavioral response.

4 Mechanisms (i): regression discontinuity designs

In this section, we use regression discontinuity designs to show: (i) the behavioral response

of above-average students is due to the information of being above average, and not driven

by those students being more capable of responding to feedback than other students; (ii) the

smaller treatment effect among above-average students who place in the top 20% is probably

due to ceiling effects.

4.1 Characteristics of above-average students do not explain the response

to above-average feedback

Given that the different feedback types are based on performance in the first semester, it

is conceivable that the causal effect of above-average feedback is due to characteristics of

above-average students and not due to the specific type of the feedback itself. For example,

19Based on 747 randomized controlled trials evaluating education interventions, Kraft (2020) proposes the
following classification of effect sizes: < .05: small, .05−0.2: medium, and ≥ 0.2: large.
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these students might have higher ability, a better learning technology, or they may be more

motivated, enabling not only a higher first-semester performance, but also a better response

to relative feedback.

Similar to the approach in Allcott (2011), we investigate this by employing a sharp regres-

sion discontinuity design (RDD) among treated students. We compare treated students just

above the average to those on the average or just below, as they should not differ in their

underlying characteristics. Instead, the only difference is the type of feedback that students

receive: above-average feedback or not.

When implementing the RDD, we follow the suggestions of Lee and Lemieux (2010). If the

usual RDD assumption holds, i.e., if there are no other discontinuities around the cutoff, it

provides a causal local average treatment effect. To gather some intuition if this assumption

is likely to hold, we study the control group, for which we should find no behavioral changes

at the cutoff since they receive no relative performance feedback.20 The running variable is

the accumulated credits a student obtained in the first semester as depicted in the feedback

letter, divided by the average credits of their respective comparison group (the correspond-

ing distribution is shown in Figure B.1 in the Appendix).21 Besides providing graphical de-

pictions of the behavior of the outcome variable around the cutoff, we estimate the size of

the jump by implementing a parametric RDD, using the following equation:

Y k
i ≙α0+α1Pi + f (ri)+ f (ri)Pi +siα2+εi , (4)

where Pi indicates if a person placed on the right side of the cutoff, i.e., above the average.

f (ri) is any smooth function of the running variable ri that we allow to vary between the left

and the right side of the cutoff and si is a vector including study program fixed effects and,

in the pooled sample, a cohort fixed effect and its interaction with the study program fixed

effects.22

The existence of a control group that does not receive relative performance feedback

allows us to account for any potential jump in our outcome variable at the cutoff that is

due to unobserved discontinuities that are the same in the treatment and the control group.

We do this by estimating the following regression discontinuity difference-in-difference (RD-

20Another assumption is that individuals have no or only imprecise control over the running variable (Lee
and Lemieux, 2010). This is very likely to hold in our case as when studying for their first semester exams,
individuals do not know that they are going to receive feedback (let alone what form the feedback will have).
Even if they did know, it would be virtually impossible to infer the exact value of the average performance in
their comparison group or to precisely determine their position in the distribution of the assignment variable.

21This provides smoother distributions around the cutoff than using the raw distance to the cutoffs, because
of differences in the credit point distributions within the different comparison groups.

22We do not include the vector xi as covariates, as this can make it difficult to differentiate between an inap-
propriate functional form and discontinuities in the covariates (Lee and Lemieux, 2010).
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DID) specification:23

Y k
i ≙α0+α1Tr eatmenti +α2Pi +α12Tr eatmenti Pi

+α3ri +α13Tr eatmenti ri +α23Pi ri +α123Tr eatmenti Pi ri +siα4+εi ,
(5)

where we are interested in the parameter α12.

Figure 4 visualizes the behavior of the outcome variable around the cutoff for the pooled

sample. For the treatment group we observe a large jump of about seven credits when stu-

dents receive above-average feedback, while we find no jump for the control group. Esti-

mates of the respective coefficients based on two different discontinuity samples and a first

order polynomial are shown in Table 5. Across the two experiments and the pooled sample,

we estimate effects of 5.492 to 8.745 credits for students in the treatment group, all significant

at the 1%-level. For students in the control group, on the other hand, we find no evidence

for changes in second semester performance at the cutoff. Accordingly, coefficients based

on the RD-DID specification shown in the bottom row confirm the effects estimated for the

treatment group.24

Overall, these RD estimates thus deliver robust evidence that relative performance feed-

back increases the subsequent performance of a student around the cutoff by roughly six

credits if it informs them about an above-average instead of an at or below-average perfor-

mance. This finding provides evidence that the large treatment effects for above average

students are not due to their underlying characteristics. Rather, it suggests that the content

of the relative performance feedback matters for the increase in subsequent performance.

It is important to reiterate that the content of the feedback includes being above average or

not as well as the differing normative frames (see Section 2.2). The design of our experiment

does not allow us to cleanly disentangle whether the information about being above average

itself or the combination with the approving normative frame is driving the effect of above-

average feedback. As noted in Section 3.1, the fact that we do not observe positive treatment

effects for students with an average performance provides evidence that the inclusion of an

approving normative frame alone is not sufficient to elicit performance gains.

23See, e.g., Danzer and Lavy (2018) or Dustmann and Schönberg (2012) for more papers that make use of
similar RD-DID specifications.

24In Table B.1 in the Appendix, we show that the pooled sample estimates are robust to different polynomial
specifications and further discontinuity samples. Estimated coefficients only become imprecise and unreliable
when we increase the order of the polynomials while at the same time using small discontinuity samples. We
are not concerned about this, as higher order polynomials can lead to overfitting, especially when the number
of observations is low. As an additional robustness check, Figures B.2 to B.3 visualize the behavior of pre-
treatment covariates around the cutoff. Most of them behave smoothly and in the few cases where we do
observe small discontinuities, they behave similarly in the treatment and the control group. Any effects of
those discontinuities should therefore be captured by our RD-DID specification.
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4.2 Why are the positive effects smaller for students in the top 20 percent?

While the treatment effects are positive for all students above the average, the top 20% of

students react less to feedback. We want to understand what is behind this heterogeneity –

specifically, we are interested in whether it is driven by the slight differences in feedback, or

by the characteristics and specific circumstances of the top 20% students.

This can be assessed with an RDD following the same approach as in the last Section. We

now use the ratio of first semester credits to the 80th percentile of credits in the comparison

group as our running variable and study the sharp cutoff at the 80th percentile.25 If the

attenuated treatment effects among students in the top 20% are indeed caused by the slightly

different feedback type, we should find a negative jump in the outcome variable at the 80th

percentile among treated students.

Figure 5 and the estimates in Table 6, show no significant jump at the cutoff.26 We there-

fore conclude that there is no evidence of the differences in feedback type being behind the

observed heterogeneity among above-average students.

Instead, we argue that the heterogeneity is rooted in the characteristics and circum-

stances of those in the top 20%. Specifically, ceiling effects are a likely explanation. In

Figure 3 it can be seen that treatment raises second semester performance for the above-

average groups to roughly 29 credits, but no higher than that. Figure 6 provides additional

evidence. It shows the cumulative distributions of total credit points at the end of the second

semester for those above and those not above the average, separated by treatment status.

Clearly, the treatment effects among above-average students are concentrated in the lower

parts of the distribution, i.e., below 60 first-year credits.

Several mechanisms provide potential explanations for these observations. First, it could

be the case that even top performing students do not have the capacity, cognitive or other-

wise, to obtain more than roughly 30 credits per semester. Second, and perhaps more plau-

sible, in the standardized European ECTS system, students are advised to collect 30 credits

per semester, and curricula are set accordingly. This number may set an “artificial” ceiling or

reference point that most students do not exceed. Finally, in Section 6.1, we will show that

the effect of relative feedback is larger for students who did not expect to perform above av-

erage. It is therefore also possible that the best performing students are less surprised and,

accordingly, less affected by the above-average feedback.

25The distribution of the running variable is shown in Figure B.4 in the Appendix.
26Table B.2 in the Appendix shows that this result is robust to various polynomial specifications and discon-

tinuity samples.
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5 Repeated treatment

In this section, we report results for the effects of repeated treatment, i.e., effects on perfor-

mance in the third semester (= second treatment semester). We have to take into account

that the treatment effects on second semester performance can affect the type of feedback

that students receive in the third semester. To avoid this possible endogeneity problem, we

therefore analyze the effects of receiving a certain type of feedback in the second semester

on performance in the third semester.

Results based on estimations with all control variables are provided in Table 7. Panel (a)

shows estimates for the treatment effects on credits obtained in the third semester. As in

the second semester, we do not find evidence for effects on performance among all students

(Columns 1 to 3) or for those who did not place above average (Columns 4 to 6) in either co-

hort. We also do not find additional positive effects for students who received above-average

feedback in the second semester (Columns 4 to 6). In Panel (b), we report effects on the ac-

cumulated credits at the end of the third semester. In line with the previous results, the full

sample effect is close to zero. Regarding the effects on above-average students, we find that

the estimated coefficients are close to the corresponding effects on second semester cred-

its shown in Panel (b) of Table 4. For example, in the pooled sample, treated above-average

students have accumulated 1.658 credits more by the end of the third semester, which is

close to the second-semester treatment effect of 1.787 credits reported in Column (6) of Ta-

ble 4. However, due to the higher variance of the accumulated credits at the end of the third

semester – see the bottom row of Panel (b) in Table 7 – the coefficient is no longer statistically

significant (p ≙ 0.148).

These findings suggest that there are no additional effects of repeated treatment on top

of those that we found for the second semester. In the next section, we provide evidence that

the significant second semester effects, as well as the lack of additional effects of repeated

treatment may plausibly be driven by beliefs about relative performance.27

27The institutional setup at the university may also play a role for the dynamics of the effects, and prevent
treatment effects in the third semester. For more than half of the students in our sample, the mandatory in-
ternship semester is scheduled for the fourth semester. Therefore, students who wish to take additional exams
in the third semester may have to choose from courses that are scheduled for the period after the internship
semester. These courses are mostly electives, and because the internship period is supposed to help students
figure out which electives to choose, they may decide against taking these exams early – thus precluding further
effects.
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6 Mechanisms (ii): beliefs about relative performance and

theoretical considerations

6.1 Expectations and treatment effects

The goal of the second experiment was not only replication, but also to further investigate

the mechanisms through which feedback changes behavior. One important condition for

the effectiveness of feedback is that it provides new information and that individuals actu-

ally process it. To shed light on this, in the replication experiment, we conducted pre- and

post-treatment surveys asking students about their expected relative performance in terms

of credits; see Figure 1 for the timing of the surveys and Table A.5 for the questions.2829 We

can then address the following questions. First, how do students’ expectations line up with

actual relative performance? Second, are the beliefs about relative performance influenced

by the feedback? Third, does the treatment effect depend on the accuracy of the initial be-

liefs?

To address the first two questions, we use the survey questions to create a variable that

indicates whether a student expects to place above average in the performance distribution

at the end of the semester. Figure 7 visualizes the pattern of belief updating across the three

semesters separately for students who performed above-average (top panel) and students

who did not (bottom panel). The two left panels provide evidence that pre-treatment stu-

dents have very little intuition about their actual relative performance. Irrespective of ac-

tually placing above average or not, around 50% of treatment and control students expect

to perform above average. In the second semester (middle panels), we find that those who

actually placed above average updated their beliefs: 87% in the treatment group and 68%

in the control group now expect to be better than the average; the difference of 19 percent-

age points is significant at the 5%-level. For students who did not receive above-average

feedback in the second semester, on the other hand, neither the control nor the treatment

group appears to update their expected relative performance. The right panels show that

in the third semester a large majority of above-average students, both in the treatment and

the control group, expects to perform better than the average. For those who did not receive

above-average feedback, we still find no evidence for updates in beliefs.

28The wording in the pre- and post-treatment survey is not exactly the same. While this may have level effects
on control and treatment groups simultaneously, it should not affect the argument about differential updating
between treatment and control we make in this section.

29One caveat applies when considering the data from the surveys: in line with the general development in
survey nonresponse rates (see, e.g., Leeper 2019), the response rates in our surveys are between 15 and 30% (see
Figure 1). Accordingly, our sample is rather small, and we find evidence that the respondents are a positively
selected subpopulation.
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These results suggest the following: First and in line with the positive effects on perfor-

mance, in the second semester above-average feedback leads to more accurate beliefs about

relative performance compared to controls. Second, over time control students who per-

formed above average learn about their relative performance, even in the absence of relative

feedback. As a result, in the third semester, beliefs of students in the control group are al-

most as accurate as the beliefs of students in the treatment group. This disappearing infor-

mational gap between the two groups can plausibly explain the lack of additional treatment

effects in the third semester. Last, we cautiously take the fact that those who did not place

above average do not update beliefs as evidence that students discard or discount the feed-

back if they do not perform above average. This could provide an explanation why in the

second semester we only observe a behavioral response for above-average students.

We can also study whether above-average students who received new or unexpected in-

formation respond more strongly – in contrast to students who already expected that they

would perform above average.30 To test this, we create a dummy Ui that is 1 if a student

underestimated their performance in the first semester, i.e., they did not expect an above

average performance although they then actually performed better than the average. We

estimate the following equation among students that placed above average:

Y k
i ≙α0+α1Tr eatmenti +α2Ui +α12Tr eatmentiUi +siα3+εi , (6)

where α1 gives the treatment effect for those who correctly expected to be above average,

and α12 gives the difference in the treatment effect for those who underestimated their rel-

ative performance. Table 8 presents the results. Column (3) shows that the treatment effect

for those who correctly estimated their position is roughly 1.426 credits, which is about 1.3

points smaller than the 2.678 credit treatment effect that we find in the entire survey sample

(Column 1). Control group students who underestimated their relative performance obtain

on average 2.841 credits less in the second semester than students who did not underesti-

mate their actual relative performance. The interaction suggests that informing those stu-

dents that they actually are above the average can increase their performance to the level of

those who correctly anticipated to be above average.

In Columns (2) and (4) we add control variables; especially the pre-treatment perfor-

mance should be accounted for, as it is correlated with both the post-treatment performance

and with the first semester expectations. We find that the negative effect of underestimat-

ing performance now becomes stronger. Given the covariates, this indicates that at equal

ability, lower confidence can be detrimental to performance. Again, this negative effect is

30The number of survey respondents who perform (below-)average is too low to study their behavior in such
detail.
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completely offset by receiving feedback. Overall, the treatment generates a significant effect

of 5.713 credits for students who underestimated their relative performance (fourth row in

Column 4), indicating that relative performance feedback will be especially helpful for this

group.

6.2 Theoretical considerations

How does our pattern of results and the evidence on students’ beliefs about their relative

performance line up with some of the most common theories on the effects of feedback and

social comparison?

First, social comparison theory and competitive preferences do not fit our results partic-

ularly well: The focus theory of normative conduct suggests that individuals try to comply

with descriptive norms, e.g., the average performance level, predicting positive treatment ef-

fects for those below the descriptive norm (Cialdini, Reno and Kallgren, 1990; Cialdini, 2011).

For those above the norm, the focus is on preventing negative effects by adding an approv-

ing message, i.e., an injunctive norm (Allcott, 2011; Cialdini, 2003; Schultz et al., 2007). If

individuals have competitive preferences, relative feedback is usually predicted to increase

performance across the entire distribution (Azmat and Iriberri, 2010; Dobrescu et al., 2021).

Given that we find no evidence for an increase in performance after below-average feedback,

these theories do not provide a convincing explanation for our pattern of results.

Second, “self-perception theory” proposes that feedback can influence behavior by

changing beliefs over ability (Azmat and Iriberri, 2010; Dobrescu et al., 2021; Ertac, 2005):

performance is a function of both effort and ability, and ability and effort are assumed to be

complements. Feedback will then affect beliefs about ability and thus the optimal choice

of effort, leading to increased (decreased) effort and performance if the feedback signals a

higher (lower) ability than individuals previously believed. In our context, above-average

feedback provides a favorable signal about ability, explaining the positive treatment effects

for this group of students – in particular among those who did not expect to perform above

average. However, our results for students who do not place above average and who arguably

receive an unfavorable signal about their ability, are in contrast with the theoretical predic-

tions, as we find no evidence for negative effects.

Instead, our pattern of results and belief updating can best be reconciled with theories

on the management of self-confidence and the selective processing of information that of-

ten accompanies it (Villeval 2020 provides an overview on how relative performance feed-

back and confidence are connected). Similar to the mechanism in “self-perception theory”,

relative feedback provides a signal about ability. Because the signal can affect the confi-

dence of individuals in their ability, it creates incentives to process feedback in a confidence-
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preserving way. For example, in the model by Bénabou and Tirole (2002) favorable signals

serve individuals to form beliefs about their ability and maintain a positive self-image; posi-

tive effects on performance are expected, because effort and ability are assumed to be com-

plements. To maintain confidence in one’s own ability, adverse signals, on the other hand,

do not adequately enter into beliefs: individuals selectively process good information. In

Compte and Postlewaite (2004) the mechanism is similar: here, positive outcomes are at-

tributed to own abilities or efforts whereas negative outcomes are attributed to, e.g., unfor-

tunate circumstances and therefore do not appropriately depress self-confidence. In both

models, the induced optimism and confidence in own abilities can then lead to better per-

formance.31

The notion that individuals will update beliefs in ego-relevant domains such as relative

performance asymmetrically is supported by evidence from laboratory experiments: indi-

viduals who receive good news about their rank in an IQ test are willing to incorporate this

information in their beliefs, while individuals who receive negative news have little willing-

ness to update their self-concept (Eil and Rao, 2011; Möbius et al., in press).

Our result pattern is in accordance with the theoretical ideas in Bénabou and Tirole

(2002), if we assume that students’ beliefs about relative performance are linked to their be-

liefs about ability. In the second semester, above-average students who receive feedback

have more favorable beliefs about their relative performance than controls and increase

their subsequent performance. By the third semester, our results on students’ beliefs sug-

gest that beliefs about ability in the control and the treatment group have converged, which

explains why there are no additional effects on performance. Students who did not receive

above-average feedback show no sign of correcting their beliefs downward. Consistent with

Bénabou and Tirole (2002), these students may hold optimistic beliefs about their abilities

to overcome lack of willpower and stay motivated.32 Feedback would inform these students

that their ability is lower than initially believed, which would lead to a decline in motivation

and effort and potentially worse outcomes. Disregarding feedback may then prevent this by

preserving confidence in ability.

31Beyond this mechanism, confidence may also have a direct effect on utility, i.e., individuals may simply
enjoy feeling good about themselves (Bénabou and Tirole, 2002; Compte and Postlewaite, 2004; Köszegi, 2006).
This may also be a motivational factor for effort allocation.

32Estimates suggest that up to 95% of college students may be subject to self-control problems (Ellis and
Knaus, 1977; O’Brien, 2002); König, Schweighofer-Kodritsch and Weizsäcker (2019) provide evidence that uni-
versity students manage beliefs about return to effort in ways consistent with Bénabou and Tirole (2002).
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7 Spillovers

7.1 Negative spillovers to other domains?

We have found robust effects of above-average feedback on achieved second semester cred-

its. An important question is whether students generate these gains in performance at the

cost of losses in other domains.

First, a concern could be that encouraging students to obtain more credits may come at

the expense of worse grades because students may shift attention away from them. In Panel

(a) of Table 9, we report treatment effects on students’ GPA at the end of the second semester.

We do not find any significant effects, neither in the full sample (Columns 1 to 3) nor among

above-average students (Columns 4 to 6). Table A.6 in the Appendix shows that this also

holds true in the third semester. It thus appears that feedback can raise performance in terms

of obtained credits, without negatively affecting the other major performance dimension.

Second, it could be the case that relative performance feedback affects the dropout de-

cision of students. Panel (b) of Table 9 reports effects on having dropped out of the study

program by the end of the second semester. As with GPA, we find no evidence for statically

significant effects on students’ dropout behavior; this is also the case in the third semester

(see Table A.6 in the Appendix).

One might also worry that the feedback affects other dimensions that are indirectly re-

lated to performance. For both our experiments we conducted a post-treatment survey in

which we asked students how satisfied they are with their life, the degree to which they are

satisfied with their study program, the degree to which they are satisfied with their perfor-

mance, and how stressful they find their studies (see Figure 1 for the timing of the surveys

and Table A.7 in the Appendix for the questions and the variables used in the estimations).

Table 10 shows the corresponding treatment effects for the pooled sample.33 We find no

statistically significant effects on any of the well-being dimensions we observe.

Taken together, these results show that the increase in the number of obtained credits

does not come at the cost of negative effects on other outcomes, and can therefore be inter-

preted as a net positive effect of above-average feedback.

7.2 Spillovers to the control group?

Spillovers from the treatment to the control group might arise from treated students shar-

ing the feedback information with the control group. Several observations suggest that the

33The number of observations can vary between the outcomes, as students were allowed to give no answers
to the questions in the survey.
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performance enhancing effects of above-average feedback are unlikely due to spillovers.

If there are positive spillovers, and controls also benefit from the above-average feedback,

our treatment effects are downward biased, presenting a lower bound for the true effects of

above-average feedback. In theory, there might also be negative spillovers. For example,

students in the control group may have felt disadvantaged by the fact that they supposedly

did not get the same attention from the university as the treatment group, which then might

result in reduced performance. However, this is unlikely as i) control students also receive

a letter from the faculty including absolute feedback, and ii) the contact person named on

the control group letters did not receive any complaints regarding missing relative feedback

information.

When designing the intervention, we also incorporated measures to make sharing the

feedback among students more difficult. First, as described in Section 2.2, we provide feed-

back not on the level of the degree program but by using smaller comparison groups (only

students in the same program, and with the same year of school leaving certificate, and same

type of university entrance qualification). This “tailored” information in the letters should be

shared less frequently because it may not appear to be of interest to other students who do

not share these characteristics. Second, the feedback graphic necessarily includes the indi-

vidual’s obtained credits, and the feedback letter additionally shows the student’s GPA. Both

are information most students do not want to make public.

We also have some information tentatively indicating the absence of substantial spillover

effects. First, anecdotal feedback from students suggests that they did not observe any shar-

ing of this information, e.g., on social media. Second, the results on student beliefs about

relative performance presented in Section 6.1 show that within the subgroup of students

who received – or in the control group qualified for – above-average feedback, the beliefs of

treated students are significantly more accurate in the first treatment semester compared to

control.34 Finally, as mentioned in Section 4.1, the results of the RDD also provide evidence

against spillovers. In the case of widespread spillovers, we would expect controls to also be

aware of whether they placed above average or not. Contrary to what we actually observe,

we would then expect to find a discrete jump at the average in the control group, too.

34However, the finding that the control group also appears to learn about relative rank over time may be at
least partly driven by sharing of the feedback information, and we thus cannot rule out that we underestimate
the effects of the treatment, particularly in the third semester.
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8 Conclusion

In a field experiment and a direct replication, we investigate the effects of relative feedback

on academic performance. Our results show that students increase their subsequent per-

formance when the feedback informs them about an above-average performance. With the

help of a regression discontinuity design we show that this is true irrespective of the under-

lying characteristics of the students.

In order to investigate the mechanism behind the behavioral reaction to above-average

feedback, we survey individuals about their pre- and post-treatment expectations concern-

ing relative performance and find suggestive evidence that the information about a below-

average or average performance is not processed in the same way as the information about

an above-average performance – which can explain the difference in the behavioral re-

sponses. In addition, our findings suggest that relative performance feedback is especially

effective for those individuals with an above-average performance who initially underesti-

mate their relative performance and this underestimation is linked to worse performance in

the absence of relative feedback. The pattern of results is consistent with theoretical ideas

suggesting that a higher confidence in ability motivates individuals, and that individuals try

to maintain a positive self-assessment of their abilities by selectively processing information

(see, e.g., Bénabou and Tirole 2002).

Our results have important implications from a policy perspective. The intervention

presents a low-cost and easy to implement tool which can increase the performance of a

large share of students at a time that is crucial for habit-formation and getting on track to

graduation. In addition, our findings suggest that the feedback is especially helpful to in-

dividuals who are held back by underestimation of their relative abilities. We also present

tentative evidence that selective information processing may prevent undesirable effects of

relative feedback when it threatens confidence in ability. While we find no negative effects of

feedback on those in the lower parts of the performance distribution, policy-makers should

be aware that this still implies that relative performance feedback can have distributional

implications to the effect of widening achievement gaps.

Future feedback schemes aimed at preventing this should take into account that feed-

back for weaker students may need to be designed in a way that does not jeopardize confi-

dence but is able to enhance it. Future studies might also want to explicitly test whether the

inclusion of normative frames can make (otherwise neutral) relative performance feedback

more effective and whether normative frames can be crafted such that they benefit weaker

students. Another interesting avenue for future research is to investigate if and under which

conditions feedback can generate beneficial effects in the long-run.
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Tables and figures

Table 1: Descriptive statistics and balancing properties

Experiment I Experiment II: Replication
(1) (2) (3) (4) (5) (6)

Control Treatment p-Value Control Treatment p-Value
Mean Coefficient Mean Coefficient

(Std. Dev.) (Robust SE) (Std. Dev.) (Robust SE)
Age 22.514 -0.086 0.696 22.417 0.084 0.689

(3.376) (0.220) (3.078) (0.210)
Female 0.395 0.001 0.976 0.344 -0.001 0.973

(0.489) (0.030) (0.476) (0.029)
HS Degree Abitur 0.430 -0.010 0.766 0.399 0.017 0.604

(0.496) (0.033) (0.490) (0.034)
Time since HS Degree 1.341 -0.094 0.561 1.171 -0.005 0.968

(2.523) (0.161) (1.885) (0.133)
HS GPA 2.567 -0.011 0.758 2.555 -0.042 0.225

(0.563) (0.036) (0.622) (0.035)

% HS GPA Imputeda) 0.012 0.002 0.754 0.020 -0.002 0.824
(0.111) (0.008) (0.141) (0.009)

GPA 1st Semester 2.504 -0.057 0.168 2.602 -0.043 0.290
(0.627) (0.041) (0.640) (0.041)

% GPA 1st Semester Imputeda) 0.067 -0.001 0.968 0.088 -0.009 0.585
(0.250) (0.015) (0.284) (0.017)

Credits 1st Semester 20.236 0.348 0.263 18.660 0.207 0.557
(10.187) (0.311) (11.170) (0.353)

GPA at Randomization 2.491 -0.039 0.479 2.584 -0.031 0.493
(0.713) (0.054) (0.683) (0.046)

% GPA at Randomization NAa) 0.264 -0.014 0.426 0.116 -0.007 0.707
(0.441) (0.017) (0.320) (0.018)

N 405 407 398 399

Note: Columns (1) and (4) present the unadjusted control group means and standard deviations of the covariates. For details on the variables
see Table A.3 and Appendix C. Columns (2) and (5) present the estimated coefficients of regressing the covariates on the treatment indicator

using Equation 1. Columns (3) and (6) test the null hypothesis of no treatment effect. a)See Appendix C for details on the missing values and
the imputation. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 2: Experimental design and number of observations by feedback type

Desc. Perf. Information Not above average Above average
Below average On average Below top 20% Top 20%

Normative Frame No frame Good Great N - Total
Experiment I 342 165 67 238 812
Control 174 76 34 121 405
Treatment 168 89 33 117 407

Experiment II: Replication 320 29 202 246 797
Control 163 12 97 126 398
Treatment 157 17 105 120 399

Note: Feedback type refers to the feedback students received in the first treatment semester.

Table 3: Effect of feedback on credits

Replication
Experiment I Experiment II Pooled

(1) (2) (3) (4) (5) (6)
Treatment 0.665 0.287 0.617 0.312 0.641 0.327

(0.730) (0.695) (0.736) (0.702) (0.518) (0.493)

Strata Yes Yes Yes Yes Yes Yes
Controls No Yes No Yes No Yes
N 812 812 797 797 1609 1609
Control Mean 21.07 21.07 19.75 19.75 20.42 20.42
(Std. Dev.) (12.34) (12.34) (13.32) (13.32) (12.84) (12.84)

Note: Outcome variable: credits second semester; strata: credit strata FE, study program FE, and in the
pooled estimations a cohort dummy and its interaction with the study program FE; controls: HS GPA, credits
first semester, GPA first semester, age, female dummy, time since HS degree, and HS degree Abitur dummy.
Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 4: Effect of feedback on credits – by feedback type

Replication
Experiment I Experiment II Pooled
(1) (2) (3) (4) (5) (6)

Panel (a)

Treatment (T) -0.169 -0.459 -0.930 -1.412 -0.542 -0.893
(1.196) (1.196) (1.147) (1.146) (0.829) (0.826)

T*On-average -1.088 -0.882 -3.470 -1.789 -1.145 -0.519
(1.831) (1.702) (4.263) (4.179) (1.567) (1.466)

T*Above-average (Good) 4.910* 4.609* 4.406** 4.553*** 4.376*** 4.245***
(2.748) (2.544) (1.770) (1.738) (1.450) (1.403)

T*Above-average (Great) 2.029 1.852 1.404 1.711 1.698 1.792
(1.711) (1.667) (1.733) (1.639) (1.217) (1.169)

T+T*On-average -1.257 -1.341 -4.400 -3.200 -1.687 -1.411
(1.390) (1.238) (4.110) (4.030) (1.333) (1.219)

T+T*Above-average (Good) 4.741* 4.150* 3.475** 3.141** 3.834*** 3.352***
(2.471) (2.237) (1.346) (1.299) (1.188) (1.130)

T+T*Above-average (Great) 1.859 1.393 0.474 0.299 1.156 0.900
(1.222) (1.155) (1.300) (1.179) (0.891) (0.828)

Strata Yes Yes Yes Yes Yes Yes
Controls No Yes No Yes No Yes
N 812 812 797 797 1609 1609
P-value of F-test 0.110 0.119 0.051 0.054 0.006 0.009
Panel (b)

Treatment (T) -0.334 -0.625 -0.968 -1.352 -0.587 -0.857
(0.942) (0.921) (1.139) (1.126) (0.724) (0.707)

T*Above-average 2.859** 2.613* 2.821* 2.984** 2.721*** 2.644***
(1.449) (1.385) (1.475) (1.423) (1.018) (0.977)

T+T*Above-average 2.526** 1.988* 1.853** 1.632* 2.134*** 1.787***
(1.101) (1.026) (0.936) (0.873) (0.715) (0.671)

Strata Yes Yes Yes Yes Yes Yes
Controls No Yes No Yes No Yes
N 812 812 797 797 1609 1609
P-value of F-test 0.049 0.059 0.056 0.036 0.008 0.007

Note: Reference category in Panel (a) is below-average feedback. Reference category in Panel (b) are not-above-average
students. P-values in the bottom row of the two panels are from F-tests that test the hypothesis that all interaction terms
of treatment with the feedback types, i.e.,α12 in Equation 3, are equal to zero. Outcome variable: credits second semester;
strata: credit strata FE, study program FE, and in the pooled estimations a cohort dummy and its interaction with the study
program FE; controls: HS GPA, credits first semester, GPA first semester, age, female dummy, time since HS degree, and HS
degree Abitur dummy. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 5: RD estimates at average – first order polynomial

Replication
Experiment I Experiment II Pooled

(1) (2) (3) (4) (5) (6)
Discontinuity Sample 0.25 < r < 1.75 0.5 < r < 1.5 0.25 < r < 1.75 0.5 < r < 1.5 0.25 < r < 1.75 0.5 < r < 1.5
Treatment Group 7.874*** 6.675*** 6.346*** 8.745*** 5.492*** 6.418***

(1.776) (1.991) (2.028) (2.531) (1.243) (1.450)
N 336 295 320 238 656 533

Control Group 0.515 -0.144 -0.689 -0.787 -0.887 -1.246
(2.073) (2.633) (2.415) (2.972) (1.465) (1.743)

N 344 302 313 238 657 540

Diff-in-Diff 7.163*** 6.377** 6.488** 9.035** 5.742*** 7.126***
(2.704) (3.225) (3.153) (3.878) (1.889) (2.230)

N 680 597 633 476 1313 1073
Study Program FE Yes Yes Yes Yes Yes Yes

Note: Outcome variable: credits second semester; study program FE: study program FE and in the pooled estimations a cohort dummy and its
interaction with the study program FE; running variable (r): ratio of first semester credits as depicted in the feedback letter to the comparison
group’s average credits. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 6: RD estimates at 80th percentile – first order polynomial

Replication
Experiment I Experiment II Pooled

(1) (2) (3) (4) (5) (6)
Discontinuity Sample 0.25 < r < 1.75 0.5 < r < 1.5 0.25 < r < 1.75 0.5 < r < 1.5 0.25 < r < 1.75 0.5 < r < 1.5
Treatment Group 2.271 0.836 1.681 0.555 2.632 0.891

(2.584) (2.332) (2.350) (3.532) (1.720) (2.038)
N 348 285 319 267 667 552

Control Group -0.108 0.926 1.135 5.094** 0.621 3.256
(2.808) (2.918) (2.562) (2.575) (1.894) (2.113)

N 355 291 314 267 669 558

Diff-in-Diff 2.485 0.012 0.734 -4.330 2.097 -2.233
(3.778) (3.639) (3.368) (4.200) (2.501) (2.848)

N 703 576 633 534 1336 1110
Study Program FE Yes Yes Yes Yes Yes Yes

Note: Outcome variable: credits second semester; study program FE: study program FE and in the pooled estimations a cohort dummy and its
interaction with the study program FE; running variable (r): ratio of first semester credits as depicted in the feedback letter to the 80th percentile of
credits in the comparison group. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 7: Effect of feedback on credits – repeated treatment

(1) (2) (3) (4) (5) (6)
Exp. I Exp. II Pooled Exp. I Exp. II Pooled

(a) Credits in 3rd sem.

Treatment (T) 0.032 -0.239 -0.061 -0.321 0.318 0.020
(0.686) (0.717) (0.496) (0.918) (1.167) (0.720)

T*Above-average 0.948 -0.974 -0.150
(1.355) (1.467) (0.983)

T+T*Above-average 0.626 -0.656 -0.129
(0.998) (0.891) (0.671)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 812 797 1609 812 797 1609
Control Mean 20.35 17.93 19.15
(Std. Dev.) (12.54) (13.23) (12.93)
(b) Total credits 3rd sem.

Treatment (T) 0.319 0.074 0.266 -0.946 -1.034 -0.836
(1.179) (1.238) (0.855) (1.580) (2.045) (1.245)

T*Above-average 3.561 2.010 2.494
(2.340) (2.536) (1.694)

T+T*Above-average 2.614 0.976 1.658
(1.712) (1.503) (1.145)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 812 797 1609 812 797 1609
Control Mean 61.66 56.35 59.03
(Std. Dev.) (29.70) (32.29) (31.10)

Note: Above-average and not-above-average (the reference category) refers to the type of feedback students received
in the second semester. Outcome variables: credits obtained in third semester (Panel a), sum of credits obtained in
the first three semesters (Panel b); strata: credit strata FE, study program FE, and in the pooled estimations a cohort
dummy and its interaction with the study program FE; controls: HS GPA, credits first semester, GPA first semester, age,
female dummy, time since HS degree, and HS degree Abitur dummy. Robust standard errors in parentheses. * p < 0.1;
** p < 0.05; *** p < 0.01.
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Table 8: Effect of feedback on credits by pre-treatment expectations – above-average students, Exper-
iment II: Replication

(1) (2) (3) (4)
Treatment 2.678* 2.952** 1.426 0.701

(1.528) (1.274) (1.634) (1.147)
Underestimated Performance -2.841 -3.457

(2.704) (2.133)
Treatment*Underestimated 2.797 5.012*

(3.271) (2.694)

Treatment+(Treatment*Underestimated) 4.223 5.713**
(2.794) (2.410)

Study Program FE Yes Yes Yes Yes
Controls No Yes No Yes
N 110 110 110 110

Note: Underestimated performance indicates students who expected a not-above-average performance in the
first semester but then received above-average feedback. Outcome variable: credits second semester; controls: HS
GPA, credits first semester, GPA first semester, age, female dummy, time since HS degree, and HS degree Abitur
dummy. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table 9: Effect of feedback on GPA and dropout

(1) (2) (3) (4) (5) (6)
Exp. I Exp. II Pooled Exp. I Exp. II Pooled

(a) GPA

Treatment (T) -0.012 0.016 0.002 -0.021 0.043 0.002
(0.021) (0.020) (0.014) (0.029) (0.038) (0.023)

T*Above-average 0.025 -0.044 0.000
(0.041) (0.044) (0.029)

T+T*Above-average 0.004 -0.001 0.002
(0.029) (0.021) (0.017)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 767 744 1511 767 744 1511
Control Mean 2.57 2.63 2.60
(Std. Dev.) (0.59) (0.60) (0.60)
(b) Dropout

Treatment (T) -0.006 0.016 0.004 0.010 0.041 0.022
(0.020) (0.023) (0.015) (0.030) (0.047) (0.026)

T*Above-average -0.041 -0.046 -0.039
(0.037) (0.051) (0.030)

T+T*Above-average -0.031 -0.005 -0.017
(0.022) (0.020) (0.015)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 812 797 1609 812 797 1609
Control Mean 0.13 0.16 0.15

Note: Outcome variables: GPA by the end of the second semester (Panel a; passing grades only; highest passing
grade is 1.0, lowest passing grade is 4.0), dropout during or before the second semester (Panel b); strata: credit
strata FE, study program FE, and in the pooled estimations a cohort dummy and its interaction with the study
program FE; controls: HS GPA, credits first semester, GPA first semester, age, female dummy, time since HS degree,
and HS degree Abitur dummy. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.

Table 10: Effect of feedback on well-being – pooled sample

Satisfaction with Satisfaction with
Life Studies Perform. Stress Life Studies Perform. Stress
(1) (2) (3) (4) (5) (6) (7) (8)

Treatment (T) 0.058 0.070 0.020 -0.017 -0.061 0.037 -0.015 -0.018
(0.105) (0.085) (0.066) (0.084) (0.179) (0.143) (0.126) (0.123)

T*Above-average 0.193 0.054 0.054 0.004
(0.218) (0.181) (0.149) (0.170)

T+T*Above-average 0.132 0.091 0.038 -0.014
(0.128) (0.108) (0.075) (0.115)

Study Program FE Yes Yes Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes Yes Yes
N 362 360 361 361 362 360 361 361

Note: Outcome variables: Outcomes are standardized to have mean zero and standard deviation one; see Table A.7 for the survey
questions that are used for the construction of the outcomes; study program FE: study program FE, a cohort dummy, and the interaction
of the cohort dummy with the study program FE; controls: HS GPA, credits first semester, GPA first semester, age, female dummy, time
since HS degree, and HS degree Abitur dummy. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Figure 1: Timeline of experiments

Experiment I

Experiment II: Replication

First Semester Second Semester Third Semester

Randomization
in the week before the 

second semester

Survey
RR = 20.5%

(23/11 – 08/12)

Exam Period Exam Period Exam Period

Exam Period Exam Period Exam Period

Survey
RR = 14.6%

(25/05 – 04/06)

Survey
RR = 14.4%

(29/11 – 20/12)
Randomization

in the week before the 

second semester

Survey
RR = 31.5%

(25/06 –�09/07)

Note: RR = response rate, i.e., the share of our sample that participated in the respective survey.

Figure 2: Relative feedback graphs – treatment group (examples)

(b) Approving frame Good (c) Approving frame Great

(a) No approving frame
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Figure 3: Effect of feedback on credits across feedback types and experiments
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Note: The figures show the raw treatment effects without control variables across
the four different treatment types in lighter shading. The bold print and darker
shaded treatment effects for >average and ≤average combine the two above-

average categories and on-average and below-average, respectively. Panel (a) shows
treatment effects for the original experiment, Panel (b) for the replication experi-
ment one year later, and Panel (c) for the pooled sample. In accordance with the
ECTS (see Footnote 1) on average students are supposed to pass exams worth 30
credits per semester to finish in the scheduled study duration. 90% (thick) and 95%
(thin) confidence intervals are shown.
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Figure 4: RD plot at average – first order polynomial, pooled sample
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Note: Binned scatterplots using first order polynomials. Running variable is the ratio of first semester credits as depicted in the feedback
letter to the comparison group’s average credits. Observations on the left side of the cutoff did not place above average. Observations on
the right side placed above average.

Figure 5: RD plot at 80th percentile – first order polynomial, pooled sample
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Note: Binned scatterplots using first order polynomials. Running variable is the ratio of first semester credits as depicted in the feedback
letter to the 80th percentile of credits in the comparison group. Observations on the left side of the cutoff placed below the top 20%.
Observations on the right side of placed in the top 20%.
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Figure 6: Cumulative distribution of accumulated credit points at the end of the second semester –
pooled sample
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Note: The figure plots the cumulative distribution of the accumulated credit points at the end of the second
semester by treatment status for students who did not receive above-average feedback and students who re-
ceived above-average feedback. The vertical dashed line indicates the number of accumulated credit points
that students should have obtained at the end of the second semester in accordance with the ECTS (see Foot-
note 1).
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Figure 7: Shares of students who expected to perform above average – Experiment II: Replication
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p-Value = 0.807 (0.850); N = 110

p-Value = 0.352 (0.532); N = 81p-Value = 0.040 (0.067); N = 86

p-Value = 0.666 (0.746); N = 37 p-Value = 1.000 (1.000); N = 22 p-Value = 0.863 (1.000); N = 27

Note: For the 1st and 2nd semester expectations depicted in the figure, above- and not above-average performance refer to the type of
feedback students received in the second semester. For the 3rd semester expectations, above- and not above-average performance refer to
the type of feedback students received in the third semester. See Table A.5 for the survey questions on students’ expectations and Figure 1
for the exact timing of the surveys. p-Values based on Pearson’s chi-squared tests. p-Values in parenthesis based on Fisher’s exact test.
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Appendix

A Additional tables and figures

Table A.1: Summary of cost incurred by the relative performance feedback (in euros)

Cost calculation for relative performance feedback (cohort of 800)
Student assistant (60 hours per semester *◆11.70) ◆702
Postage (2 letters *◆0.48 * 800 students) ◆768
Printing of letters (2 letters * 2 pages *◆0.12 * 800 students) ◆384
Printing of letters 2nd language (2 letters * 2 pages *◆0.12 * 140 students) ◆67.20
Envelopes (2 letters *◆0.02 * 800 students) ◆32
Total cost per semester ◆1,953.20
Cost per student per semester ◆2.44

Table A.2: Study programs, number of students, and treatment rates

Observations Fraction in Treatment
Experiment II Experiment II

Study program Faculty Experiment I Replication Experiment I Replication
Business Administration (BuA) BuA 402 333 50.25% 50.15%
International Business (IB) BuA 63 59 49.21% 50.85%

Business Engineeringa) (BE) BuA 61 63 50.82% 50.79%
Mechanical Engineering (ME) ME 235 298 50.21% 49.66%
Energy and Building
Services Engineering (EBSE) ME 51 44 49.02% 50.00%
N – Overall 812 797 50.12% 50.06%

Note: a)BE is a joint degree program of the business and the tech faculty. During the first semesters most courses are related to business adminis-
tration and economics. We therefore assign BE to the business faculty.
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Table A.3: Description of variables

Variable Description

Treatment Variables

Treatment Random assignment to the treatment group.

Stratification Variables

Study program Indicators for study programs; for more information see Table A.2.

Credit strata Indicating strata based on first-semester credit points.a)

Control Variables

Age Age in years at randomization.

Female Indicator for being female.

HS degree Abitur Indicator for a general track degree (“Abitur”); reference category in-
cludes vocational track degree (“Fachhochschulreife”) and students
who hold other degrees.

Time since HS degree Time in years since high school graduation.

HS GPA Final high school grade point average (1=best, 4=worst); missing val-
ues imputed.a)

GPA first semester First semester grade point average (exam-levelb)); (1=best, 4=worst);
failed exams are not included in calculation. Missing values
imputed.a)

Credits first semester Number of credit points (exam-levelb)) obtained in the first semester
net of credits granted for an internship.a)

GPA at randomization First semester grade point average provided to us by the university at
the time of randomization (module-levelb)); (1=best, 4=worst); only
used in the randomization procedure.

Outcome Variablesc)

Credits Credit points obtained in the respective semester net of credits
granted for an internship.

Accumulated Credits Total credit points accumulated until the end of the respective
semester net of credits granted for an internship.

GPA Grade point average at the end of the respective semester (1=best,
4=worst); failed exams are not included in calculation.

Dropout Indicator for having dropped out of the study program before or in
the respective semester.

Well-being See Table A.7.

Note: a)For details see C. b)Exam-level: includes partly completed multiple-exam-modules (= passed sub-modules). Module-

level: considers only fully completed modules. For more details see C. c)All outcome variables are measured on the exam-level.
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Table A.4: Descriptive statistics and balancing properties – above-average students

Experiment I Experiment II: Replication
(1) (2) (3) (4) (5) (6)

Control Treatment p-Value Control Treatment p-Value
Mean Coefficient Mean Coefficient

(Std. Dev.) (Robust SE) (Std. Dev.) (Robust SE)
Age 22.581 -0.412 0.175 22.085 -0.065 0.790

(2.905) (0.303) (2.828) (0.243)
Female 0.394 -0.023 0.636 0.359 0.009 0.823

(0.490) (0.049) (0.481) (0.038)
HS Degree Abitur 0.445 0.063 0.231 0.413 0.017 0.702

(0.499) (0.052) (0.493) (0.045)
Time since HS Degree 1.426 -0.223 0.348 1.081 -0.035 0.819

(2.433) (0.237) (1.699) (0.152)
HS GPA 2.445 -0.026 0.658 2.377 -0.037 0.435

(0.515) (0.060) (0.581) (0.048)

% HS GPA Imputeda) 0.019 -0.008 0.489 0.004 -0.004 0.321
(0.138) (0.012) (0.067) (0.004)

GPA 1st Semester 2.252 -0.088 0.190 2.383 -0.019 0.723
(0.597) (0.067) (0.601) (0.053)

% GPA 1st Semester Imputeda) 0.006 -0.007 0.321 0.000 0.005 0.321
(0.080) (0.007) (0.000) (0.005)

Credits 1st Semester 26.252 0.841 0.166 25.697 0.057 0.892
(8.016) (0.606) (7.632) (0.423)

GPA at Randomization 2.286 -0.030 0.711 2.392 -0.017 0.753
(0.711) (0.081) (0.624) (0.054)

% GPA at Randomization NAa) 0.071 -0.001 0.966 0.000 0.008 0.160
(0.258) (0.017) (0.000) (0.006)

N 155 150 223 225

Note: Columns (1) and (4) present the unadjusted control group means and standard deviations of the covariates. For details on the variables
see Table A.3 and C. Columns (2) and (5) present the estimated coefficients of regressing the covariates on the treatment indicator using Equation

1. Columns (3) and (6) test the null hypothesis of no treatment effect. a)See C for details on the missing values and the imputation. * p < 0.1;
** p < 0.05; *** p < 0.01.

Table A.5: Survey questions on students’ expectations – Experiment II: Replication

First semester Assume that there are 100 students who have started studying at the same time and

are enrolled in the same degree. If you were to rank all 100 students by their credit

points (ECTS), such that rank 1 is the student with the highest number of credit points

and 100 is the student with the lowest ECTS. In which position do you think you

would be?

Second/third
semester

What do you think? How many per cent of your fellow students will have achieved

more credit points (ECTS) than you at the end of the current semester?

Note: Questions provide the option to give no answer.
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Table A.6: Effect of feedback on GPA and dropout – third semester

(1) (2) (3) (4) (5) (6)
Exp. I Exp. II Pooled Exp. I Exp. II Pooled

(a) GPA

Treatment (T) -0.012 -0.023 -0.016 -0.030 0.003 -0.017
(0.023) (0.021) (0.016) (0.032) (0.039) (0.024)

T*Above-average 0.047 -0.043 0.001
(0.045) (0.046) (0.031)

T+T*Above-average 0.017 -0.040 -0.016
(0.032) (0.023) (0.019)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 771 746 1517 771 746 1517
Control Mean 2.59 2.68 2.64
(Std. Dev.) (0.60) (0.58) (0.59)
(b) Dropout

Treatment (T) 0.003 -0.000 0.001 0.012 0.010 0.010
(0.022) (0.025) (0.017) (0.032) (0.048) (0.027)

T*Above-average -0.022 -0.018 -0.019
(0.042) (0.054) (0.033)

T+T*Above-average -0.010 -0.009 -0.009
(0.027) (0.024) (0.018)

Strata Yes Yes Yes Yes Yes Yes
Controls Yes Yes Yes Yes Yes Yes
N 812 797 1609 812 797 1609
Control Mean 0.18 0.26 0.22

Note: Above-average and not-above-average (the reference category) refers to the type of feedback students re-
ceived in the second semester. Outcome variables: GPA by the end of the third semester (Panel a; passing grades
only; highest passing grade is 1.0, lowest passing grade is 4.0), dropout during or before the third semester (Panel b);
strata: credit strata FE, study program FE, and in the pooled estimations a cohort dummy and its interaction with
the study program FE; controls: HS GPA, credits first semester, GPA first semester, age, female dummy, time since
HS degree, and HS degree Abitur dummy. Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Table A.7: Survey questions on well-being – second semester of Experiment I and II

Question

1 Now we would like to ask you about your overall satisfaction with your

life: How satisfied are you currently with your life, all things consid-

ered?

[0 - completely dissatisfied; 10 - completely satisfied]

2 During the last weeks, how often did you feel stressed out by our stud-

ies?

[never; rarely; sometimes; often; very often; always]

3 Please think about the current semester. To what extent do you agree

with the following statements about your studies: When thinking

about my studies, I think of...

3.1 - not having enough time

3.2 - interesting lectures and curriculum

3.3 - pressure to perform well

3.4 - freedom in organizing my studies

3.5 - competition among students

3.6 - personal development and growth

[1 - completely disagree; 7 - completely agree]

4 Now we would like to ask you about your overall satisfaction with your

studies: How satisfied are you currently with your studies, all things

considered?

[0 - completely dissatisfied; 10 - completely satisfied]

5 More specifically: How satisfied are you so far with your performance

in your studies?

5.1 - With my grades, I am...

5.2 - With my attained credit points (ECTS), I am...

[0 - completely dissatisfied; 10 - completely satisfied]

Estimation Outcomes

For the outcomes in Table 10 we ran exploratory factor analyses to
see if there are variables that load on a common factor. Afterwards
we standardized all survey questions within cohort and study pro-
gram. In the cases where multiple questions captured the same la-
tent construct, we constructed our outcomes by averaging across the
corresponding questions:

Life Satisfaction Question 1

Study Satisfaction Questions 3.2, 3.6, and 4

Performance
Satisfaction Questions 5.1 and 5.2

Study Stress Questions 2, 3.1, and 3.3

Note: All questions provide the option to give no answer. For this reason the number of observations in Table 10 can vary
depending on the outcome of interest.
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Figure A.1: Feedback letter I – treatment group (example)

Faculty of Business Administration

XXX XXX

XXX XXX

Access map at: XXX

Your reference:
Your message from:

Our reference:

Contact:

XXX XXX

xxx.xxx@xxx.de

Room: XXX  

07/03/XXXX

XXX
Postfach § XXX XXX

Ms/Mr

XXX XXX

XXX XXX

XXX XXX

Feedback on your performance in the Bachelor's program International Business

Dear Ms/Mr XXX XXX,

the Department of Business Administration would like to assist you in the further organization and planning of 
your studies. To this end we provide you with feedback information about your current academic performance. 
So far you have earned 19 ECTS-Points (CP) (as of 02/03/XXXX).

In order to allow you a better evaluation of your performance, the following figure compares you to students who 
are similar to you. Like you, they have been enrolled in International Business (Bachelor) at the XXX 
since the WS XXXX/XX.

29

24

19

JJ

J

Currently below average

Good

GreatTop 20 %

All

Your CP

Who are similar

students?

Top 20 %: In the "All Students" group 
20 % earned at least this amount of CP.

All: Average CP of all students in your semester,
who in XXXX earned their school leaving
certificate.

Your CP in comparison to similar students

All similar students on average currently have 5 CP more than you.

Please also keep track of your grades when organizing and planning your studies. Your current grade point 
average is 2.55 (as of: 02/03/XXXX).

We wish you all the best for your studies and hope that you enjoy the time in XXX.

Yours sincerely

Prof. Dr. XXX XXX, Dean
Faculty of Business Administration
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Figure A.2: Feedback letter I – control group (example)

Faculty of Business Administration

XXX XXX

XXX XXX

Access map at: XXX

Your reference:
Your message from:

Our reference:

Contact:

XXX XXX 

xxx.xxx@xxx.de

Room: XXX

07/03/XXXX

XXX
Postfach § XXX XXX 

Ms/Mr

XXX XXX 

XXX XXX

XXX XXX

Feedback on your performance in the Bachelor's program International Business

Dear Ms/Mr XXX XXX,

the Department of Business Administration would like to assist you in the further organization and planning of 
your studies. To this end we provide you with feedback information about your current academic performance. 
So far you have earned 23 ECTS-Points (CP), and your current grade point average is 3.43 (as of: 02/03/XXXX).

We wish you all the best for your studies and hope that you enjoy the time in XXX.

Yours sincerely

Prof. Dr. XXX XXX, Dean 
Faculty of Business Administration
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B Robustness of regression discontinuity designs

B.1 RDD at average

Table B.1: RD estimates at average – different polynomials and discontinuity samples, pooled sample

(a) Treatment Group
(1) (2) (3) (4)

0 < r < 2 0.25 < r < 1.75 0.5 < r < 1.5 0.75 < r < 1.25
1st Order Polynomial 6.096*** 5.492*** 6.418*** 8.570***

(1.214) (1.243) (1.450) (2.063)
2nd Order Polynomial 5.974*** 7.379*** 7.375*** 10.517***

(1.772) (1.828) (2.282) (3.653)
3rd Order Polynomial 7.263*** 6.138** 11.247*** -8.681

(2.465) (2.728) (3.304) (8.176)
4th Order Polynomial 7.504** 10.563*** 12.308** 39.245**

(3.223) (3.555) (5.550) (18.682)

Study Program FE Yes Yes Yes Yes
N 700 656 533 352

(b) Control Group
(1) (2) (3) (4)

0 < r < 2 0.25 < r < 1.75 0.5 < r < 1.5 0.75 < r < 1.25
1st Order Polynomial 0.189 -0.887 -1.246 -3.599

(1.354) (1.465) (1.743) (3.304)
2nd Order Polynomial -2.499 -2.698 -5.206 0.214

(2.023) (2.502) (3.431) (5.650)
3rd Order Polynomial -3.790 -4.535 1.476 -14.008

(3.335) (4.008) (5.243) (10.211)
4th Order Polynomial -4.245 -2.311 -7.905 26.981

(4.666) (5.491) (7.927) (23.156)

Study Program FE Yes Yes Yes Yes
N 699 657 540 342

Note: Outcome variable: credits second semester; study program FE: study program FE, a cohort dummy,
and the interaction of the cohort dummy with the study program FE; running variable (r): ratio of first
semester credits as depicted in the feedback letter to the comparison group’s average credits. Robust stan-
dard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Figure B.1: Distribution of the running variable at average – pooled sample

Combined K-S Test
Treat vs Cont: D = 0.021, p = 0.995
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Note: The top panel shows the density of the running variable used for the RDD.
Running variable is the ratio of first semester credits as depicted in the feedback
letter to the comparison group’s average credits. Observations with values lower or
equal to 1 did not place above average and observations with values above 1 placed
above average. The two bottom panels show the distribution of the distance to
the comparison group’s average in credit points. Observations with negative values
or zero did not place above average and observations with positive values placed
above average.



54

Figure B.2: RD plot at average for covariates – first order polynomial, pooled sample
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Note: Binned scatterplots using first order polynomials. Running variable is the ratio of first semester credits as depicted in
the feedback letter to the comparison group’s average credits. Observations on the left side of the cutoff did not place above
average. Observations on the right side placed above average.
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Figure B.3: RD plot at average for covariates – first order polynomial, pooled sample (cont.)
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Note: Binned scatterplots using first order polynomials. Running variable is the ratio of first semester credits as depicted in
the feedback letter to the comparison group’s average credits. Observations on the left side of the cutoff did not place above
average. Observations on the right side placed above average.
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B.2 RDD at top 20%

Table B.2: RD estimates at 80th percentile – different polynomials and discontinuity samples, pooled
sample

a) Treatment Group
(1) (2) (3) (4)

0 < r < 2 0.25 < r < 1.75 0.5 < r < 1.5 0.75 < r < 1.25
1st Order Polynomial 2.134 2.632 0.891 2.969

(1.569) (1.720) (2.038) (3.129)
2nd Order Polynomial 3.889 2.964 5.941 0.269

(2.429) (3.275) (3.866) (5.011)
3rd Order Polynomial 3.681 2.556 0.582 7.251

(3.788) (3.982) (4.407) (7.762)
4th Order Polynomial 0.148 1.990 -8.383 3.371

(3.931) (4.686) (8.173) (10.507)

Study Program FE Yes Yes Yes Yes
N 730 667 552 396

b) Control Group
(1) (2) (3) (4)

0 < r < 2 0.25 < r < 1.75 0.5 < r < 1.5 0.75 < r < 1.25
1st Order Polynomial -0.365 0.621 3.256 0.943

(1.604) (1.894) (2.113) (2.327)
2nd Order Polynomial 1.786 1.657 -1.757 -2.875

(2.547) (2.776) (3.011) (3.808)
3rd Order Polynomial 1.701 -0.136 -1.709 -21.222***

(3.457) (4.250) (4.159) (7.934)
4th Order Polynomial -4.984 -9.215* -18.092*** -9.113

(4.480) (4.760) (5.671) (9.029)

Study Program FE Yes Yes Yes Yes
N 726 669 558 402

Note: Outcome variable: credits second semester; study program FE: study program FE, a cohort dummy,
and the interaction of the cohort dummy with the study program FE; running variable (r): ratio of first
semester credits as depicted in the feedback letter to the 80th percentile of credits in the comparison group.
Robust standard errors in parentheses. * p < 0.1; ** p < 0.05; *** p < 0.01.
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Figure B.4: Distribution of the running variable at 80th percentile – pooled sample

Combined K-S Test
Treat vs Cont: D = 0.027, p = 0.923
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Note: The top panel shows the density of the running variable used for the RDD.
Running variable is the ratio of first semester credits as depicted in the feedback
letter to the 80th percentile of credits in the comparison group. Observations with
values lower than 1 placed below the top 20% and observations with values equal
to or above 1 placed in the top 20%. The two bottom panels show the distribution
of the distance to the comparison group’s 80th percentile in credit points. Observa-
tions with negative values placed below the top 20% and observations with zero or
positive values placed in the top 20%.
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C Data and methods appendix

The university provides student-level data on accumulated credit points (ACP), the cumulative grade

point average (CGPA), individual exam performance, and demographic information. In this section,

we describe how this data was used in the feedback letters and the randomization, how outcome

variables and covariates are defined, and how we augment the administrative data with four online

surveys.

Feedback data. As described in Section 2.1, we provide students with absolute and relative feed-

back on their ACP and their CGPA by sending postal letters twice per semester (see Figure 1). The

information in the first and in the second letter was mostly identical but for some students changes

occured (e.g., during the first treatment semester for 133 (21) students in Experiment I (II) the uni-

versity updated the information on ACP).35 These changes appear if (i) exam results were not yet

available at the time the first letter was composed, (ii) grades were changed after students inspected

their exams, or (iii) due to administrative problems at the university.36 As a result, a small number

of students received different types of relative feedback in the two letters: 15 (17) students in Experi-

ment I (II) no longer had an above-average performance in the second letter although they did so in

the first letter, and 10 (12) no longer had a below-average performance. We estimate heterogeneous

treatment effects based on the relative feedback types of the second letter, as it provides the most ac-

curate information and because it is more likely to be salient when students start to prepare for their

exams.

The university awards credit points and grades on a module level. Modules can consist of a single

exam or of several exams (sub-modules), all of which must be passed to complete the entire module.

Module-level grades are based on the credit-weighted grades of the exams which make up a mod-

ule. To compute the CGPA the university sums up the product of the grades and credit points of all

modules and divides by the ACP.37 Failing grades do not enter into the CGPA. It is important to note

that the university only considers completed modules for the ACP and the CGPA.38 We refer to the

university’s approach of accumulating performance measures as aggregation on the module-level.

Students can access their personal ACP and CGPA online on a website.39 As mentioned before, we

use the same variables to illustrate our feedback. Although information at the exam-level would have

reflected their individual performance more accurately as it also includes partly completed multiple-

exam-modules, we decided not to use it. The reason was that it would have led to conflicting numbers

between the official information on the web and our letters, which could have caused questions and

35Updates during the semester also occur on a similar scale with respect to the CGPA. The changes in the ACP
and CGPA do not necessarily coincide. The reasons for this are explained below.

36 When the first letter of Experiment I was sent the university had not yet calculated the CGPA information
for one of the smaller study programs (Business Engineering; N=61).

37For GPAs in the Business Administration program, the study regulations require the university to double
weight each module scheduled after the first year.

38 This procedure is in effect across all faculties for the CGPA, but not for the ACP. When calculating the ACP,
the technical faculty also takes sub-modules into account, while the business faculty only counts completed
modules.

39Importantly, in absence of the treatment, the university does not provide any information on the students’
relative performance.
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potentially also complaints from students.

The variable ACP is defined as zero and the variable CGPA contains a missing value if (i) students

did not participate in an exam yet, (ii) students took exams but did not pass any of these, and (iii) stu-

dents passed only sub-modules but did not yet complete a full module. For example, at the beginning

of the second semester 64 (79) students had zero ACP in Experiment I (II) and 210 (89) students had

missing values on the CGPA. In the feedback letters, the latter were replaced with an asterisk which

refers to a footnote stating that “Due to technical reasons the grade point average is currently not

available. Individual grades can be checked on [the online study platform of the university]". Regard-

ing the ACP we printed the zero and no bar.

Randomization data. In both cohorts, randomization was carried out in the week before the sec-

ond semester started using demographic information and the individual ACP and the CGPA.

We stratified on study program and ACP, and performed re-randomization (Morgan and Rubin

2012) based on CGPA, age, sex, high school grade, time since high school graduation, and (in Ex-

periment II) type of high school degree. In Experiment I we defined five ACP strata for every study

program (AC P ≤ 12, 12 < AC P ≤ 18, 18 < AC P ≤ 24, 24 < AC P ≤ 30, AC P > 30). In Experiment II we

defined ACP strata based on quantiles (Q); four ACP strata in the larger study programs BuA and Me-

chanical Engineering (AC P <Q0.25, Q0.25 ≤ AC P <Q0.5, Q0.5 ≤ AC P <Q0.75, AC P ≥Q0.75) and two ACP

strata in the other study programs (AC P <Q0.5, Q0.5 ≤ AC P ). For the randomization in Experiment II,

we filled missing values on the variables high school GPA (N=30) and CGPA (N=89) with a constant

in order to avoid losing units in the randomization and to balance on the full sample.4041 Tables 1

and A.4 shows that missing data on both variables are balanced across the treatment and the control

group.

Outcome variables and covariates. For the analysis in Section 3 we calculate credits and GPA

based on semester-exam-level data. We use the following outcome variables: credit points per

semester net of credits granted for internships, accumulated credits net of credits granted for in-

ternships, dropout, GPA (excluding failing grades), and survey variables on students’ well-being.42 In

contrast to the ACP and the CGPA, the credit points and GPA are now measured on the exam-level,

i.e., if students only partly completed a multiple-exam-module we still included the passed and failed

sub-modules in our analyzes. Not only do these outcomes provide more accurate information on the

students’ performance in each semester, but using the ACP and the AGP as outcome variables could

also result in an overstated treatment coefficient.43

40In Experiment I we balanced only for the study program Business Administration and only for observations
without missing values.

41After the randomization, the university was able to provide us with information on the high school GPA of
15 of the 30 missing observations. To use high school GPA as a covariate, we thus only had to impute 15 missing
values (see below).

42Internships are scheduled later in the study program (4th/5th semester). Some students are awarded these
credits at the start of their studies because they completed an apprenticeship and have work experience. As we
are interested in the effect of treatment on academic performance, we do not count these internship credits.

43The upward bias occurs when a module consists of several exams which are taken in different semesters.
To calculate the ACP and the CGPA the university records the credits and grades awarded for a module in the
semester in which the last sub-module has been passed. Let’s consider two sub-modules each worth five credits
that constitute a composite module running over the first and second semester. Now compare two otherwise
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In the regressions we include stratification fixed effects (study program dummies, ACP strata

dummies, and a cohort dummy in pooled estimations and its interaction with the study programs),

balancing variables (age, sex, high school grades44, and time since high school graduation), and fur-

ther control variables (type of HS degree, exam-level first semester credits) as covariates. To keep the

number of observations constant across specifications we did not include the CGPA at randomiza-

tion (210 (89) missing values in Experiment I (II)) in the vector of balancing variables. Instead, in the

specifications using further control variables we complement the vector of ability controls by adding

the individual GPA on the exam-level. The exam-level GPA still has missing values for students who

attempted no exams or failed all exams they attempted (54 (66) in Experiment I (II) in the overall sam-

ple). We therefore predict the GPA of these students by running linear regressions of the first semester

GPA on study program fixed effects, age dummies, gender, time since high school graduation, type of

high school degree, and high school GPA to impute these missing values. The imputation allows us to

keep the sample size constant across estimations.

Survey data. We also use data from four online surveys. They were conducted in the second half of

the semesters, approximately at the time when we usually sent the second letter (see Figure 1). Three

of the surveys were carried out after the treatment but in Experiment II we also conducted an addi-

tional survey prior to the treatment. The questionnaires included questions on outcome variables

such as: how satisfied students are with their life, the degree to which they are satisfied with their

study program, the degree to which they are satisfied with their performance, and how stressful they

find studying. We only considered questions as potential outcomes of interest if they were asked the

same way in the surveys of both experiments. Because some questions cover similar topics and to

reduce the number of outcomes we ran exploratory factor analyses to see which questions load on a

common factor. We then standardized all survey questions within cohorts and study programs and

in the cases where multiple questions captured the same latent construct, we constructed our out-

comes by averaging across the corresponding questions (see Table A.7 for the survey questions and

how they were aggregated to obtain the variables used in the estimations). Furthermore, in Experi-

ment II we also gathered pre- and post-treatment information on students’ beliefs about their relative

performance (see Table A.5).

identical students – one in treatment and in the control group – both have already passed the first sub-module.
If we assume that the feedback causes the treatment student to pass the second exam, the treatment effect in
the cumulative data would be 10 credits. However, the actual performance difference between the two individ-
uals in the treatment semester is only five credits.

44For some students, the university has no information on high school GPA. We therefore predict 11 (15)
missing values on high school grades in Experiment I (II) from a linear regression of the HS GPA on study
program fixed effects, age dummies, gender, time since high school graduation and type of high school degree.
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