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The Prediction of Diabetes 
Abstract 

The following article presents an analysis of the determinants of diabetes using a dataset containing 
the surveys of 2000 patients from the Frankfurt Hospital in Germany. The data were analyzed using 
the following models, namely: Tobit, Probit, Logit, Multinomial Logit, OLS, WLS with 
heteroskedasticity. The results show that the presence of diabetes is positively associated with 
"Pregnancies", "Glucose", "BMI", "Diabetes Pedigree Function", "Age" and negatively associated 
with "Blood Pressure". A cluster analysis is realized using the fuzzy c-Means algorithm optimized 
with the Elbow method and three clusters were found. Finally a confrontation among eight different 
machine learning algorithms is realized to select the best performing algorithm to predict the 
probability of patients to develop diabetes.  

Keywords: Machine Learning, Clusterization, Elbow Method, Prediction, Correlation Matrix, 
Principal Component Analysis, Binary and non-Binary regression models.  

 

1. Introduction-Research Question 

Diabetes is one the most relevant contemporary disease. 10% of the US population has diabetes. 84 
million Americans are prediabetes and are 70% likely to develop type 2 diabetes in the absence of 
health interventions [1]. Furthermore, diabetes is one of the most costly disease for national health 
systems. The combination of the two factors i.e. the large percentage of world population that is 
affected by diabetes, and the high costs of diabetes for national health systems create the urgency for 
a political, institutional response that is either oriented to promote individual and social health either 
able to reduce the cost of diabetes treatments for patients. The change of individual behaviours, the 
understanding of the co-cause of diabetes, and even the research and development in the 
pharmacological sectors are able to promote a deeper understanding of diabetes and the methodology 
to promote a better health at individual and social level and a reduction in public costs for the care of 
diabetes patients. In our analysis we have used a public databased that consider a set of 2000 patients 
from a Hospital in Frankfurt that is on Kaggle. Our contribution try to investigate the presence of co-
cause of diabetes trying to understand the presence of significant association between diabetes on ne 
side and other individual health conditions on the other side. Finally, based on the proposed variable 
we have estimated the probability that the n-patient could have or not diabetes based on the analyzed 
datasets. Our research question is based on the necessity to investigate solid relationship between 
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diabetes as investigated variables and explicable variables in order to predict the probability for 
patients to develop diabetes based on the analyzed data.  
The article continues as follows: the second paragraph contains the methodology, the third paragraphs 
presents the a non-critical but just informative literature review to introduce the topic, the fourth 
paragraph contains the data description, correlation matrix and principal component analysis, the fifth 
paragraph analyses the results of the regression analysis, the sixth paragraph shows the results of a 
clusterization with fuzzy c-Means optimized with the Elbow Method, the seventh paragraph presents 
the results of the confrontation among different machine learning algorithm oriented to the prediction 
of the probability to develop diabetes, the eight paragraphs concludes.  
 

 

2. Methodological section 

The article present a set of metric analysis that have the goal to set the best set of variables to generate 
a model oriented to predict the probability of a patient to develop diabetes. In this sense the 
methodology presents can be divided in two different phases:  

 First phase: in which a set of complex metric analysis is realized to find the best variable for 
the prediction. Specifically we use a set of complex metric analysis to verify the presence of 
significant relationships among the variables of the datasets. The main goal of this phase is to 
verify the presence of variables that are associated to diabetes in the sense of correlation, with 
PCA and as a consequence of the regression analysis. Once the variables are found, and after 
checking their consistence and metric appropriateness, we build a model that in the third phase 
has been used to the prediction of the probability of patients to develop diabetes.  

 Second phase: in this phase a cluster analysis has been realized with the fuzzy c-Means 
algorithm to verify the presence of relationships among each cluster. The main goal of this 
phase is twofold: firstly the dataset is divided in a series of clusters and secondly after having 
computed the percentage of diabetes patient in respect to the total number of patient, we try 
to verify the presence of relationships among the variables in each cluster. 

 Third phase: is based on a comparison among different machine learning algorithms to predict 
the probability that a patient has to develop diabetes. This analysis is based on the valuation 
of the predictive performance of machine learning algorithms based on maximization of R-
squared and minimization of statistical errors. 

Finally after the third phase, a prediction is realized to compute the probability of patients to develop 
diabetes. The methodology is also showed in the following figure:  
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Figure 1. Methodology used to predict the probability that patients have to develop diabetes. The first phase is based on a set of 
metric analysis, the second phase is based on clusterization with fuzzy c-Means, the third phase contains a comparison among 
different machine learning algorithms to predict the probability of diabetes.  

 

3. Literature Review  

Diabetes and Pregnancies. Pre-pregnancy diabetes mellitus complicates approximately 0.3% of 
pregnancies in the US. While diabetes mellitus resulting from gestation complicates between 5% and 
10% of pregnancies. The spread of type 2 diabetes among the pregnant population is the consequence 
of the spread of obesity among young US cohorts [2]. [3] define gestational diabetes mellitus as the 
most common complication of pregnancies with significant consequences for the health of mothers 
and new-borns. However, the authors emphasize that it is possible to prevent and promote greater 
health in women by reducing the risk of gestational diabetes mellitus by intervening in the correction 
of eating behaviours and in promoting sports activities of pregnant women in the periods of pre-
conception, early pregnancy and interconception. [4] analyzed the relationship between gestational 
diabetes and external temperature at the time of delivery. The authors analyzed data from more than 
24,000 pregnant women in an obstetric hospital in the UK. The results show that the consequences 
of gestational diabetes tend to worsen with increasing temperature. [5] check for a positive 
relationship between gestational diabetes and neonatal hypoglycaemia. [6] highlight the positive 
relationship between diabetes in pregnant women and the increase in infant mortality. [7] analyze the 
relationships between pregnant diabetic women and the Covid 19 pandemic. If pregnant women have 
normal weight or BMI overweight in the pre-twin pregnancy stages then there is a greater likelihood 
of gestational diabetes regardless of weight gain during pregnancy.  [8] show a positive relationship 
between impaired right fetal heart function and gestational diabetes regardless of whether the 
pregnant woman is undergoing diabetes treatment or not. Pregnant women with obesity and 
gestational diabetes mellitus undergo changes in the function and size of the placenta [9]. [10] 
consider the risk of gestational diabetes mellitus in women undergoing assisted fertilization. [11] 
verify the presence of a positive relationship between pregnant women with diabetes and the presence 
of macrosomia in infants. The authors propose to use biomarkers to verify the presence of possible 
macrosomia in pregnant women with diabetes. [12] present the case of a diabetic patient who had two 
different pregnancies. In the first pregnancy, the pregnant woman with diabetes was treated with 
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punctures. Following the first pregnancy, the patient used the artificial pancreas. The artificial 
pancreas consists of an insulin pump, a continuous monitoring of blood glucose, and a control 
algorithm that regulates the administration of basal insulin. However, the use of artificial pancreas 
also requires the use of a certain interaction on the part of patients who have to interact with the open 
source algorithms. The use of the artificial pancreas appears to be very capable of improving the life 
of diabetics even if they express concerns about the secrecy of data and possible failures of the 
computer system. The woman who used the artificial pancreas in the second pregnancy said she had 
a better pregnancy than the first. The authors therefore propose to use the artificial pancreas for 
diabetic pregnant women to increase the quality of life of pregnant women. [13] analyze the effects 
of gestational diabetes in the case of single fetus and twin pregnancies. The authors verify that 
gestational diabetes mellitus is not associated with hypertension unlike single fetal pregnancies. 
However, the authors verify that there are also negative consequences in the case of gestational 
diabetes mellitus in the case of twin pregnancies such as accelerated growth of the fetus. [14] consider 
the determinants of GDM-gestational diabetes mellitus. Pregnant women are more likely to develop 
gestational diabetes mellitus in the presence of the following elements: overweight, obesity, advanced 
maternal age, family history of diabetes. Presence of gestational diabetes mellitus may increase the 
infant's risk of type 2 diabetes and macrosome. There is a positive relationship between gestational 
diabetes mellitus, body mass index and weight gain in pregnancy. Women who experience diabetes 
in pregnancy are also more likely to give birth to face the issue of the fetus or new-born Large for 
Gestational Age-LGA [15]. [16] highlight the negative consequences that the presence of diabetes 
mellitus can have on pregnant women and their offspring. This relationship is mainly connected to 
the growth of the Body Mass Index-BMI. [17] Found a positive relationship between the growth of 
the mean glucose value and the value of Large for Gestational Age-LGA and neonatal composite 
outcome-NCO. [18] consider the difference between Vaginal Delivery-VD and Caesarean Delivery-
CD in a sample of Finnish women in childbirth characterized by gestational diabetes mellitus. The 
authors verify that the adverse consequences of childbirth tend to be greater in the case of using 
Caesarean Delivery-CD than with Vaginal Delivery-VD.  [19] analyze stillbirth and infant mortality 
rates in connection with gestational diabetes mellitus. The authors collected data on stillbirths in 
connection with diabetic pregnancies in the period between 2006 and 2017 in Westmead Hospital. 
The data were obtained through the analysis of medical records. The authors analyzed the case of 37 
women of which seven with type 1 diabetes, 11 with type 2 diabetes and 19 with gestational diabetes 
mellitus. The malformations that are connected with the presence of diabetes in pregnancy are mainly 
related to the cardiovascular and musculoskeletal dimensions. The authors conclude that stillbirth is 
still an unsolved problem in diabetic pregnancies. [20] identify a set of biomarkers that can be used 
to predict gestational diabetes mellitus. [21] verify the presence of a relationship between the presence 
of gestational diabetes mellitus and the onset of problems related to blood clotting for pregnant 
women. Through an empirical analysis [22] found a relationship between women with gestational 
diabetes mellitus and postpartum metabolic syndrome. [23] analyzed the relationship between 
gestational diabetes mellitus and the likelihood of developing diabetes in the later stages of a woman's 
life. The data show that the hazard rate for women who developed gestational diabetes mellitus is 
approximately 3.87 compared to women who did not develop gestational diabetes mellitus. That is, 
those who had diabetes during pregnancy are about 4 times more likely to develop type 2 diabetes in 
the 6-15 years following pregnancy. The authors also find a very long-term correspondence - up to 
35 years - between those who had gestational diabetes mellitus and those who had type 2 diabetes 
following pregnancy. 

Diabetes and Glucose. [24] verify the presence of a relationship between the interval time in the 
ambiance of continuous glucose monitoring and the value of diabetic retinopathy in patients with type 
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2 diabetes. [25] analyze the relationship between glucose-impaired metabolism and diabetes mellitus 
in the Basque region. The authors verify that 21.6% of the population had glucose-impaired 
metabolism. The factors that are associated with impaired glucose metabolism and diabetes are: male 
sex, abdominal obesity, high triglyceride levels, hypertension, family history of diabetes, age and 
cholesterol. [26] consider the presence of the relationship between glucose, weight and diabetes. The 
authors verify that weight reduction in the cohort of participants in the analysis has an absolutely 
positive effect in reducing the prediction of diabetes risk. Every kg of body weight lost reduces the 
risk of diabetes by 43%. The authors conclude that even small reductions in body weight can generate 
significant improvements in reducing the risk of diabetes. [27] refer to a drug capable of inhibiting 
the sodium-glucose cotransporter which is effective in reducing glycemic variability, regulating blood 
pressure and reducing body weight. [28]  identify the presence of a threshold to distinguish between 
stable and unstable blood glucose in diabetic patients. In particular, the authors identify a measure 
that is (%𝐶𝑉 =  [(𝑆𝐷 𝑜𝑓 𝐺𝑙𝑢𝑐𝑜𝑠𝑒) / (𝑀𝑒𝑎𝑛 𝐺𝑙𝑢𝑐𝑜𝑠𝑒)  ∗  100)]. The authors verify that when the 
%CV value exceeds 36% then the frequency of hypoglycemia increases especially in patients treated 
with insulin. [29] consider the impact on glucose metabolism of fucoidans useful in diabetes therapy. 
[30] offer a series of diabetes mellitus - defined as insufficient insulin production leading to a lack of 
proper blood glucose regulation. The authors distinguish among type 1 diabetes, type 2 diabetes and 
gestational diabetes. [31] analyze the case of the use of a digital diabetes level monitoring system 
called Smart Glucose Manager-SGM in Sri Lankan patients with diabetes. The analysis carried out 
with a group of users of the SGM system equal to 27 compared with a control group of 25 units, 
shows that the use of the Smart Glucose Manager-AGM has a positive impact in terms of improving 
the treatment of diabetes. 

Diabetes and BMI. [32] show the limitations of the Body Mass Index-BMI in predicting Diabetes 
Remission. This predictive insufficiency of the Body Mass Index is associated with the existence of 
a non-linear relationship between muscle mass and the Body Mass Index. [33] find a non-linear 
relationship between BMI and HbA1c- average blood glucose sugar levels in a dataset of Danish 
children. [34] find a positive relationship between the increase in BMI and the spread of type 2 
diabetes in Samoa by analysing data from a long historical series from 1978 to 2013 of 12,516 
individuals. [35] analyze the impact of Roux-en-Y-RYBG gastric bypass in treating obese patients to 
reduce the impact of type 2 diabetes. The authors verify that patients with a reduced Body Mass 
Index-BMI have greater benefits from RYGB. [36] verify the existence of a positive relationship 
between Body Mass Index-BMI in a sample of 482,589 Chinese aged between 30 and 79 years 
between 2004 and 2008. The authors believe that the growth of adiposity in China indicates an 
increasing trend of diabetes in the population. [37] found that diabetic patients with a Body Mass 
Index-BMI between 27 and 34 had greater benefits from the combined use of bariatric surgery and 
intensive medical care compared to using intensive medical care alone. [38] verify a significant 
percentage of patients with diabetes remission for individuals with type 2 diabetes mellitus having a 
BMI <32.5 kg / m2 undergoing metabolic surgery in a sample of 112 Asians. [39] consider the 
relationship between patients with type 2 diabetes mellitus, the growth of the Body Mass Index-BMI 
and the likelihood of functional anomalies of the left atrium. [40] consider the existing relationship 
between the Body Mass Index-BMI and type 2 diabetes mellitus through the use of Mendelian 
randomization. [41] analyze the relationship between the Body Mass Index-BMI and the risk of type 
2 diabetes in Chinese adults. [42] use machine learning techniques for the prevention of diabetes also 
through the use of the Body Mass Index-BMI. [43] analyze the role of obesity in determining diabetes 
in a multi-ethnic cohort of patients. The authors consider that type 2 diabetes is generally positively 
associated with breast cancer. However, the Body Mass Index for Latin women is not associated with 
the increased risk of breast cancer in patients with type 2 diabetes. [44] demonstrate the existence of 
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a positive relationship between the trend of the Body Mass Index-BMI and the risk of developing 
type diabetes in middle-aged women through the analysis of data of 12,302 women participating in 
the Australian Longitudinal Study on Women's Health -ALSWH between 1996 and 2016. [45] 
analyze the relationship between Body Mass Index-BMI and diabetes especially considering the 
limitations of the Body Mass Index as an indicator unable to distinguish between fat mass and lean 
mass. In fact, the authors also consider other indicators able to better represent the presence of fat 
mass and lean mass such as: waist circumference, the ratio between waist-height, predicted fat 
percentage, waist-hip ratio and body shape. [46] verify the presence of positive effects for diabetes 
patients with high basal BMI treated through the use of cinnamon. 

Diabetes and Diabetes Pedigree Function. [47] find a positive correlation between Diabetes Pedigree 
Function, BMI and Glucose within a dataset aimed at diabetes detection. [48] use the variable 
Diabetes Pedigree Function to estimate diabetes through a set of machine learning algorithms 
measured by accuracy, precision and recall. [49] verify the existence of a directly proportional 
relationship between the variable Diabetes Pedigree Function and the value of Diabetes. [50] use 
diabetes pedigree function to estimate, together with other variables, the presence of diabetes through 
the use of the multilayer perceptron.  [51] use the Pedigree Diabetes Function variable together with 
others with the Ensemble Machine Learning Techniques. [52] consider the positive role of diabetes 
pedigree function and weight in determining diabetes with machine learning algorithms. [53] uses the 
Pedigree Function Diabetes variable along with other variables to predict diabetes using fuzzy 
methods. [54] use the Pedigree Diabetes Function variable to predict diabetes with Artificial Neural 
Network. [55] use hypertuned machine learning techniques to predict diabetes mellitus with Pedigree 
Diabetics Function together with other variables. [56] verify the existence of a positive relationship 
between diabetes pedigree function and the presence of diabetes with a correlation index value equal 
to an amount of 0.17. [57] verify the presence of a relationship between diabetes and pedigree diabetes 
function through the Support Vector Machine. [58] it was estimated that in 2018 the number of 
diabetics in the world was equal to 451 million people and it is expected that this value in 2045 will 
reach an amount of 693 million people. [59] verify the presence of a positive relationship between 
Diabetes Pedigree Function and Diabetes through the use of a set of techniques and through the use 
of appropriate case studies. [60] demonstrate the presence of a positive relationship between diabetic 
pedigree function and diabetes prediction. [61] use a set of variables including Diabetes Pedigree 
Function for the prediction of diabetes mellitus through machine learning algorithms. 

Finally, the literature suggests the presence of a positive relationship between aging and diabetes [62] 
and a positive relationship between diabetes and blood pressure [63]. 

Furthermore, in the analysis of the treatment of the main diseases it is necessary to consider the role 
of telemedicine [64] and the application [65]  of medical devices [66] for monitoring and control [67].  
Telemedicine is also relevant to offer home care that is essential in long and painful diseases as 
diabetes [68]. The application of AI algorithms can be useful in the treatment of diabetes [69]. Big 
data can offer a useful tool to improve the predictive performance of algorithms [70]. Finally, the use 
of AI can oriented the telemedicine and the health sector toward Industry 5.0 [71]. On a 
methodological point of view, the usage of augmented data can improve the application of predictive 
algorithm even in the management of healthcare datasets [72]. Similar considerations can also be 
realized for other disease that massively affect the global population such as hypertension [73]. 
Furthermore, the usage of machine learning can be effectively improve the ability to predict diabetes 
based on glycemic status of patients [74].  
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4. Data Description, Correlation Matrix and Principal Component Analysis  

The statistical descriptions of the analyzed data6 are presented below, that is: 

• Pregnancies: has an average value of 3.7, a median value of 3, a minimum value of 0 and a 
maximum value of 17, a standard deviation value of 3.3061 units, a value of the coefficient 
of variation equal to an amount of 0.89269, an asymmetry value equal to 0.98163, a kurtosis 
value equal to 0.405; 

• Glucose: has an average value of 121.18, a value of 117, a minimum value of 0, a maximum 
value of 199 units, a standard deviation value of 32.069, a value of the variation coefficient 
of 0 , 26463, an asymmetry value equal to 0.15869, a kurtosis value equal to 0.55597; 

• Blood Pressure: average value equal to 69.14 units, a median value equal to 72, a value equal 
to 0, and a value equal to 122 units, the standard deviation value equal to 19,118 units, with a 
value of the coefficient of variation of 0.27751 units, an asymmetry value of -1.8531 units, a 
kurtosis value of 5.3122; 

• Skin Thickness: has an average value of 20.93 units, a median value of 23, a minimum value 
of 0 and a maximum value of 110 units, a standard deviation value of 16,103 units, with a 
value the variation coefficient equal to 0.7692, an asymmetry value equal to 0.207, a kurtosis 
value equal to 0.15219; 

• BMI-Body Mass Index: with an average value of 32.19, a median value of 32.3, a minimum 
value of 0, a maximum value of 80.6, with a standard deviation value of 8.149, a value of the 
variation coefficient equal to 0.25316, asymmetry equal to a value of -0.090387, kurtosis with 
a value equal to 4.1184; 

• Diabetes Pedigree Function: with an average value of 0.47, a median value of 0.376, a 
minimum value of 0.078 units and a maximum of 2.42 units, standard deviation with a value 
of 0.32355, with an evaluation coefficient value equal to 0.68705, an asymmetry value equal 
to 1.8106, a kurtosis value equal to 4.9913; 

• Age: with an average value of 33.09, a median value of 29, a minimum value of 21, a 
maximum value of 81, standard deviation with a value of 11,786 units, with a value of the 
coefficient of variation equal to an amount of 0.35619, an asymmetry value equal to an amount 
of 1.1804, a kurtosis value equal to 0.82132. 

                                                             
6 Data are collected from Kaggle: https://www.kaggle.com/datasets/johndasilva/diabetes 
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Figure 2. Descriptive Statistics of the dataset. In this figure the main characteristics of the variables of the  dataset are presented in 
order to introduce the metric analysis oriented to identify the variables of the model. 

A correlation matrix is then created to verify the relationships of the model variables. Diabetes is 
therefore associated with the following variables: 

• Blood Pressure with a value of 0.0760; 
• Diabetes Pedigree Function with a value of 0.1555; 
• Pregnancies with a value of 0.2244; 
• Age with a value of 0.2365; 
• BMI-Body Mass Index with a value equal to 0.2767; 
• Glucose with a value of 0.4584. 
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Figure 3. Correlation Matrix Diabetes. The correlation matrix has the ability to show the presence of specific relationships that can 
support the building process of an optimal model to predict the probability of diabetes in the patients. As shows in the figure, it is 
clear the presence of a relationship between glucose and diabetes, and the presence of a relationship between diabetes and BMI. 
Those two relationships have the higher level of correlation index.  

A Principal Component Analysis-PCA is carried out below to verify the presence of a relationship 
between the variables of the observed model:  

• PCA1: show the presence of a positive relationship between “Diabetes”, “Age” and 
“Glucose”. In particular, the “Diabetes” value is 0.465, the “Age” value is 0.457 and the 
“Glucose” value is 0.44. It follows that “Age”, “Diabetes” and “Glucose” are positively 
associated or grow together; 

• PCA2: the most significant variables are “BMI-Body Mass Index” with a value of 0.463, 
followed by “Age” with a value of -0.467, and “Pregnancies” -0.546 units. It therefore follows 
that “BMI-Body Mass Index” exists on the one hand and “Age” and Pregnancies on the other 
grow inversely proportional; 

• PCA3: the most significant variables are “Diabetes” with a value of 0.378, “BMI-Body Mass 
Index” with a value of -0.195, and “Blood Pressure” with a value of -0.751 units. It therefore 
follows that “Diabetes” on the one hand and “BMI-Body Mass Index” and “Blood Pressure” 
on the other have an inversely proportional trend; 

• PCA4: the most significant variables are “Diabetes Pedigree Function” with a value equal to 
0.879, and “Diabetes” with a value equal to -0.227 and “Glucose” with an amount equal to -
0.292. It follows that there is an inverse relationship between a "Diabetes Pedigree Function" 
on the one hand and "Diabetes" and "Glucose"; 

• PCA5: the most significant variables are “BMI-Body Mass Index” with a value equal to 0.582, 
“Blood Pressure” with a value equal to -0.422, and “Glucose” equal to -0.55. Therefore it 
follows that there is an inverse relationship between "Body Mass Index-BMI" on the one hand 
and "Blood Pressure" and "Glucose" on the other; 

• PCA6: the most significant variables are “Glucose” with a value equal to 0.387, and “Blood 
Pressure” with a value equal to -0.375, and “Diabetes” with a value equal to -0.669. The result 
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therefore is the presence of an inverse relationship between "Glucose" on the one hand and 
"Diabetes" and "Blood Pressure" on the other; 

• PCA7: the most significant variables are “Age” with a value of 0.656, “Glucose” with a value 
of -0.34 and “Pregnancies” with a value of -0.619. It therefore follows that there is a negative 
relationship between "Age" on the one hand and "Glucose" and "Pregnancies" on the other. 

In this section the description of the dataset, the correlation matrix and the PCA have showed the 
presence of certain relationships among the variables that can be used to estimate the value of diabetes 
that are analyzed deeply in the following paragraph.  

5. The Econometric Model to Estimate the Value of Diabetes 

We estimated the presence of diabetes through a set of econometric models, namely: Tobit, OLS-
Ordinary Least Squares, Logit Multinomial, and WLS Corrected for Heteroskedasticity, Probit, and 
Logit. The use of the Multinomial Logit, Probit, Logit and Tobit models was necessary since the 
estimated variable is dichotomous and assumes a value of 0 or alternatively 1. Specifically we have 
estimated the following model:  𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝒊 = 𝒂𝟏 + 𝒃𝟏(𝑷𝒓𝒆𝒈𝒏𝒂𝒏𝒄𝒊𝒆𝒔)𝒊 + 𝒃𝟐(𝑮𝒍𝒖𝒄𝒐𝒔𝒆)𝒊 + 𝒃𝟑(𝑩𝒍𝒐𝒐𝒅𝑷𝒓𝒆𝒔𝒔𝒖𝒓𝒆)𝒊+ 𝒃𝟒(𝑩𝑴𝑰)𝒊 + 𝒃𝟓(𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑷𝒆𝒅𝒊𝒈𝒓𝒆𝒆𝑭𝒖𝒏𝒄𝒕𝒊𝒐𝒏)𝒊 + 𝒃𝟔(𝑨𝒈𝒆)𝒊 𝒊 = 𝟐𝟎𝟎𝟎 

In particular, it appears that diabetes is positively associated with: 

• Pregnancies: There is a positive relationship between diabetes and pregnancies. This value is 
0.054 in the case of the Tobit model, 0.022 in the case of the OLS, 0.1268 in the case of the 
Multinomial Logit, 0.02075 in the case of the WLS corrected for heteroskedasticity, 0.0744 
in the case of the Probit, 0 , 1268 in the case of the Logit. On average, pregnancies is related 
to diabetes with a value of 0.070. 

• Glucose: assumes a value equal to 0.014 in the case of the Tobit model, 0.0055 in the case of 
the OLS, 0.032116 in the case of the Multinomial Logit, 0.001 in the case of the WLS 
corrected for heteroskedasticity, 0.0179 in the case of Probit, 0.032 in the case of Logit. On 
average, the impact of glucose in determining diabetes is equal to an amount of 0.017 uintà. 

• BMI-Body Mass Index: is associated with Diabetes with a value equal to 0.0354 units in the 
case of Tobit, 0.011 in the case of the OLS, 0.075 in the case of the multinomial Logit, 0.0103 
in the case of the WLS corrected for the heteroskedasticity, 0.0425 in the case of the Probit 
model, 0.0751 in the case of the Logit model. On average, the relationship between BMI and 
diabetes is equal to an amount of 0.041 units. 

• Diabetes Pedigree Function: it is positively associated with diabetes with a value of 0.3189 
in the case of the Tobit model, equal to an amount of 0.13245 in the case of the OLS model, 
equal to an amount of 0.8277 in the case of Logit multinomial, 0.14601 in the case of WLS 
corrected for heteroskedasticity, 0.437981 in the case of the Probit model, 0.8277 in the case 
of the Logit model. On average, for the models analyzed, the value is equal to an amount of 
0.448497. 

• Age: has a value of 0.0100884 in the case of the Tobit model, equal to 0.00262656 in the case 
of the OLS model, equal to 0.151539 in the case of the multinomial Logit, equal to a value of 
0.00764 in the case of WLS corrected for heteroskedasticity, equal to 0.00973 in the case of 
the Probit, and equal to a value of 0.0151 in the case of the Logit model. On average, this 
value has an impact of 0.01 in the determination of diabetes within the considered model. 
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Furthermore, diabetes is negatively associated with the following variable: 

• Blood Pressure: assumes a value equal to -0.0042 in the case of the Tobit model, equal to an 
amount of -0.001 in the case of the OLS model, equal to an amount of -0.0099 in the case of 
the multinomial Logit model, equal to a value of -0.00213 in the case of the WLS model 
corrected for heteroskedasticity, equal to an amount of -0.005467 in the case of the Probit 
model, -0.00996126 in the case of the Logit model, and on average equal to an amount of -
0.0047.  

In this analysis a series of metric model has been used to estimate the value of diabetes. Different 
models have been used in order to have confirmations about the persistence of investigates 
relationship. Specifically we have used two different kinds of metric models i.e. binary models and 
non binary models. Binary models are: Tobit, Probit, Logit, Multinomial Logit. Non binary models 
are: OLS and WLS corrected for heteroskedasticity. The use a differentiated set of models is 
necessary to investigate the persistence of the relationships either in the respect to the functional 
framework of the dataset that is based on a binary variable, either in the context of noon-binary 
models. The confrontation among those models show that the investigated variables are persisten and 
in a certain sense model-indifferent even if the most appropriate models to investigate the data are 
the binary models.  Furthermore, it is possible to observe that the results are substantially consistent 
with the literature with the exception of the negative relationship between diabetes and blood 
pressure. In effect, the negative relationship between diabetes and blood pressure that the 
confrontation among binary and non-binary model suggests, is in contrast with the main assumptions 
of the literature. This contrast between the literature review and the empirical analysis show a case 
sensitivity in the analyzed data.  

 
Figura 4. Synthesis of the metric results for the estimation of diabetes. The model show a confrontation between binary and non-
binary models. The combined use of binary and non-binary models is proposed to verify the cross model persistency of the proposed 
model. Results show that the investigation of diabetes is model-indifferent even if the binary model are the most appropriate to 
estimate the level of diabetes.  

 

6. Clusterization with Fuzzy c-Means optimized with Elbow Method 

A clustering analysis is then determined to verify the characteristics of the production of the 
individual clusters analyzed. The use of the Elbow method allows you to graphically verify the 
optimal number of clusters considering the relationship between the "Sum of Squares Distances from 
Centroids" and the number of clusters k. Through this analysis, it results that the optimal number of 
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clusters is equal to 3. Therefore, using the fuzzy c-Means clustering model by imposing a value of k 
= 3 it was possible to calculate the characteristics of the single clusters. It should be considered that 
the data that is entered into the clustering scheme are subjected to partitioning, that is: 70% of the 
data is used to train the algorithm while the remaining 30% was used for actual clustering. Therefore, 
the following characteristics of the clusters derive, namely: 

• Cluster 0 = C0: has a median value of "Pregnancies" equal to 3, a median value of "Glucose" 
equal to 140.00, a "Blood Pressure" value equal to 76.00, a median value of “Body Mass 
Index-BMI” equal to 34.30, a median value of “Diabetes Pedigree Function” equal to 0.36, a 
median value of "Age" equal to 29.00. In this clusters there is a number of diabetics equal to 
121.00 with a percentage of diabetics on the total records equal to 43.53%; 

• Cluster 1 = C1: has a median “Pregnancies” value of 4.00 units, a median “Glucose” value 
of 116.50 units, a “Blood Pressure” value of 64.00 units, a median value of “BMI-Body Mass 
Index” equal to 27.70 units, a value of “Diabetes Pedigree Function” equal to a value of 0.33, 
a median value of “Age” equal to 38.50 units. In this cluster there are 44 diabetics, out of a 
total number of records equal to 120.00 units and a percentage of diabetics equal to 36.67%; 

• Cluster 2 = C2: with a median number of “Pregnancies” equal to 2,000, a median value of 
“Glucose” equal to 91.50, a median value of “Blood Pressure” equal to 70.00, a median value 
of “Age” equal to 26.00 units. The total number of diabetics present within the cluster 
considered is equal to 19.00 units, the total number of records equal to 202 with an incidence 
of diabetics equal to an amount of 9.41%. 

From the point of view of the percentage presence of diabetics in the clusters, it is possible to identify 
the following order, namely C0 = 43.53%> C1 = 36.67%> C2 = 9.41%. It is therefore possible to 
calculate the value of the individual variables of Cluster 0-C0, or the clusters with a greater number 
of diabetics, compared to the values of Cluster 1-C1 and Cluster 2-C2. The value of "Pregnancies" 
of Cluster 0-C0 is equal to a value of 75% with respect to the value of Cluster 1-C1 and equal to a 
value of 150% of the value of Cluster 2-C2. The “Glucose” value of Cluster 0-C0 is equal to an 
amount of 120.17% of Cluster 1-C1, and equal to a value of 153.00% of the corresponding value of 
Cluster 2-C2. The “Blood Pressure” value of Cluster 0-C0 is equal to an amount of 119% of the value 
of Cluster 1-C1, and equal to an amount of 109% of Cluster 2-C2. “BMI-Body Mass Index” of Cluster 
0-C0 is equal to an amount of 123.82% of the value of Cluster 1-C1, while the value of cluster 2-C2 
of the “Body Mass Index” is equal to an amount of 116.271%. The value of "Diabetes Pedigree 
Function" of Cluster 0-C0, is equal to an amount of 109.84% of Cluster 1-C1, and a value of Cluster 
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2-C2, equal to a value of 92.60%. The Age value of Cluster 0-C0 is equal to 75.32% of Cluster 1-C1 
and equal to a value of 111.53% of Cluster 2-C2. 

 
Figure 5. The use of Elbow Method is an alternative in respect to Silhouette coefficient to estimate the optimal number of cluster in a 
dataset. In this case the optimal number of clusters is equal to 3. 

 

7. Machine Learning and Prediction 

 

Machine learning algorithms for predicting the value of diabetes are presented below. In particular, 
four different statistical indicators were used, namely: R-squared, Mean Absolute Error, Mean 
Squared Error, Root Mean Squared Error. Specifically, the algorithms were trained with 70% of the 
available data while the remaining 30% was used for the actual prediction. The results show the 
following ranking of the algorithms by predictive capacity, that is: 

• Tree Ensemble Regression with a payoff value of 5; 
• Random Forest Algorithm with a payoff value of 9; 
• Gradient Boosted Trees and Simple Regression Tree with a payoff value of 13; 
• ANN-Artificial Neural Network with a payoff value of 21; 
• Polynomial Regression with a payoff value of 25; 
• Linear Regression with a payoff value of 29; 
• PNN-Probabilistic Neural Network with a payoff value of 30. 
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Figure 6. Ranking of Algorithms by predictive performance. Each column represents a ranking and each algorithm has a position in 
that ranking. The rank that algorithms have in each rank is summed up in a final ranking. The main statistical measure analysed are 
R-Squared, Mean Absolute Error, Mean Squared Error, Root Mean Squared Error.  

 
Figura 7. Statistical Results of Machine Learning Algorithms for the Prediction of Diabetes. The figure shows the number that are the 
result of machine learning algorithm. 

Therefore, using the Tree Ensemble Regression algorithm, which is the best performing algorithm, it 
was possible to realize the following prediction, namely: 

𝒇(𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔) = ൝ 𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑹𝒊𝒔𝒌 = 𝟎, 𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 < 𝟎, 𝟓𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑹𝒊𝒔𝒌 = 𝟎, 𝟓, 𝟎, 𝟓 < 𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 < 𝟎, 𝟕𝟓𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑹𝒊𝒔𝒌 = 𝟏, 𝑫𝒊𝒂𝒃𝒆𝒕𝒆𝒔𝑷𝒓𝒆𝒅𝒊𝒄𝒕𝒊𝒐𝒏 > 𝟎, 𝟕𝟓  

 

 
Figure 8. Prediction of the Value of Diabetes. The table synthetizes the results of the prediction considering the probability to 
develop diabetes based on the best performing algorithms.  



15 
 

 

8. Conclusions 

The presented article show a complex methodology to selected the best variables to predict the 
probability of a patient to develop diabetes among a set of variables. Data are collected from 2000 
patients from a Hospital in Frankfurt. The dataset is public and has been published on Kaggle. The 
methodological approach used has been based on three phases: the first phase is based on a set of 
metric test to select the most relevant variables to use in the prediction, the second phase investigates 
the persistency of the relationships among the variables in a set of clusters optimized with the Elbow 
method, the third phase presents a confrontation among eight different machine learning algorithms 
to estimate the probability of patients to develop diabetes. Even if the applied methodology shows 
some elements of originality, the results are consistent with the literature with the exception of the 
negative relationship between blood pressure and diabetes that can be explained as a consequence of 
the specifically characteristics of the dataset.  
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of the model. ................................................................................................................................... 8 
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