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ABSTRACT 18 

This study investigates the effects of renewable energy (REN) consumption and non-renewable 19 

energy (NREN) consumption on economic growth in G7 countries with annual data covering 20 

the period 1980-2016 using a new panel data estimator that provides robust results under cross-21 

sectional dependence, slope heterogeneity, and can be used whether series are integrated in 22 

different orders. In addition, the causality between the variables is analyzed with the panel 23 

bootstrap Granger causality method takes cross-sectional dependency and slope heterogeneity 24 

into account. According to Cross-sectionally Augmented Autoregressive Distributed Lag (CS-25 

ARDL) results, the coefficients of REN and NREN consumption are positive and statistically 26 

significant in both the short- and long-run. Furthermore, NREN consumption has a greater 27 

impact on enhancing economic growth than REN consumption. The panel bootstrap causality 28 

analysis reveals that the growth hypothesis (GH) is valid in REN in Canada, Italy, and the US; 29 

neutrality is valid in REN in France, Japan, and the UK; the feedback hypothesis (FE) is valid 30 

for REN only in Germany. For NREN, the GH is valid for Canada, France, and Germany; the 31 

conservation hypothesis (CH) is valid in Italy and the UK. Finally, the FH is valid in Japan and 32 

the US. 33 

Keywords: Renewable energy; non-renewable energy; CS-ARDL analysis; G7 countries; 34 

economic growth. 35 
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1. Introduction  43 

Energy is a vital element used in many points from production to electricity. The rapid increase 44 

in the world population, industrialization activities, technological innovations, living standards, 45 

and consumption expenditures lead to intense energy demand. Since fossil fuels are less costly, 46 

traditional fossil fuels (NREN resources) are predominantly preferred in energy production to 47 

meet the increasing demand. For instance, NREN consumption accounted for approximately 48 

79.7% of global final energy consumption in 2017 (REN21, 2019). However, fossil fuels based 49 

on NREN consumption such as oil, coal, and natural gas are accepted as the reason for a 50 

significant increase in the amount of carbon dioxide (CO₂) emission and similar greenhouse 51 

gases, which cause a significant increase in surface temperature (Destek, 2017; Destek and 52 

Sinha, 2020; Sharma et al., 2021). This situation causes serious global environmental issues 53 

such as global warming and climate change. In addition to the negative impacts of NREN 54 

sources on the environment, fossil fuels are seen as a serious problem in front of the sustainable 55 

growth targets of economies due to volatility in their prices and being exhaustible resources. 56 

These economic and environmental problems such as increasing energy demand and 57 

greenhouse gas emissions, volatility in the price of NREN sources, the danger of depletion of 58 

NREN sources, and dependence on foreign sources in energy have increased the interest in 59 

REN sources considered as clean and endless energy. 60 

As REN sources do not harm the environment, they are supported by environmental 61 

organizations, and most countries, especially developed countries, aim to increase their 62 

production by adapting their production technologies to REN sources. Both the technologies 63 

needed for REN production and the difficulty of storing the generated energy cause REN to 64 

have a disadvantage compared to fossil fuels in terms of production cost. Despite this 65 

disadvantageous situation, demand, investment and production amount for renewable resources 66 

in the world are increasing day by day. In the 2006-2016 period, NREN consumption increased 67 

by 1.4% on average while REN consumption increased by 2.3% on average (REN21, 2019). 68 

Moreover, total REN investments in the world were 45.2 billion dollars in 2004, it increased 69 

approximately 7.2 times and jumped to 325 billion dollars in 2017 (Ajadi, 2019). However, due 70 

to the high production cost, it is known that the share of investments belongs to developed 71 

countries which account for 84% of global REN investment. Especially, G7 countries accounted 72 

for 29% of total electricity generation from REN sources such as wind, solar, bioenergy, 73 

geothermal, hydropower, and marine in 2014 (IRENA, 2019). 74 

After all these developments, although it is generally accepted that renewable energy is 75 

environmentally friendly, its economic efficiency is still an important topic of discussion. In 76 



3 

 

the short term, high initial installation costs of some REN resources are considered as the 77 

disadvantage of REN sector development on the economic activities. On the other hand, the 78 

cost of REN sources continues to decline with the advent of technological innovations and 79 

wider REN project deployment in the long run. In addition, job-creating features of the REN 80 

sector may be accepted as the other advantage for economic indicators. Because, the number of 81 

direct or indirect employees in the REN sector is estimated to be 11 million in 2018 (REN21, 82 

2018). Therefore, it is crucial to separate the short-run and long-run impact of REN 83 

consumption on economic growth for energy policies. Based on these reasons, the main aim of 84 

this paper is to analyze the link between REN, NREN consumption, and economic growth in 85 

G7 countries using the Cross-sectionally Augmented ARDL model developed by Chudik and 86 

Pesaran (2015). There are a few advantages of this method compared to other panel data 87 

estimators. First, this method provides robust results under cross-sectional dependence. Second, 88 

it can be used whether series are integrated into different orders such as 𝐼𝐼0, 𝐼𝐼1, or a combination 89 

of both. Third, it gives well results in case of weak exogeneity. Forth, depending on whether 90 

slope coefficients are homogenous or heterogeneous, this method allows both pooled, mean 91 

group, and pooled-mean group estimates. Despite its advantages, there can be a negative bias 92 

in the estimations with small sample time series. Therefore, we also reported bias-corrected 93 

estimation results using the split-panel jackknife method to mitigate small sample time series 94 

bias. After the estimation of short and long-run coefficients, the direction of causality between 95 

renewable, NREN, and economic growth was also investigated to analyze the validity of 96 

feedback, conservation, neutrality, and GH with panel bootstrap Granger causality method that 97 

provides robust results under cross-sectional dependence. Due to its country-specific 98 

estimations, it is also useful while slope coefficients are heterogeneous. On the other hand, there 99 

are several reasons why we chose the sample of G7 countries in this study. G7 countries 100 

accounted for almost half of the global GDP. In addition, these countries have consumed 101 

approximately one-third of the World's energy production. G7 economies are also one of the 102 

communities with the largest share in renewable energy production (Behera and Mishra 2020). 103 

Choosing G7 countries is not only because of being the leading countries accounted for global 104 

GDP, NREN, and REN consumption, but also because of their climate change mitigation 105 

policies that strongly associated with their energy-economic growth nexus policies (Tugcu and 106 

Topcu 2018). 107 

This study offers multiple contributions to previous empirical works. These are (i) to our best 108 

knowledge, this is the first study using the CS-ARDL method which provides more robust 109 

results compared to other panel data estimators. (ii) As Aghion and Howitt (2008) mentioned, 110 
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growth models generally suffer from endogeneity problems which lead to reverse causality and 111 

are mostly ignored in previous studies. Our estimation method is robust under weak exogeneity. 112 

(iii) We provide estimates that analyze both the short and long-run effects of REN and NREN 113 

on economic growth. (iv) The causality relationship also investigated with Kònya (2006) panel 114 

causality method that considers cross-sectional dependency and gives country-specific results 115 

while slope coefficients are heterogeneous. 116 

 117 

 118 

2. Literature Review 119 

Global issues such as increasing environmental concerns, volatility in fossil fuel prices, fossil 120 

fuel depletion, the security of energy supply, and dependence on imported energy show the 121 

importance of investments in REN sources. Furthermore, it is crucial for policymakers to design 122 

appropriate policies to investigate the effects of REN use on economic activities. Energy-123 

economic growth literature starting with the study of Kraft and Kraft (1978) tested the link 124 

between total energy consumption and economic growth with Granger causality test in the US 125 

spanning a period of 1947-1974 is based on four hypotheses namely growth, conservation, 126 

feedback, and neutrality. According to GH, there is a one-way causality relationship running 127 

from energy consumption to economic growth and energy-saving policies have negative 128 

impacts on economic activities. A one-way causality relationship running from economic 129 

growth to energy consumption is called CH assuming energy-saving policies have no negative 130 

effects on economic activities. According to FH, there is a two-way causal relationship between 131 

energy consumption and economic growth and there is a mutual interaction between energy 132 

consumption and economic policies. Finally, according to the neutrality hypothesis (NH), there 133 

is no causal relationship between energy consumption and economic growth and energy-saving 134 

policies has no effect on economic growth.  135 

In recent years, there has been a growing number of studies exploring the relationship between 136 

REN consumption and economic growth or the relationship between renewable and NREN 137 

consumption and economic growth. The summary of previous empirical studies is given in 138 

Table 1. 139 

[INSERT TABLE 1 HERE] 140 

 141 

 142 
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In the previous literature, a few studies have investigated the effects of REN consumption on 143 

economic growth in G7 countries. Chang et al. (2015) investigated the causality between REN 144 

and economic growth in G7 countries with annual data covering the period 1990-2011 utilizing 145 

the causality analysis method developed by Emirmahmutoglu and Kose (2011). The results 146 

indicate that the FH is confirmed for the overall panel. In addition to panel results, country-147 

specific results were also reported in their analysis. These results show that the NH is valid for 148 

Canada, Italy, and the US while the GH is supported for Japan and Germany. Finally, the CH 149 

is confirmed for France and the UK. Tugcu et al. (2012) aimed to explore the role of REN and 150 

NREN in economic growth in G7 countries for the 1980-2009 periods via bound testing analysis 151 

and Hatemi-J (2012) causality test. Estimation results for the augmented production function 152 

revealed that the FH is valid in England and Japan. The CH is confirmed in Germany. In order 153 

to fill this gap in the literature, we attempt to probe the relationship between REN, NREN 154 

consumption, and economic growth in G7 using the new method CS-ARDL providing robust 155 

results under cross-sectional dependency and also using the panel bootstrap causality method. 156 

3. Model, Data, and Methodology 157 

3.1. Model and Data 158 

Following the related literature, to compare the relative effects of renewable and non-renewable 159 

energy usage on economic growth, we present our model which describes the economic growth 160 

as a function of renewable energy, non-renewable energy, and capital accumulation based on 161 

Cobb-Douglas production function as follows; 162 𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 = 𝛽𝛽1𝑖𝑖 + 𝛽𝛽2𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 + 𝛽𝛽3𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖𝑖𝑖 + 𝛽𝛽4𝐺𝐺𝐺𝐺𝐺𝐺𝑖𝑖𝑖𝑖 + 𝜀𝜀𝑖𝑖𝑖𝑖        (1) 163 

where GDP is measured in real GDP per capita (constant 2010 $) as a proxy for economic 164 

growth, REN is measured in billion Kwh as an indicator of renewable electricity consumption, 165 

NREN is measured in billion Kwh as a proxy for non-renewable electricity consumption and 166 

GFC is used in gross fixed capital formation share in GDP as a proxy for capital accumulation. 167 

Since all variables are used in per capita form, the labor force is excluded from the empirical 168 

model. The dataset of GDP and GFC variables are taken from World Development Indicators 169 

published by the World Bank while REN and NREN consumption indicators are taken from 170 

U.S. Energy Information Administration. The dataset is covering the period 1980-2016. All 171 

variables are turned into the logarithmic form. In the estimation of equation 1, panel data 172 

analysis methods are used. 173 

3.2. Methodology 174 

3.2.1. Cross-sectional Dependence and Slope Homogeneity 175 
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Standard panel data methods assume that no dependency exists between cross-section units and 176 

slope coefficients are homogenous. However, estimators that ignore cross-sectional dependence 177 

may cause false inferences (Chudik and Pesaran, 2013). In addition, the estimated coefficients 178 

may differ across cross-section units. Therefore, the existence of cross-sectional dependence 179 

and slope homogeneity will be investigated at first. The existence of cross-sectional dependence 180 

in the error term obtained from the model analyzed with Pesaran (2004) 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 and Pesaran et 181 

al. (2008) bias-adjusted LM test. These methods are valid while N>T and T>N. Therefore, 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 182 

and bias-adjusted LM (𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎) tests found appropriate and their test statistics can be calculated 183 

as follows; 184 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 = (
1𝑁𝑁(𝑁𝑁−1)

)
12  ∑ ∑ (𝑇𝑇𝜌𝜌�𝑖𝑖𝑎𝑎2 − 1)𝑁𝑁𝑎𝑎=𝑖𝑖+1𝑁𝑁−1𝑖𝑖=1        (2) 185 

𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 = � 2𝑁𝑁(𝑁𝑁−1)
∑ ∑ (𝑇𝑇−𝑘𝑘)𝜌𝜌�𝑖𝑖𝑖𝑖2−𝜇𝜇𝑇𝑇𝑖𝑖𝑖𝑖𝑉𝑉𝑇𝑇𝑖𝑖𝑖𝑖𝑁𝑁𝑎𝑎=𝑖𝑖+1𝑁𝑁−1𝑖𝑖=1        (3) 186 

Equation 5 shows the calculation of Pesaran (2004) 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 and equation 6 is Pesaran et al. (2008) 187 

bias-adjusted LM test statistic. 𝑉𝑉𝑇𝑇𝑖𝑖𝑎𝑎, 𝜇𝜇𝑇𝑇𝑖𝑖𝑎𝑎, and 𝜌𝜌�𝑖𝑖𝑎𝑎 respectively represent variance, mean, and the 188 

correlation between cross-section units. The null and alternative hypothesis for both test 189 

statistics; 190 𝐻𝐻0: No cross-sectional dependence exist 191 𝐻𝐻1: Cross-sectional dependence exist 192 

Pesaran and Yamagata (2008) developed Swamy (1970)’s random coefficient model in order 193 

to investigate parameter heterogeneity in panel data analysis. 194 

 Swamy’s test statistic can be calculated as follows. 195 �̂�𝑆 = ∑ �𝛽𝛽�𝑖𝑖 − 𝛽𝛽⏞𝑊𝑊𝑊𝑊𝑊𝑊� 𝑥𝑥𝑖𝑖′𝐿𝐿𝑇𝑇𝑥𝑥𝑖𝑖𝜎𝜎𝚤𝚤2� �𝛽𝛽�𝑖𝑖 − 𝛽𝛽⏞𝑊𝑊𝑊𝑊𝑊𝑊�𝑁𝑁𝑖𝑖=1        (4) 196 

In equation 5, 𝛽𝛽�𝑖𝑖 and 𝛽𝛽⏞𝑊𝑊𝑊𝑊𝑊𝑊 respectively indicate the parameters obtained from pooled OLS and 197 

weighted fixed effects estimation while 𝐿𝐿𝑇𝑇  is the identity matrix. Swamy’s test statistic is 198 

developed by Pesaran et al. (2008) with the following equations, 199 ∆�= √𝑅𝑅 �𝑁𝑁−1�̃�𝑆−𝑘𝑘√2𝑘𝑘 �          (5) 200 ∆�𝑎𝑎𝑎𝑎𝑎𝑎= √𝑅𝑅 �𝑁𝑁−1�̃�𝑆−𝑊𝑊(𝑍𝑍�𝑖𝑖𝑖𝑖)�𝑉𝑉𝑎𝑎𝑉𝑉(𝑍𝑍�𝑖𝑖𝑖𝑖)
�         (6) 201 

where �̃�𝑆 is the Swamy test statistic and k is a number of explanatory variables. ∆�𝑎𝑎𝑎𝑎𝑎𝑎 is a bias-202 

adjusted version of ∆� . 𝑍𝑍�𝑖𝑖𝑖𝑖=k and 𝑉𝑉𝑉𝑉𝑉𝑉�𝑍𝑍�𝑖𝑖𝑖𝑖� = 2𝑘𝑘(𝑇𝑇 − 𝑘𝑘 − 1) 𝑇𝑇 + 1⁄ . The null and alternative 203 

hypothesis for both test statistics is given below. 204 𝐻𝐻0:𝛽𝛽𝑖𝑖  = 𝛽𝛽 205 
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𝐻𝐻1: 𝛽𝛽𝑖𝑖 ≠ 𝛽𝛽 206 

The rejection of the null hypothesis shows the heterogeneity of slope coefficients in panel data 207 

models. After these preliminary analyses, stationarity levels of the variables will be examined 208 

with Cross-sectionally Augmented Dickey-Fuller (CADF) test. 209 

3.2.2. Panel Unit Root Test 210 

Pesaran (2006) suggested a factor modeling approach which is simply adding the cross-section 211 

averages as a proxy of unobserved common factors into the model to prevent the problems 212 

caused by cross-sectional dependence. Following this approach Pesaran (2007) proposed a unit 213 

root test. This method is based on augmenting the Augmented Dickey-Fuller (ADF) regression 214 

with lagged cross-sectional mean and its first difference to deal with cross-sectional dependence 215 

(2008). This method considers the cross-sectional dependence and can be used while N>T and 216 

T>N. The CADF regression is; 217 ∆𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + 𝜌𝜌𝑖𝑖∗𝑦𝑦𝑖𝑖,𝑖𝑖−1 + 𝑑𝑑0𝑦𝑦�𝑖𝑖−1 + 𝑑𝑑1∆𝑦𝑦�𝑖𝑖 + 𝜖𝜖𝑖𝑖𝑖𝑖      218 

 (7) 219 𝑦𝑦�𝑖𝑖 is the average of all N observations. To prevent serial correlation, the regression must be 220 

augmented with lagged first differences of both 𝑦𝑦𝑖𝑖𝑖𝑖 and 𝑦𝑦�𝑖𝑖 as follows; 221 ∆𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + 𝜌𝜌𝑖𝑖∗𝑦𝑦𝑖𝑖,𝑖𝑖−1 + 𝑑𝑑0𝑦𝑦�𝑖𝑖−1 + ∑ 𝑑𝑑𝑎𝑎+1∆𝑦𝑦�𝑖𝑖−𝑎𝑎𝑝𝑝𝑎𝑎=0 + ∑ 𝑐𝑐𝑘𝑘∆𝑦𝑦𝑖𝑖,𝑖𝑖−𝑘𝑘𝑝𝑝𝑘𝑘=1 + 𝜖𝜖𝑖𝑖𝑖𝑖   (8) 222 

After this, Pesaran (2007) averages the t statistics of each cross-section unit (𝐺𝐺𝐶𝐶𝐺𝐺𝐺𝐺𝑖𝑖) in the 223 

panel and calculates CIPS statistic as follows; 224 𝐺𝐺𝐼𝐼𝐺𝐺𝑆𝑆 =
1𝑁𝑁∑ 𝐺𝐺𝐶𝐶𝐺𝐺𝐺𝐺𝑖𝑖𝑁𝑁𝑖𝑖=1          225 

 (9) 226 

The null hypothesis of this test is the existence of a unit root in the panel in question. If the 227 

CIPS statistic exceeds the critical value, the null of unit root will be rejected. 228 

3.2.3. Cross-sectionally Augmented ARDL Model 229 

In the analysis of long and short-run coefficients, we estimated a Cross-sectionally Augmented 230 

Autoregressive Distributed Lag (CS-ARDL) model developed by Chudik and Pesaran (2015). 231 

The main advantages of the CS-ARDL estimator are providing robust results whether series co-232 

integrated or not and repressors are 𝐼𝐼0, 𝐼𝐼1 or a combination of both (2017). Since it is an ARDL 233 

version of Dynamic Common Correlated Estimator that is based on the individual estimations 234 

with lagged dependent variable and lagged cross-section averages, it considers cross-sectional 235 

dependency (Chudik and Pesaran, 2015). It allows mean group estimations while slope 236 

coefficients are heterogeneous. The mean group version of CS-ARDL model is based on the 237 

augmentation of the ARDL estimations of each cross-section with cross-sectional averages 238 
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which are proxies of unobserved common factors and their lags (Chudik et al., 2017). This 239 

method also performs well under the weak exogeneity problem that occurs while the lagged 240 

dependent variable added to the model. The authors claimed that augmenting the model with 241 

lagged cross-section averages is mostly prevent the endogeneity problem. The CS-ARDL 242 

estimation is based on the following regression. 243 𝑦𝑦𝑖𝑖𝑖𝑖 = 𝛼𝛼𝑖𝑖 + ∑ 𝜆𝜆𝑙𝑙,𝑖𝑖𝑦𝑦𝑖𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝑦𝑦𝑙𝑙=1 + ∑ 𝛽𝛽𝑙𝑙,𝑖𝑖𝑥𝑥𝑖𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝑥𝑥𝑙𝑙=0 ∑ 𝜑𝜑𝑖𝑖,𝑙𝑙′ 𝑧𝑧�̅�𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝜑𝜑𝑙𝑙=0 + 𝜀𝜀𝑖𝑖𝑖𝑖    244 

 (10) 245 

In equation 10, 𝑧𝑧�̅�𝑖−𝑙𝑙 refers to lagged cross-sectional averages [𝑧𝑧�̅�𝑖−𝑙𝑙 = (𝑦𝑦�𝑖𝑖,𝑖𝑖−𝑙𝑙, �̅�𝑥𝑖𝑖,𝑖𝑖−𝑙𝑙)]. The long-246 

run coefficient of mean group estimates are 247 𝜃𝜃�𝐶𝐶𝑆𝑆−𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿,𝑖𝑖 =
∑ 𝛽𝛽�𝑙𝑙,𝑖𝑖𝑝𝑝𝑥𝑥𝑙𝑙=01−∑ 𝜆𝜆�𝑙𝑙,𝑖𝑖𝑝𝑝𝑦𝑦𝑙𝑙=0 , 𝜃𝜃�𝐿𝐿𝑀𝑀 = 1 𝑅𝑅� ∑ 𝜃𝜃�𝑖𝑖𝑁𝑁𝑖𝑖=1        (11) 248 

where 𝜃𝜃�𝑖𝑖 denotes individual estimations of each cross-section. The error correction form of the 249 

CS-ARDL method is 250 ∆𝑦𝑦𝑖𝑖𝑖𝑖 = ∅𝑖𝑖�𝑦𝑦𝑖𝑖,𝑖𝑖−𝑙𝑙 − 𝜃𝜃�𝑖𝑖𝑥𝑥𝑖𝑖,𝑖𝑖� − 𝛼𝛼𝑖𝑖 + ∑ 𝜆𝜆𝑙𝑙,𝑖𝑖∆𝑙𝑙𝑦𝑦𝑖𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝑦𝑦−1𝑙𝑙=1 + ∑ 𝛽𝛽𝑙𝑙,𝑖𝑖∆𝑙𝑙𝑥𝑥𝑖𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝑥𝑥𝑙𝑙=0 ∑ 𝜑𝜑𝑖𝑖,𝑙𝑙′ ∆𝑙𝑙𝑧𝑧�̅�𝑖,𝑖𝑖−𝑙𝑙𝑝𝑝𝜑𝜑𝑙𝑙=0 + 𝑢𝑢𝑖𝑖𝑖𝑖251 

 (12) 252 

where ∅𝑖𝑖 denotes error correction speed of adjustment. According to Chudik and Pesaran 253 

(2013), CCE mean group estimator with lagged augmentations performs well in terms of bias, 254 

size, and power. However, when T<50 the authors observed a negative bias. To mitigate that 255 

small sample time series bias, Chudik and Pesaran (2015) suggested the split-panel jackknife 256 

method developed by Dhaene and Jockmans (2015). The jackknife method is based on the 257 

following equation. 258 𝜋𝜋�𝐿𝐿𝑀𝑀 = 2𝜋𝜋�𝐿𝐿𝑀𝑀 − 1
2� (𝜋𝜋�𝐿𝐿𝑀𝑀𝑎𝑎 + 𝜋𝜋�𝐿𝐿𝑀𝑀𝑏𝑏 )        (13) 259 

In equation 13, 𝜋𝜋�𝐿𝐿𝑀𝑀𝑎𝑎  denotes the CCEMG estimation with the first half of time dimension (t = 260 

1, 2, 3, . . . , (T/2)) and 𝜋𝜋�𝐿𝐿𝑀𝑀𝑏𝑏  denotes estimation with second half of time dimension (t = (T/2)+1, 261 

(T/2)+2, . . . , T). In this study, our time dimension is 37 (T<50). Therefore, the bias-corrected 262 

results of CS-ARDL estimation will be reported. After the estimation of the CS-ARDL model, 263 

we performed panel causality analysis to determine long-run causal relationships. 264 

3.2.4. Panel Bootstrap Granger Causality Analysis 265 

In the analysis of causality between variables, the panel bootstrap Granger causality method 266 

proposed by Kònya (2006) is used. This method is based on the estimations with seemingly 267 

unrelated regressions (SUR) that prevent the cross-sectional dependency problem. This method 268 

also does not require any preliminary analysis of unit root and co-integration (Kónya, 2006; 269 
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Kar et al., 2011). The panel causality analysis of Kònya (2006) is based on the estimation of 270 

the following equation systems: 271 𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖 = 𝛼𝛼11 + ∑ 𝜆𝜆11𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + ∑ 𝛽𝛽11𝑙𝑙𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + 𝜀𝜀11𝑖𝑖     (14) 272 

. 273 

. 274 
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 277 𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖 = 𝛼𝛼11 + ∑ 𝜆𝜆11𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + ∑ 𝛽𝛽11𝑙𝑙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + 𝜀𝜀11𝑖𝑖    (15) 278 

. 279 

. 280 
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 283 𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖 = 𝛼𝛼11 + ∑ 𝜆𝜆11𝑙𝑙𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + ∑ 𝛽𝛽11𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + 𝜀𝜀11𝑖𝑖     (16) 284 

. 285 

. 286 
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 289 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖 = 𝛼𝛼11 + ∑ 𝜆𝜆11𝑙𝑙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + ∑ 𝛽𝛽11𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺1𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + 𝜀𝜀11𝑖𝑖    (17) 290 

. 291 

. 292 

. 293 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑖𝑖 = 𝛼𝛼1𝑁𝑁 + ∑ 𝜆𝜆1𝑁𝑁𝑙𝑙𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑁𝑁𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + ∑ 𝛽𝛽1𝑁𝑁𝑙𝑙𝐺𝐺𝐺𝐺𝐺𝐺𝑁𝑁𝑖𝑖−𝑙𝑙𝑝𝑝1𝑙𝑙=1 + 𝜀𝜀1𝑁𝑁𝑖𝑖   294 

  295 

where N is the number of cross-sections (i=1,…,N), t is the time period (t=1,…,T) and l is the 296 

lag length. If calculated country-specific Wald statistics exceed the bootstrap critical value, the 297 

null of no causality will be rejected. Since this method makes country-specific estimates, it 298 

provides robust results while slope coefficients are heterogeneous. 299 

4. Empirical Findings 300 

In the first step of empirical analysis, we should examine both the cross-sectional dependency 301 

and homogeneity assumptions to choose more robust estimations. Based on this, we first 302 
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employ the tests that Pesaran (2004) 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 and Pesaran et al. (2008) bias-adjusted LM tests for 303 

cross-sectional dependence and slope homogeneity test of Pesaran and Yamagata (2008) and 304 

the findings are given in Table 2. According to results, the null of no cross-sectional dependency 305 

is rejected for both 𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 and bias-adjusted LM tests at %1. In addition, the null of homogeneity 306 

is also rejected at %1 level. Regarding these results, the methods that allow cross-sectional 307 

dependence and slope heterogeneity will be used in the continuation of the analysis. 308 

 309 

[INSERT TABLE 2 HERE] 310 

 311 

In the second step, the stationarity properties of the variables are investigated with the CIPS 312 

unit root test and the results are given in Table 3. In the testing procedure, constant and trend 313 

terms are both considered at level form of variables while only constant term is taken into 314 

account in the first differenced estimations. The results show that the null of unit root is rejected 315 

at %1 for the GDP, NREN, and GFC in the first differenced forms. However, REN is found 316 

trend stationary in level form. Fortunately, the used methodology is suitable for the subsequent 317 

step because the CS-ARDL approach can be used in case of different orders of stationary. 318 

 319 

[INSERT TABLE 3 HERE] 320 

 321 

The preliminary analysis shows different orders of stationarity, cross-sectional dependence, and 322 

slope heterogeneity. The CS-ARDL approach was found appropriate for our analysis because 323 

of its robustness under cross-sectional dependency and different orders of stationarity. We also 324 

estimated a mean group CS-ARDL model to deal with country-specific coefficients. Optimum 325 

lag structure is determined via F joint test from general to particular. We also reported the bias-326 

corrected CS-ARDL estimation by using the split-panel jackknife method. The results of the 327 

estimation are summarized in table 4. According to the results, REN consumption has a positive 328 

impact on GDP per capita growth and this effect is significant at %10 and %5 according to CS-329 

ARDL and its bias-corrected estimation respectively. A %1 improvement in REN use increases 330 

economic growth %0.12. The impact of NREN use is positive as well. However, its effect is 331 

higher and more significant. A %1 improvement in NREN use increases growth %0.19 and 332 

%0.17 while bias correction is used. These results show that NREN consumption results in 333 

faster economic growth. The effect of gross-fixed capital formation which was added as a 334 

control variable into the model is positive and significant at %1 according to both estimation 335 
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results. The short-run coefficients are provided similar results with long-run coefficients. The 336 

coefficients of renewable, non-renewable consumption, and gross fixed capital formation 337 

variables are positive in the short run. NREN consumption results in faster economic growth in 338 

the short-run compared to REN consumption. Finally, the error correction terms of CS-ARDL 339 

and its bias-corrected version are negative and significant at %1. This result refers to an 340 

equilibrium process in the long run. The speed of adjustment is %70 in one period while it is 341 

%61 according to bias-corrected estimation. 342 

 343 

[INSERT TABLE 4 HERE] 344 

 345 

The results of the short- and long-run estimations show consistency with the results of Zafar et 346 

al. (2019), Rahman and Velayutham (2020), Vural (2020), and Pegkas (2020). The authors 347 

similarly concluded that both renewable and non-renewable energy consumption has a positive 348 

impact on economic growth. Our results show inconsistency with Destek (2016) and Asiedu et 349 

al. (2021). Their empirical results show that renewable energy consumption has a positive 350 

impact on growth while non-renewable energy consumption has a negative impact. In contrast, 351 

we concluded that non-renewable energy consumption is more effective to accelerate economic 352 

growth compared to renewable energy. 353 

 354 

[INSERT TABLE 5 HERE] 355 

 356 

In addition to CS-ARDL estimation, we determined the long-run causal relationship via Kònya 357 

(2006) bootstrap Granger causality analysis. This method was found appropriate due to cross-358 

sectional dependency and slope heterogeneity in our model. It also provides robust results 359 

whether the variables stationary or not. The other advantage of this methodology is that using 360 

this test allows observing the country-specific causal connections. In the analysis of causality, 361 

the maximum lag level is determined as 3 and the optimum lag level is determined via Schwarz 362 

Information Criterion. The critical values are obtained from 10,000 bootstrap replications.    363 

According to the results given in Table 5, there is a significant unidirectional causality from 364 

REN to GDP per capita in Canada, Germany, Italy, and the US at %1 level. The relationship is 365 

two-way only in Germany. The causality from NRE consumption to GDP per capita is 366 

significant at %10 in Germany, %5 in Canada, France, and the US, and %10 in Germany. There 367 

is causality from GDP to NRE use in the UK at %10 and Italy at %1. Finally, there is a 368 
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bidirectional causality in Japan and the US. The results of panel causality analysis in the context 369 

of growth, conservation, feedback, and NH are summarized in Table 6. 370 

 371 

[INSERT TABLE 6 HERE] 372 

 373 

5. Concluding Remark 374 

The aim of this study is to examine the impacts of REN and NREN consumption on economic 375 

growth in G7 countries for the period spanning from 1980 to 2016. In the estimation of short- 376 

and long-run effects, the CS-ARDL approach is employed. In addition, Kònya (2006) bootstrap 377 

Granger causality method is utilized to probe the causality link between the variables. 378 

The findings obtained from CS-ARDL estimation refers that REN and NREN uses are both 379 

positively related to economic growth in the long- and short-run. On the other hand, as the 380 

coefficients of these two variables are compared it is concluded that the impact of NREN use 381 

on economic growth is higher and statistically more significant. Within the framework of these 382 

results, NREN is more effective in increasing economic growth compared to REN consumption 383 

in the short- and long-run. Our findings support the evidence of Adams et al. (2018) and Tugcu 384 

et al. (2012). Despite the rise in investments in REN sources in the G7 countries, the costs are 385 

still higher compared to NREN use. Due to these high costs, the increase in the use of REN in 386 

production has a decreasing effect on competitiveness. Although the effect of REN use on 387 

economic growth is lower, it can be said that it will be a more rational choice than NREN use 388 

to make economic growth sustainable. Considering the positive environmental effects of REN, 389 

it is thought that the growth to be realized by scaling up the use of REN will be more sustainable. 390 

Furthermore, the cost disadvantages of REN use are expected to decrease due to the increase in 391 

REN investments and technological developments. In addition to short and long-run estimation 392 

results, the causality analysis shows that the GH is proven for RE in Canada, Italy, and the US; 393 

neutrality is proven for REN in France, Japan, and the UK; the FH is proven for REN only in 394 

Germany. In the case of NREN, the GH is proven for Canada, France, and Germany; the CH is 395 

proven in Italy and the UK. Finally, the FH is proven in Japan and the US. Concerning these 396 

results, in Canada, Germany, Italy, and the US it is seen that the economic benefits of RE 397 

investments are started to emerge. However, in France, Japan, and the UK, there is no causal 398 

link between REN consumption and economic growth. Therefore, REN policies in France, 399 

Japan, and the UK are economically inefficient. However, these countries should continue to 400 

invest in REN sources because of their environmental benefits. Our additional findings show 401 
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that gross fixed capital formation which added to the model as a control variable also positively 402 

affects economic growth in both the short and long-run. 403 

According to empirical results of the analysis, this study presents useful insights for 404 

policymakers to formulate energy-growth nexus policies in G7 countries. The crucial policy 405 

implication of this paper claims that G7 countries should utilize both NREN and REN to reach 406 

their targeted economic growth rate. Although the positive impact of NREN consumption on 407 

economic growth has been greater than REN consumption, G7 countries should increase 408 

investment in renewable energy sources by taking into account the negative environmental 409 

externalities of NREN. To combat climate change and achieve the Sustainable Development 410 

Goals (SDGs), these countries may change the industrial structure from NREN to REN sources. 411 

Furthermore, G7 members should invest more in renewable energy sources, technologies, and 412 

energy infrastructure to increase efficiency and decrease high energy production costs. 413 
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