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Abstract

This study investigates the dynamic linkages between oil prices and stock markets, also known as the oil price-stock price nexus. Within the framework of a VAR we examine dynamic interactions between daily Brent spot prices and several Lebanese stock prices. As expected, we find evidence of oil prices Granger causing stock prices, but no evidence of the opposite relationship. To better understand how shocks in the oil market are transmitted to the stock market, the orthogonalized impulse response function is examined. The behavior of all stocks examined is very similar; they all respond positively to a shock in crude oil prices on the same day and the day after the shock, with the impact of the shock disappearing thereafter. As for the variance decomposition analysis, it shows that the forecast errors of the stocks are largely attributable to their own innovations and the percentages do not change much with time. Only around 1% is attributable to oil shocks, increasing to around 3% after a few days and remaining at that level. Thus, our main conclusion is that the estimated level of the impact of an oil price shock on the Lebanese stock market is positive but marginal.
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1. Introduction

The role of oil prices as a crucial determinant of economic growth and international stability has been widely documented starting with Hamilton’s [1] influential study. In his paper, Hamilton [1] shows that in the period since World War II every single recession in the USA except one has been preceded by a spike in oil prices. In a recent testimony to the Joint Economic Committee of the US Congress, Hamilton [2] states that: “Big increases in the price of oil that were associated with events such as the 1973-74 embargo by the Organization of Arab Petroleum Exporting Countries, the Iranian Revolution in 1978, the Iran-Iraq War in 1980, and the First Persian Gulf War in 1990 were each followed by global economic recessions.”

A related strand of literature has investigated the impact of oil price fluctuations on the stock market performance. Theoretically, this relationship can best be explained using an equity pricing model, which suggests that the current price of any equity can be calculated as the present value of the discounted future cash flows. Based on the discounted cash flow method, a stock valuation model, changes in oil prices affect stock prices through two main transmission channels. First, in the absence of substitutes and given that oil is a direct or indirect factor of production for most firms, a rise in oil prices causes a decline in firms’ expected earnings resulting in lower cash flows and thus leading to a fall in the stock price [3,4]. Second, higher oil prices imply inflationary pressures leading Central Banks to raise interest rates in order to control prices. Both inflation and
higher interest rates result in the use of higher discount rates in the discounted cash flow method, leading to lower stock prices [5].

Practically, it is suggested that traders look at both the commodity (particularly oil) and stock market movements to predict the directions of both stock indices and commodity prices and make their investment decisions [6]. Also, as a result of oil spikes, economic downturns and/or higher inflation will negatively affect consumer confidence, slowing overall consumption and investments [7]. Consequently, it is natural to expect that oil fluctuations will somehow impact the stock markets.

As the world increases its dependence on oil today, and as stock markets continue to grow and develop, researchers are showing growing interest in the relationship between the two. One of the earliest of such studies was that by Kling [8] who investigated the effects of oil shocks on the US stock markets for the period 1973-1982. Although, earlier studies were mostly focused on developed countries, this past decade has witnessed greater interest in examining the relationship between international oil prices and stock markets of developing countries [9-14]. However, research on the MENA region markets remains very scant including only a few studies focusing on the Gulf Cooperation Countries (GCC) countries [15-23], and none on Lebanon.

Studying the relationship between oil prices and the Lebanese stock market is important for several reasons. First, the Lebanese economy in contrast to most other MENA countries, is highly dependent on imported oil products used as fuel for transportation, heating, electricity generation as well as for other sectors. Therefore, the economy is expected to be highly sensitive to global oil prices and variations in oil prices are expected to eventually propagate to profits, dividends, investments, and stock prices. According to the United Nations Economic and Social Commission of Western Asia [24], the share of total primary energy consumption in 2010 was 96.2% from imported oil products and only 3.8% from domestic sources, specifically from hydro.

Second, oil consumption in recent years is growing at a fast rate making the country even more dependent on imported oil and hence more vulnerable to oil price shocks. Lebanon ranked third among the 14 ESCWA Arab member countries experiencing high oil consumption changes in the period 2007-2010, a period during which the Lebanese oil consumption increased by 34% in just three years [24].

Third, existing studies have produced conflicting results; some find that there is no significant effect of oil price shocks on stock prices, others find a significant positive relationship, while still others find a significant negative effect. Hence, the evidence from the existing literature on the magnitude and sign of the impact of oil price changes on stock prices is still inconclusive.

Lebanese stocks are traded at the Beirut Stock Exchange (BSE), which is the second oldest stock market in the region following the Cairo and Alexandria Stock Exchanges in Egypt. It was primarily established by a decree of the French Commissioner in 1920. Throughout the 1950s and 1960s, the Lebanese stock market was significantly active. However, during the civil war, the BSE witnessed a decline in its trading activity and eventually halted its operations in 1983. The BSE remained closed for thirteen years before it re-opened in January of 1996. Global Depository Receipts (GDR), investment funds shares, preferred stocks, priority shares, and other forms of tradable derivatives were listed and traded at the BSE starting in 2000 [25]. As of January 2013, 28 different types of stocks (common, preferred and GDR stocks) are listed on the BSE. The stocks are categorized into five main sectors, namely: development and reconstruction, banking, trading, industrial, and funds. Table 1 lists the issuers of the Lebanese securities classified under each sector. It is worth noting that the most active stocks on the BSE are those belonging to the banking and development and reconstruction sectors.

The Lebanese market capitalization amounted to approximately $10,163 million in 2011 making it one of the smallest market capitalizations in the region, while Gulf countries have the highest market caps with Saudi Arabia ranking first ($338,874 million). Comparing the size of the Lebanese market cap on a world scale, it is close to that of Kenya, Panama, and Zimbabwe [26].
Table 1
Issuers at the Beirut Stock Exchange.

<table>
<thead>
<tr>
<th>Sector</th>
<th>Issuer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banking</td>
<td>Bank Audi</td>
</tr>
<tr>
<td></td>
<td>BLC Bank</td>
</tr>
<tr>
<td></td>
<td>Bank of Beirut</td>
</tr>
<tr>
<td></td>
<td>Byblos Bank</td>
</tr>
<tr>
<td></td>
<td>Banque Bemo</td>
</tr>
<tr>
<td></td>
<td>BLOM Bank</td>
</tr>
<tr>
<td>Development and Reconstruction</td>
<td>Solidere</td>
</tr>
<tr>
<td>Funds</td>
<td>Beirut Preferred Funds</td>
</tr>
<tr>
<td>Industrial</td>
<td>Holcim Liban</td>
</tr>
<tr>
<td></td>
<td>S.L. des Ciments Blancs</td>
</tr>
<tr>
<td>Trading</td>
<td>Rasamny Younis Motor Co.</td>
</tr>
</tbody>
</table>

Source: Beirut Stock Exchange [25]

Understanding the type of relationship between oil prices and stock prices is beneficial to portfolio managers, investors, financial market regulators, and energy analysts and policymakers. The findings can be utilized to build profitable portfolio strategies for traders. In particular, international investors and their portfolio managers can use this relationship to help them in managing the risk inherent in their portfolios [27,28] by identifying which stocks (or sectors) offer a means of diversification during large swings in oil prices [29]. Stocks of industries or specific companies which are positively correlated to oil prices are recommended when oil prices are expected to rise. On the other hand, stocks with negative sensitivity are considered better investments in times of declining oil price forecasts. Also, portfolio managers can benefit by rebalancing portfolios with stocks from different sectors if these stocks react differently to changes in oil prices. This will allow for risk diversification opportunities to be achieved through investing in stocks across sectors rather than within a sector [27].

Also, in case oil prices are proven to affect the stock market of a certain country, Fayyad and Daly [19] advise policymakers to raise the contribution of non-oil sensitive sectors to GDP and to take appropriate measures in order to minimize the impact of any oil shock on the market. Furthermore, governments of oil-importing countries can protect themselves from oil-supply shocks by increasing strategic oil reserves and saving measures through improving energy efficiency, promoting energy conservation and using alternative fuels whose prices are independent from oil prices. Governments of oil-importing countries can also enhance dialogue with oil-exporting countries to increase multilateral cooperation and to minimize shocks with unpleasant effects on the economies [12].

This paper contributes to the literature that examines the linkages between oil prices and stock markets of developing oil-importing countries. We use the unrestricted vector autoregression approach together with the impulse response and variance decomposition analyses to investigate the relationship in question. Given the strong evidence provided by existing studies that the impact of oil price shocks differs between sectors, we examine the stocks listed under the development and reconstruction sector in addition to the aggregate stock index. The findings in all cases indicate a significant positive effect. However, this effect is not persistent and disappears within two days of the initial shock.

The remainder of this paper is structured as follows. Section 2 provides a review of the existing literature. In Section 3 we describe the data and the methodology used followed by a presentation and
discussion of the empirical results in Section 4. Finally, in Section 5 we offer some concluding remarks on the findings together with suggestions for future research.

2. Literature Review

There exists a substantial body of literature investigating the relationship between oil price changes and stock prices. The first study in this strand of literature was conducted by Kling [8] who employed vector autoregression analysis to examine the effect of oil spikes on the S&P500 and the price indexes of five US industries using monthly data for the period 1973-1982. Later, Hamao [30], using multi-factor analysis for the Japanese market, again employed monthly data for a similar time period 1975-1984.


While only a few papers covered the period before and during the 1970s [34], many more papers have investigated the period from 1980 and onwards, especially with the increasing availability of financial data [3,35-38]. Aloui and Jammazi [4] justified the usage of the regime switching model to the period 1989-2007, by noting the multiple political and economic events during this time period that have caused dramatic changes in both oil and international stock prices; the stock market crash in 1987, the 1990 Gulf war, the 1997 East Asian currency crisis, the 9/11 terrorist attacks in 2001, the oil price hikes in 2007-2008, and the 2008 financial crisis. These events have motivated many scholars to study the linkage between the two variables during this period across many countries. For example, Hammoudeh and Li [39] used dummies for all the major events listed above to examine oil sensitivity and systematic risk of oil-producing countries (Mexico and Norway) and oil-sensitive industries (US oil and transportation industries). Hammoudeh and Choi [40] investigated the permanent (or fundamental) components and the transitory (or fad) components of the Gulf Cooperation Council (GCC) stock markets in comparison to the Mexican stock market. Although their selection of the 1994-2004 period was primarily determined by the availability of data, the time series permitted the examination of the impacts of the Mexican crisis in 1994, the East Asian crisis in 1997, the collapse of oil prices in 1998, the oil price and Asian economy recoveries in 1999, the adoption of the target zone oil pricing mechanism and the NASDAQ collapse in 2000, the New York terrorist attacks in September 2001, and the Iraq war in 2003.

Another important reason for focusing on the first decade of this century is the significant rise in demand for oil, specifically in developing countries. The rapid growth in oil consumption has motivated many scholars to research the relationship between oil prices and stock markets [5]. The rising oil demand was also accompanied by high volatility in prices during the 2000s. Although the 2008 global financial was considered to be an important event and was taken into account by many researchers [14, 41], others chose to exclude it from their sample periods to avoid possible distortions in the oil-stock linkage that could be caused by this specific event [28].

While studies concerned with developed countries date as far back as the 1980s, studies on developing countries did not appear until the mid 2000s. The majority of these studies examine the Asian-Pacific region, probably because this region is more energy intensive and has more developed financial markets compared to other developing regions. Therefore, many researchers focused their attention on exploring how changes in oil prices influence Asian stock markets' performance [9-14, 41-43]. Accounting for approximately 40% of global
oil reserves and 25% of total world crude oil exports in 2012, several researchers have shown interest in the Gulf Cooperation Council (GCC) countries. Additionally, the GCC markets (Bahrain, Kuwait, Oman, Qatar, Saudi Arabia, and the United Arab Emirates) are characterized as being segmented from international markets thus making them promising areas for portfolio diversification. These reasons have motivated several researchers to investigate the relationship between oil prices and stock returns of these markets [15-21,23]. Only one study explored the effects of oil prices on financial markets in the MENA region [22]. The countries analyzed were Morocco, Tunisia, Egypt, Jordan, and Turkey, which are oil importers sharing borders with big oil exporting countries. Since no study to date has looked at the oil–stocks relationship in Lebanon, we attempt to fill this gap by focusing on the Lebanese market.

In most cases, Brent or WTI spot prices have been used as proxies for international oil prices. Being more relevant to the Middle East region, we will use the Brent prices. To reflect the performance of stock markets, most papers have used broad based stock market indices, while a few others studied stock prices of specific industries [36, 37, 39, 44-46]. Given the strong evidence provided by existing studies that the impact of oil price shocks differs between sectors, we examine the stocks listed under the development and reconstruction sector in addition to the aggregate Lebanese stock index.

In general, the frequency of the data in previous studies has varied between daily and yearly, with earlier papers using lower frequencies such as quarterly, monthly, or even yearly. The usage of low frequency data has been criticized as averaging out too much important information. For this reason, Broadstock et al. [14] and others [6, 16, 18, 27, 29, 40, 45, 48] chose to use weekly time series. In the present study, we will preserve the original frequency of the data and hence use daily values.

The majority of researchers have conducted bivariate analyses; yet, others have chosen to use multivariate models to control for the impact of additional factors such as: interest rates [3,10, 34, 36, 44, 45, 49-52], exchange rates [11], industrial production [53], global oil production [51], global real economic activity [33,46], inflation [50], export/import price index of a country [30, 54], or unemployment rates [49,50, 54]. In this paper, we limit our investigation to a bivariate analysis given that none of the relevant variables exists on a daily basis.

Moreover, a wide range of specifications, estimation techniques, and testing methodologies have been used in an effort to investigate the relationship between oil prices and stock markets. A common approach is to estimate multifactor market models [5, 27-29, 32, 35, 36, 44, 55-57]. Another approach is to use the Markov switching models that switch between regimes [4, 7, 40, 58] or the Autoregressive Conditional Jump Intensity method (ARJI) which assumes that the jump intensity has an autoregressive moving average (ARMA) process [43, 59]. Some researchers have used the wavelet methodology that enables the simultaneous examination of the behavior of a time-series in both frequency and time domains (see e.g. Akoum et al. [23] and Jammazi [60, 61]). The most frequently used model has been the vector autoregression model (VAR), or in case of cointegration, the vector error correction model (VECM). Kaneko and Lee [54] were one of the first researchers who used the VAR approach to test for the relationship between oil and stock prices of the Japanese market. The approach was later used by various authors for different countries [15, 49, 62-65]. This framework has been mainly chosen due to its characteristics that treat all variables as endogenous and allow studying the direction of causality as well as the short-term dynamics of these variables. Because of its many advantages for time series data, this study will apply the VAR model to facilitate the comparison of results to previous research done following the same methodology.

As for estimation methods, we list here a few of the methods used in this body of literature besides the OLS method: Seemingly Unrelated Regression [18], quantile regression [66], and the quasi-maximum likelihood [27].
The results describing the relationship between oil and stock prices have been contradictory even when the same country is studied. While some researchers found that no linkage exists [3, 10, 16, 40, 57, 63, 67-69], many others provided evidence of a relationship between the two variables. In most cases, the relationship was negative [4, 33, 37, 48, 49], while in other cases, oil prices were found to positively impact stock prices, in particular in sectoral or industry-based studies [11, 13, 14, 18, 21, 36, 41, 44, 50].

3. Data and Methodology

Daily closing prices for the period 10/16/2006 to 7/10/2012 were obtained from the BSE website for the stock prices and the EIA for the oil prices. As a proxy for the world price of crude oil, we use the Brent spot price (measured in US dollars per barrel), which is the most commonly used benchmark for pricing in the crude oil market. Following Arouri and Nguyen’s [27] advice regarding the drawbacks of limiting the stock price information to the national market index, we use in addition to the BLOM Beirut Stock Index (BSI), the stocks that fall under the development and reconstruction sector, Solidere A (SOLA) and Solidere B (SOLB). These two stocks, being the most actively traded on the BSE, have been chosen to be included in the new Dow Jones MENA index. To be consistent with other studies, all variables are expressed in natural logarithms. None of the other variables commonly used in such an analysis are available at frequencies higher than annual, and hence we limit our analysis to a bivariate one.

3.1 Unit root and cointegration testing

Typically, the first step in any time-series analysis is to investigate the order of integration of the variables used in the empirical study. The Augmented Dickey Fuller (ADF) test [70, 71] will be used, complemented with the Phillips Perron (PP) test [72]. Both tests are based on equation 1 in which the null hypothesis is $H_0: \gamma = 0$, i.e. $y$ has a unit root, and the alternative hypothesis is $H_1: \gamma < 0$, but the test statistics are calculated differently.

$$\Delta y_t = \alpha + \gamma y_{t-1} + \theta t + \sum_{i=1}^{p} \varphi_i \Delta y_{t-i} + \epsilon_t$$

where $\epsilon_t$ is assumed to be a Gaussian white noise error, $t$ is a time trend, and the number of lags $p$ is selected by the Akaike information criterion [73] from a maximum number of lags based on Schwert’s [74] formula $p_{max} = 12 \times \left(\frac{T}{100}\right)^{0.25}$. The distribution of $\gamma$ does not follow the conventional $t$ distribution, and hence the appropriate critical values are taken from MacKinnon [75].

If the unit root tests confirm that at least some of the variables are $I(1)$, then the next step would be to test if they are cointegrated, i.e. if they are bound by a long-run relationship. Cointegration exists between a set of non-stationary variables when a certain linear relationship of the series is stationary [76]. To test for cointegration both Engle and Granger’s [77] and Johansen’s [78, 79] approaches will be used. If cointegration is found then the remaining analysis can be performed using a VECM, otherwise the $I(1)$ variables are differenced and a simple unrestricted VAR can be used.

3.2 VAR model
The vector autoregression (VAR) model, originally advocated by Sims [80] as an alternative to simultaneous equation models, carries many advantages. Its ease of estimation (OLS), ease of construction by treating all variables as endogenous, and good forecasts have made it one of the most widely used models in spite of some criticism surrounding the model (see for e.g. Cooley and Leroy [82]; Runkle [83]; Harvey [84]). It is worth noting that its major drawback is the large number of parameters to be estimated \((N+pN^2)\), which may severely limit degrees of freedom. VARs have been used primarily in forecasting, testing Granger causality, and studying the effects of policy through impulse response characteristics [85]. The VAR model in reduced form is given by:

\[
y_t = \Lambda + \Gamma_1 y_{t-1} + \cdots + \Gamma_p y_{t-p} + \varepsilon_t \tag{2}
\]

where \(y_t\) is a vector of \(N\) stationary variables, \(\varepsilon_t\) is a vector of Gaussian white noise errors, and \(p\) is the order of the VAR. If the variables being studied are I(1) but not cointegrated, they can be used in differenced form in a VAR. Otherwise, if the variables are I(1) and cointegrated, a vector error correction model can be employed.

It is essential to appropriately specify the lag length \(p\) for the VAR system; if \(p\) is too small the model is misspecified and the missing variables create an omitted variables bias, while overparameterizing involves a loss of degrees of freedom and introduces the possibility of multicollinearity [86]. In general, VAR estimates are known to be sensitive to the number of lags included. The lag length \(p\) will be determined based on Akaike’s Information Criterion [73] (AIC), where the maximum number of lags is again calculated by Schwert’s [74] formula \(p_{max} = 12 \times \left(\frac{T}{100}\right)^{0.25}\).

This method of analysis permits us to test for the direction of causality, if it exists, as discussed next. Moreover, it captures the dynamics of the interrelationships between the variables through impulse responses and variance decomposition.

### 3.3 Granger Causality Testing

One of the earliest methods to test for causality was proposed by Granger [87]. Granger [88] defines causality as “if \(y_t\) causes \(x_t\), then \(x_{t+1}\) is better forecast if the information in \(y_{t-j}\) is used than if it is not used.” To determine the direction of causality, a simple Wald test in an unrestricted VAR setting is applied to a group of coefficients to test whether they are jointly significant or not.

Consider the VAR model presented in equations 3 and 4, where \(O\) denotes the logarithm of oil prices and \(BSI\) denotes the logarithm of the Beirut Stock Index. In order to identify the direction of the causality between \(O\) and \(BSI\), Granger Causality tests are applied to the VAR model as follows.

In Equation 3 if \(\beta_1 = \beta_2 = \cdots = \beta_p = 0\) then \(BSI\) does not Granger cause oil prices, while if the opposite is true then \(BSI\) can be said to Granger cause oil prices. Similarly, in Equation 4 we test whether the group of \(\mu\) coefficients are jointly significant or not to conclude whether oil prices Granger cause \(BSI\) or not. \(p\) is usually determined based on a lag selection criterion such as the Akaike Information Criterion (AIC) or the Schwarz Bayesian Criterion (SBC).

\[
O_t = \alpha + \sum_{i=1}^{p} \gamma_i O_{t-i} + \sum_{i=1}^{p} \beta_i BSI_{t-i} + \varepsilon_{1t} \tag{3}
\]

\[
BSI_t = \delta + \sum_{i=1}^{p} \rho_i BSI_{t-i} + \sum_{i=1}^{p} \mu_i O_{t-i} + \varepsilon_{2t} \tag{4}
\]

where \(\varepsilon_{1t}\) and \(\varepsilon_{2t}\) are white noise error processes. This simple Wald test, however, is only valid if all variables are stationary [87, 89].

---

1 It can be shown that OLS applied to each equation separately is asymptotically efficient [81].
3.4 Impulse Response Function (IRF)

Impulse response analysis is a useful tool to examine the effect of a shock over time on the various variables in a system. For example, if we introduce a one period shock to $O$ by increasing $\varepsilon_1$ by one standard deviation at time $t=0$ (see equation 3), we can observe how this impulse will affect $BSI$ immediately and several periods later. However, if the errors are correlated as is usually the case, we cannot associate a shock with any one particular variable. In that case and in order to be able to isolate the effects of any specific shock, researchers have used orthogonalized impulses based on the Cholesky decomposition.

Assuming that the VAR in equation 2 is stable, by repetitive substitution we obtain the following moving average representation of the VAR:

$$y_t = \bar{y} + \sum_{\tau=0}^{\infty} A_{\tau} \varepsilon_{t-\tau}$$

where
$$\bar{y} = E(y_t) = \Lambda(I - \Gamma_1 - \Gamma_2 - \cdots - \Gamma_p)^{-1}$$

and
$$A_{\tau} = \sum_{j=1}^{\tau} \Gamma_j A_{\tau-j} = \Gamma_1 A_{\tau-1} + \Gamma_2 A_{\tau-2} + \cdots + \Gamma_p A_{\tau-p} \text{ with } A_0 = I$$

A shock to a stationary time series is known to be transitory. In other words, for an I(0) series the impact of a shock will disappear after some time period when the series will revert to its mean value. It should be noted that Cholesky factorization is not invariant to the ordering of the variables in the VAR. Since the first variable in the ordering explains all of its one-step forecast variance, it should be the one least influenced by other variables in the model such as an exogenous variable. The variable that is influenced by other variables the most is chosen as the last variable in the ordering. To overcome the arbitrariness in order selection, Sims [90] suggests attempting various orderings and checking the robustness of the results.

Using the Cholesky decomposition, the variance-covariance matrix $\Omega$ of the errors can be uniquely decomposed into $\Omega = PDP'$, where $P$ is a lower triangular matrix with ones on the diagonal and $D$ is a diagonal matrix [91]. The errors $\varepsilon_t$ can thus be transformed into orthogonal errors $\theta_t = P^{-1} \varepsilon_t$ with a variance-covariance matrix $D$.

$$y_t = \bar{y} + \sum_{\tau=0}^{\infty} A_{\tau} P \theta_{t-\tau}$$

or more compactly

$$y_t = \bar{y} + \sum_{\tau=0}^{\infty} \phi_{\tau} \theta_{t-\tau}$$

where

$$\phi_{\tau} = A_{\tau} P$$

Applying the Cholesky decomposition to the moving average representation of equations (3) and (4), we obtain

$$\begin{bmatrix} O_t \\ BSI_t \end{bmatrix} = \begin{bmatrix} \bar{O}_t \\ \bar{BSI}_t \end{bmatrix} + \sum_{\tau=0}^{\infty} \begin{bmatrix} \phi_{11}(\tau) & \phi_{12}(\tau) \\ \phi_{21}(\tau) & \phi_{22}(\tau) \end{bmatrix} \begin{bmatrix} \theta_{1,t-\tau} \\ \theta_{2,t-\tau} \end{bmatrix}$$

The four sets of $\phi$ coefficients are called the impulse response functions. For example, $\phi_{11}(1)$ and $\phi_{21}(1)$ are the one-period responses of an impulse in $\theta_{1,t-1}$ on $O_t$ and $BSI_t$, respectively.

3.5 Variance Decomposition (VD)
Another way of characterizing the dynamics of a VAR is via the variance decomposition. Forecast error variance decomposition is applied to identify the relative importance of a variable in generating its own variation. Similarly to the IRF, the results are sensitive to the ordering of the variables. In general, the n-step ahead conditional forecast of $y_t$ using equation 7 is:

$$y_{t+n} = \bar{y} + \sum_{\tau=0}^{\infty} \phi_\tau \theta_{t+n-\tau}$$

And hence the n-period forecast error will be

$$y_{t+n} - \hat{E}_t y_{t+n} = \sum_{\tau=0}^{n-1} \phi_\tau \theta_{t+n-\tau}$$

The corresponding covariance matrix will be equal to $\sum_{\tau=0}^{n-1} A_t PDP' A'_t$

For example, if we focus solely on the $O_t$ sequence in (9), the n-step ahead forecast error is:

$$O_{t+n} - \hat{E}_t O_{t+n} = \phi_{11}(0)\theta_{1,t+n} + \phi_{11}(1)\theta_{1,t+n-1} + \cdots + \phi_{11}(n-1)\theta_{1,t+1} + \phi_{12}(0)\theta_{2,t+n} + \phi_{12}(1)\theta_{2,t+n-1} + \cdots + \phi_{12}(n-1)\theta_{2,t+1}$$

And its variance denoted by $\sigma^2_t(n)$ is:

$$\sigma^2_t(n) = \sigma^2_1[\phi^2_{11}(0) + \phi^2_{11}(1) + \cdots + \phi^2_{11}(n-1)] + \sigma^2_2[\phi^2_{12}(0) + \phi^2_{12}(1) + \cdots + \phi^2_{12}(n-1)]$$

We are now ready to decompose the n-step ahead forecast error variance into the proportions due to each of the $\theta_1$ and $\theta_2$ shocks, shown below respectively:

$$\frac{\sigma^2_1[\phi^2_{11}(0) + \phi^2_{11}(1) + \cdots + \phi^2_{11}(n-1)]}{\sigma^2_t(n)}$$

$$\frac{\sigma^2_2[\phi^2_{12}(0) + \phi^2_{12}(1) + \cdots + \phi^2_{12}(n-1)]}{\sigma^2_t(n)}$$

The sum of the variance decompositions of any variable as shown above should equal 100 per cent. Note that if the variance decomposition due to an impulse in $\theta_2$ for example is zero for all $n$, then we can say that $O_t$ is exogenous. Enders [92] recommends examining the variance decompositions at various forecast horizons. Consequently, we will look at the 1 day, 15 day, and 30 day variance decompositions.

### 4. Empirical Results

To test the stationarity properties of the data, ADF and PP unit root tests are employed. Two separate specifications are applied; one with a constant and trend and the other with a constant only. With respect to the ADF test, the appropriate lag length is automatically selected based on the Akaike Information Criterion. As for the PP test, the bandwidth is determined by the Newey-West method. The results for both the level and differenced variables are reported in Table 2, from which it can be concluded that all variables are I(1).

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF\textsuperscript{a}</th>
<th>PP\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of Integration</td>
<td>Constant and Trend</td>
<td>Constant</td>
</tr>
<tr>
<td>OIL</td>
<td>I(1)</td>
<td>-1.93 (0.64)</td>
</tr>
<tr>
<td>Δ OIL</td>
<td>I(0)</td>
<td>-6.61 (0.00)</td>
</tr>
<tr>
<td>BSI</td>
<td>I(1)</td>
<td>-2.54 (0.31)</td>
</tr>
<tr>
<td>Δ BSI</td>
<td>I(0)</td>
<td>-5.41 (0.00)</td>
</tr>
<tr>
<td>SOLA</td>
<td>I(1)</td>
<td>-2.41 (0.37)</td>
</tr>
</tbody>
</table>
We now proceed to examine the cointegration properties of each pair of variables; OIL-BSI, OIL-SOLA, and OIL-SOLB. We perform both the Engle and Granger [77] and the Johansen [78] tests. According to the Johansen test results, both the Maximum Eigenvalue and Trace statistics indicate the absence of cointegration. Similarly, Engle and Granger test results do not find any evidence of a common stochastic trend shared by any two series. Consequently, we will continue with our VAR analysis using the variables in differences. The next step involves choosing the appropriate lag length according to the AIC, with the maximum number of lags being 23 based on Schwert’s formula. For all three models, the selected number of lags is 13.

In Table 3 we report the results of the Granger causality tests performed on each of our three models. At the 5% level of significance we conclude that BSI does not Granger cause OIL but that OIL Granger causes BSI. With respect to Model 2, the results reveal that SOLA does not Granger cause OIL, but OIL Granger causes SOLA. Similar results are found for SOLB and OIL. These findings are expected for smaller economies such as that of Lebanon, even though for larger economies and at the global level that might not be the case since the same economic shocks that affect stock returns also affect oil prices [46].

Table 3
Causality Test Results.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dependent Variable</th>
<th>Independent Variable</th>
<th>Chi-Square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>OIL</td>
<td>BSI</td>
<td>20.06 (0.09)</td>
</tr>
<tr>
<td></td>
<td>BSI</td>
<td>OIL</td>
<td>27.92 (0.01)</td>
</tr>
<tr>
<td>Model 2</td>
<td>OIL</td>
<td>SOLA</td>
<td>20.74 (0.08)</td>
</tr>
<tr>
<td></td>
<td>SOLA</td>
<td>OIL</td>
<td>27.58 (0.01)</td>
</tr>
<tr>
<td>Model 3</td>
<td>OIL</td>
<td>SOLB</td>
<td>21.63 (0.06)</td>
</tr>
<tr>
<td></td>
<td>SOLB</td>
<td>OIL</td>
<td>27.49 (0.01)</td>
</tr>
</tbody>
</table>

Note: Probability values are in parentheses.

To better understand how shocks in the oil market are transmitted to the stock market, the orthogonalized impulse response function is examined. Following the ordering of the variables suggested by Cong et al. [10] and Park and Ratti [93], oil prices are placed before stock prices when estimating the VAR models. Based on this ordering, oil prices can have possible contemporaneous effects on the stock prices but not vice versa. The plots of the impulse responses from a Cholesky one standard deviation innovation in oil prices are shown in Figures 1-3. The behavior of the stock index BSI and the two stocks SOLA and SOLB are very similar; they all respond positively to a shock in crude oil prices on the same day and the day after the shock, with the the impact of the shock disappearing thereafter. The two standard error confidence intervals are shown in dashed lines.

Not many studies have used daily data, so it would be hard to compare the duration of the responses to other studies. However, the direction of the response, which is surprising for a net oil importer such as Lebanon, is similar to that found by a few studies, notably Sadorsky [36] for Canadian oil and gas stocks; El-Sharif et al. [44] for English oil and gas stocks; Bjornland [50] for Norway; Narayan and Narayan [11] for Vietnam; Arouiri and Rault [21] for GCC countries except Saudi Arabia; Mohanty et al. [18] for GCC countries except Kuwait; Broadstock et al. [14] for Chinese energy stocks; Li et al. [41] for China at the sectoral level; Nguyen and Bhatti [13] for Vietnam. The more commonly found result in the literature however, is that increases in oil prices tend to depress stock prices [51]. Figures 4-6 display the response of oil prices to shocks in the domestic financial markets. As expected, there appears to be no significant response by oil prices to a shock in the Lebanese stock market.
Fig. 1. Orthogonalized Impulse Response of BSI to a shock in OIL.

Fig. 2. Orthogonalized Impulse Response of SOLA to a shock in OIL.

Fig. 3. Orthogonalized Impulse Response of SOLB to a shock in OIL.
We finally turn to the results of the orthogonalized variance decomposition analysis that are presented in Table 4. The values indicate the percentage of the forecast error variance in BSI, SOLA, and SOLB attributed to their own innovations versus innovations from crude oil prices. The time horizons chosen are: one day, 15 days, and 30 days ahead. For BSI, 98.82% of the variability in BSI changes is explained by its own innovation for one day ahead. This percentage only declines to 96.68% after 15 days and to 96.57% after 30 days. Similarly,
orthogonalized variance decomposition of SOLA (SOLB) reveals that most of the variability is explained by its own shock; 98.85% (99.27%) after one day and decreases slightly to 96.95% (97.41%) after 30 days. In summary, for all three variables their forecast errors are largely attributable to their own innovations and the percentages do not change much with time. Only around 1% is attributable to oil shocks, increasing to around 3% after a few days and remaining at that level. In other words, the results of the variance decomposition suggest that crude oil price shocks barely have an impact on changes in BSI, SOLA, or SOLB. In all three models, oil price shocks explain less than 3.5% of the forecast error variances at the end of the 30-day period considered in the variance decomposition analysis.

Table 4
Orthogonalized Variance Decomposition Results.

<table>
<thead>
<tr>
<th>Model 1</th>
<th>Period</th>
<th>S.E.</th>
<th>OIL</th>
<th>BSI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.01</td>
<td>1.18</td>
<td>98.82</td>
</tr>
<tr>
<td>Variance Decomposition of BSI</td>
<td>15</td>
<td>0.02</td>
<td>3.32</td>
<td>96.68</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.01</td>
<td>3.43</td>
<td>96.57</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 2</th>
<th>Period</th>
<th>S.E.</th>
<th>OIL</th>
<th>SOLA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.02</td>
<td>1.15</td>
<td>98.85</td>
</tr>
<tr>
<td>Variance Decomposition of SOLA</td>
<td>15</td>
<td>0.02</td>
<td>3.02</td>
<td>96.98</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.02</td>
<td>3.05</td>
<td>96.95</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model 3</th>
<th>Period</th>
<th>S.E.</th>
<th>OIL</th>
<th>SOLB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.02</td>
<td>0.73</td>
<td>99.27</td>
</tr>
<tr>
<td>Variance Decomposition of SOLB</td>
<td>15</td>
<td>0.02</td>
<td>2.56</td>
<td>97.44</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>0.02</td>
<td>2.59</td>
<td>97.41</td>
</tr>
</tbody>
</table>

5. Conclusions

This study investigates the dynamic linkages between oil prices and stock markets, also known as the oil price-stock price nexus. Within the framework of a VAR we examine dynamic interactions between daily Brent spot prices and Lebanese stock prices. Given the strong evidence provided by existing studies that the impact of oil price shocks differs between sectors, we examine the stocks listed under the development and reconstruction sector, Solidere A (SOLA) and Solidere B (SOLB), in addition to the aggregate stock index (BSI).

As expected, we find evidence of oil prices Granger causing stock prices, but no evidence of the opposite relationship. These findings are expected for smaller economies such as that of Lebanon, even though for larger economies and at the global level that might not be the case since the same economic shocks that affect stock returns also affect oil prices [46].

To better understand how shocks in the oil market are transmitted to the stock market, the orthogonalized impulse response function is examined. An oil price shock produces a slight increase in the stock market that rapidly dissipates; they all respond positively to a shock in crude oil prices on the first day after the shock, but starting the second day and onwards the impact of the shock disappears. Not surprisingly, shocks in the stock market do not seem to have any effect on oil prices, judging by the statistical insignificance of the response function. Not many studies have used daily data, so it would be hard to compare the duration of the responses to other studies. However, the direction of the response, is similar to that found by Sadorsky[36]; El-Sharif et al.[44]; Bjornland [50]; Narayan and Narayan [11]; Arouri and Rault [21]; Mohanty et al. [18]; Broadstock et al. [14]; Li et al. [41]; Nguyen and Bhatti [13]. Oil price shocks have been commonly found to stimulate the stock markets of oil exporting countries. But for Lebanon, an oil importer, this is a surprising
result, which can be partly explained by the fact that a substantial number of investors in Lebanese stocks are from neighboring oil exporting Arab countries.

As for the variance decomposition analysis, it shows that the forecast errors of the stocks are largely attributable to their own innovations and the percentages do not change much with time. Only around 1% is attributable to oil shocks, increasing to around 3% after a few days and remaining at that level. Thus, our main conclusion is that the estimated level of the impact of an oil price shock on the Lebanese stock market is positive but marginal. Our results are in line with Apergis and Miller’s [68] who conclude that international stock markets do not respond in a large way to oil market shocks.
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