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Abstract

The growth framework presented in part I of this paper is extended to include labour market
frictions, resulting in a model that has interesting cyclical properties, including the following:

(1) In response to investment-reducing shocks, the model endogenously creates recessions
followed by drawn-out recoveries, closely resembling time series data on unemployment, output,
investment and asset prices; (2) recessions are fully explained as periods during which frictions
prevent instantaneous reallocation, resulting in (3) stock market crashes at the beginning of
recessions; (4) the persistently elevated unemployment following recessions is explained as a
result of investment dynamics; (5) the model incorporates a mechanism that strongly amplifies
investment-reducing shocks while dampening investment-increasing shocks; this leads to (6) a
pronounced asymmetry in business cycles, even for symmetric shocks; (7) the model further
explains why output can be above trend during investment booms; (8) cyclical fluctuations can
be triggered by a variety of shocks, including for example productivity or financial shocks; (9)
the model is capable of expectation-driven cycles: the anticipation of future changes can trigger
investment booms or recessions without the need for any contemporary productivity changes;
(10) the shape of recessions and recoveries is largely driven by model mechanics, and does
not rely on particular characteristics of the shock; (11) the model matches the usual cyclical
correlations as well as typical RBC models, and in addition to that replicates the skewness of
cyclical variables; (12) the model is simpler than most alternative business cycle frameworks
and more robust with regards to its reliance on household characteristics for cyclical patterns.
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1 Introduction

In part I of this paper, we developed a model of endogenous growth that is consistent with

a stable growth rate and constant returns to scale at the aggregate level, while being robust

with respect to trends in R&D effectiveness, changes in demographics or market power. In

this second part, we will extend our growth model to allow for the study of business cycle

patterns.

1.1 Plan of this Paper

The following section 2 introduces a business cycle version of the growth framework pre-

sented in part I of this paper. The new ingredient that enables us to obtain interesting

responses to exogenous shocks is simple search frictions in the labour market. After devel-

oping a basic version of the model and briefly discussing its properties, we will investigate

the ability of the model to generate realistic business cycles, most importantly recessions

followed by prolonged recovery periods. We will be using a calibrated version of the model

for this purpose and simulate the responses to shocks. Most of the simulations will be based

on generic reallocation shocks. We will also evaluate a number of alternative shocks and

disturbances frequently used in the macroeconomic literature with regards to their ability to

generate cyclical fluctuations.

In section 3, we will look at how our model can provide new insights into longstanding

issues in macroeconomics and finance, such as excess volatility puzzle and the equity premium

puzzle. Finally, section 4 summarizes our findings, discusses possible extensions, makes

remarks on how our results generalize and compares our framework to popular models in

the business cycle literature.
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2 Business Cycles

In what follows, we discuss the cyclical properties of our model. The overall setting is

very similar to the one used in part I of this paper. Any references to the first part will be

prefixed with a Roman numeral I.1 With a single relatively minor modification, the model

will be capable of generating responses to certain shocks that closely match the cyclical

patterns observed in aggregate data. This includes a phenomenon that resembles a recession

followed by a prolonged recovery period.

Before proceeding, it is important to stress that projects, the units of production in-

troduced in part I, are specific to their industry and sector. Each project employs capital,

including knowledge capital, that enables it to be competitive in producing a particular type

of good. If the relative demand for the output of different industries changes, the response

may involve shutting down projects at a higher rate in the industry that faces reduced de-

mand, while reducing the termination rate or even starting up new projects where demand

is increasing. This notion in itself is entirely innocuous in the frictionless setting we have

been using so far. Since we assumed that projects can be created or shut down at any time

and without cost, there is no real difference between a project being repurposed to produce

a different good versus the project being shut down and its factors used to start up a new

one in a different industry in the same period. The assumption only becomes important in

combination with the labour market frictions we introduce now.

From now on, we will assume that if labour is unemployed, it takes some time for it to

become available again to be reemployed. The reasons for being unemployed include being

new to the labour force, job separation for idiosyncratic reasons and the termination of

the project the unit of labour was assigned to. This last source of unemployment interacts

with the industry specificity of production units. Suppose the demand for output in an

industry drops. Projects are being shut down, and the previously used production factors are

released. While labour becomes unemployed and unavailable for immediate reemployment,

1E.g. equation (I-2) or section I-2.2.
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the capital is put on the market, where it competes with newly produced investment goods.

This temporary increase in the supply of second-hand capital goods reduces the demand for

the output of industries in the investment sector, possibly triggering further adjustments

and project terminations. This can create an amplification effect that is capable of turning

relatively small disturbances into recessions.

2.1 The Firm Sector

The model of the firm sector is the same as in the growth section I-2.2 in part I of

the paper. We only need to specify the functional form of ψ and the nature of the shocks

affecting production.

We will discuss the effects of a variety of different macroeconomic shocks in subsection

2.6. For the following exposition, we will consider two types of shocks. The first one is

a simple TFP shock σ[D] that temporarily affects productivity, so that output is given by

y = (1 + σ[D])Dkαnβ.

The choice of the second shock is motivated by two considerations. First, as seen in part

I, firms continuously adjust their production techniques, increasing the factor inputs as the

economy grows. New, more productive factor input combinations are explored, and growth

acceleration costs (GACs) are expended to implement them. It seems plausible that in this

process, firms may reach a point where it becomes clear that the production function will look

a little different going forward. For example, the R&D expenditure required to implement

a given productivity improvement could be higher than in the past, which would translate

into relatively lower productivity of the capital that embodies such improvements. In the

language of figure I-1, as firms move though the space of production techniques towards the

top right, they may encounter isoquants that are spaced or sloped slightly differently. This

may trigger an adjustment in the way in which firms grow their factor inputs in the future,

without directly affecting current productivity or production possibilities.

Second, for the purpose of analyzing the response of the model economy to a shock,
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we may want to keep the shock as neutral as possible with regards to its direct effects on

business cycle indicators such as output and unemployment, so that it is not the shock itself

driving the relevant fluctuations of important variables, but rather the endogenous response

to the shock. This way, we will be able to focus on the ability of the economic system to

generate business-cycle-like patterns rather than the characteristics of a shock required to

match the data, such as its persistence. This approach is distinctly different from the one

taken in the early real business cycle literature, where the properties of the TFP shock to a

large extent determined the path of output, with the focus being mostly on the co-movement

of other endogenous variables.

Suppose that the production function at the project level is initially the same as the one

we used before, f(k, n) = Dkαnβ. At the time when factor inputs have reached the level

(k, n) = (k̄, n̄), it becomes evident that going forward, additional capital will be slightly more

or less productive than the existing stock, where the relative change is given by σ[k]

α
. Simi-

larly, the productivity of labour beyond current employment changes by σ[n]

β
. The resulting

production function for k ≥ k̄ and n ≥ n̄ is

f(k, n) =D

(

k + (k − k̄)
σ[k]

α

)α(

n+ (n− n̄)
σ[n]

β

)β

.
=D

(

1 + σ[k](1−
k̄

k
) + σ[n](1−

n̄

n
)

)

kαnβ. (1)

The shocks to the productivity of individual factors have a long-term impact on total

factor productivity that is equal to the size of the shocks. The immediate effect on average

productivity for (k, n) = (k̄, n̄) is zero, however, as the productivity change only applies to

additional factor inputs. The marginal products, on the other hand, are affected as soon as
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the shock hits.

fk
.
=αD

(

1 + σ[k](1−
k̄

k
) + σ[n](1−

n̄

n
) +

σ[k]

α

k̄

k

)

kα−1nβ

fn
.
=βD

(

1 + σ[k](1−
k̄

k
) + σ[n](1−

n̄

n
) +

σ[n]

β

n̄

n

)

kαnβ−1

The shock σ[kn] we will consider in our simulations is a combination of the capital and

labour productivity shocks of the same magnitude, σ[kn] = σ[k] = σ[n]. As this shock has a

similar effect on productivity as a TFP shock, but only to the extent that additional factor

inputs are used, we will refer to it as a marginal TFP shock.

With regards to the specification of the GAC function ψ, we will follow the assumptions

of proposition I-2 (2) for a = 1.

ψ(γ[k], γ[n]) = ψ(γ[k]) =

(

γ[k]

γ̄

)χ

Only the adjustment of capital is constrained, while the labour input can be varied freely.

Moreover, we will be interested in the limit for χ → ∞, where the functional form of ψ

guarantees that firms choose γ[k] = γ̄ and that ψ = 0. This particular choice of the GAC

function keeps the model as simple as possible.2

Calculating aggregate output from project-level output (1), using the definition of the

two types of shocks, we arrive at

Y
.
=D

(

1 + σ[D] + σ[kn](2−
k̄

k
−
n̄

k

K

N
)

)

kα+β−1K1−βNβ. (2)

Labour input is not restricted by GACs so that, according to equation (I-4), wages will

reflect the marginal product of labour as given by the atemporal production function f .

Capital income can then be derived as the residual, by eliminating wages from the free entry

2Of course, given that the rate of TFP growth is always constant in the case where only one production
factor is subject to GACs, any specification of ψ(γ[k]) consistent with Definition I-1 for a = 1 would yield
equivalent outcomes, albeit for a constant ψ > 0.

6



condition.

r + δ
.
=(1− β)D

(

1 + σ[D] + σ[kn](2−
k̄

k
− (1 +

1

1− β
)
n̄

k

K

N
)

)

kα+β−1K−βNβ (3)

w
.
=βD

(

1 + σ[D] + σ[kn](2−
k̄

k
− (1−

1

β
)
n̄

k

K

N
)

)

kα+β−1K1−βNβ−1 (4)

2.2 The Labour Market

In contrast to the model presented in the growth section I-2, we will now allow for

unemployment resulting from search frictions. Let L be the labour force, which grows at the

constant rate ℓ and is assumed to be proportional to population. For aggregate employment

N , the unemployment rate u is then defined by the relationship N = (1− u)L.

Unemployed workers find jobs at the exogenous rate ϕ.

Unemployment exists for three reasons. First, workers that are new to the labour market

need to find a job. Second, there are idiosyncratic separations that happen at the exogenous

rate λ. Third, whenever a project is terminated, all workers previously assigned to it become

unemployed. Project terminations happen at the endogenously determined rate τ . The

transition function for employment can then be written as

Nt =Nt−1 + ϕ(Lt−1 −Nt−1)− λNt−1 − τt(1− λ)Nt−1

.
=ϕ(Lt−1 −Nt−1) + (1− λ− τt)Nt−1. (5)

2.3 The Household Sector

The household sector is represented by a continuum of infinitely lived households, whose

mass in period t is equal to their inelastic labour supply Lt. Actual employment Nt =

(1 − ut)Lt is lower than that if the unemployment rate ut is positive. While any risk to

income or wealth is perfectly pooled within the household sector, each individual household

cares only about its own consumption. A unit-mass of households alive in period t maximizes

7



its expected utility from consumption

∞
∑

s=0

(

1

1 + ρ

)s

U

(

Ct+s

Lt+s

)

, (6)

where Cs is aggregate consumption in period s, ρ is the households’ discount rate and U is

the instantaneous utility function, which is of the CRRA variety with relative risk aversion

θ > 0 so that U ′(c) = c−θ.

For a wage rate ws in period s, the sequence of transition functions for aggregate financial

wealth Ws is

Ws+1 = (1 + rs)(Ws + wsNs − Cs) (7)

for all periods s ≥ t. These transition functions, scaled to the appropriate unit size, determine

the households’ period budget constraints.

The households’ optimal consumption pattern for periods t and t + 1 is readily derived

from (6) and (7) and takes the familiar form

U ′

(

Ct

Lt

)

=
1 + rt

(1 + ρ)(1 + ℓ)
U ′

(

Ct+1

Lt+1

)

or

rt
.
= θγ

[C]
t+1 + ρ+ (1− θ)ℓ, (8)

where γ[C] is the growth rate of aggregate consumption C.

2.4 A Simple Model of Cycles: Shocks and Unemployment

This subsection introduces a basic version of the business cycle model. While it does not

yet explain prolonged recessions and fluctuations in the value of capital, it does include all

the mechanics that contribute to the medium-term co-movement of the core variables.

The assumption that makes this version of the model relatively simple is that employed

labour can move between projects and firms. This ensures that all projects are using the
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same factor intensities and pay the same wages within a period.

2.4.1 Equilibrium

The perfect foresight equilibrium in our model economy is given by the path of aggregate

consumption Ct that solves the households’ optimization problem and is therefore consistent

with the Euler equation (8) and the households’ transversality condition, such that

• the interest rate is consistent with optimal firm behaviour and free entry, (3),

• the aggregate capital stock evolves according to Kt+1 = (1− δ)Kt + It,

• employment changes are given by (5) while the labour force grows at the rate ℓ,

• project-level capital k grows at the rate γ̄ and

• the goods market clears, Yt = Ct + It, where output Yt is given by (2),

given the initial values of N , L, K and k.

The only thing we have not specified and derived yet is the exit rate τt, which plays

an important role in the employment transition function (5). Since we assume the capital

market to always clear, the number of projects can be easily calculated as the ratio of

aggregate capital to project level capital kt. The number of projects thus grows at the rate

γ̄− γ[K]. A negative net rate of growth of this number is one source of project terminations.

We allow for the possibility that – irrespective of the state of the economy – a fixed share τ̄

of randomly selected projects is terminated every period due to idiosyncratic shocks. This

creates turnover that can contribute to a higher unemployment rate in steady state, similar

to the separation parameter λ. The third component of the termination rate is due to the

assumption that projects are sector specific.

Suppose a share τ̄ of projects in each sector has already been shut down. With the

number of firms in the consumption and investment sector in period t given by Ct

Yt

Kt

kt
and
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It
Yt

Kt

kt
, respectively, we can calculate the rate of project terminations τ+t that are necessary

given the overall growth in project numbers in each sector as

τ+t =
max{Ct−1

Yt−t

Kt−1

kt−1
(1− τ̄)− Ct

Yt

Kt

kt
, 0}+max{ It−1

Yt−t

Kt−1

kt−1
(1− τ̄)− It

Yt

Kt

kt
, 0}

Kt−1

kt−1
(1− τ̄)

= max

{

Ct−1

Yt−t

−
Ct

Yt

Kt

kt

kt−1

Kt−1

1

1− τ̄
, 0

}

+max

{

It−1

Yt−t

−
It
Yt

Kt

kt

kt−1

Kt−1

1

1− τ̄
, 0

}

.
=
Ct−1

Yt−t

max
{

γ[Y ] − γ[C] + γ̄ − γ[K] − τ̄, 0
}

+
It−1

Yt−t

max
{

γ[Y ] − γ[I] + γ̄ − γ[K] − τ̄, 0
}

.

The total rate of project terminations is then τt
.
= τ+t + τ̄ .

2.4.2 Cyclical Properties

We now investigate how the model economy responds to shocks, with a particular focus

on its ability to recreate patterns associated with recessions and recoveries from recessions.

Rather than attempting to solve for the dynamics analytically, I will explain the mechanics

of adjustments following exogenous shocks and then show simulation results obtained from

a calibrated version of the model and compare them to US data.

Figure 1 depicts the time series of a number of variables created from detrended US

data that have pronounced cyclical components: output and investment; unemployment;

stock prices and a measure of the real interest rate; labour productivity and TFP.3 NBER

recessions are marked by vertical bars. Figure 2 highlights the patterns around recessions,

showing the fluctuations of some of these variables relative to the peak of the cycle by

averaging over several recessions.

The patterns are familiar. The onset of a recession coincides with the start of marked

decline in output and investment, as well as a quick rise in unemployment. Stock prices drop

sharply near the peak of the cycle, but usually start recovering while the economy is still

3The details about the detrending methods are listed in the notes to the figures for each series. The
preferred choice is to use a Baxter-King high-pass filter whenever truncation of the time series is not a
problem. I use the notation BKK

T̄ for the high-pass filter with cut-off period T̄ (i.e. critical frequency
ω = 2πT̄−1) and a maximum lag length of K (see Baxter and King (1999)). HPλ refers to the Hodrick-
Prescott filter with smoothing parameter λ (see Hodrick and Prescott (1997)).
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Figure 1: Time Series: US
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Monthly real (CPI-adjusted) log S&P 500 data filtered with BK36

96, annual log TFP data with HP100.
NBER recessions are marked in grey.

Data: Real GDP and investment from U.S. Bureau of Economic Analysis (BEA) national accounts.
Unemployment rate, labour productivity, TFP (multifactor productivity) and CPI (all urban consumers,
city averages) from U.S. Bureau of Labor Statistics (BLS) via FRED. T-Bill: 3-Month Treasury Bill
Secondary Market Rate from Board of Governors of the Federal Reserve System via FRED. S&P 500

monthly data (closing value, first of the month) via MacroTrends and Yahoo Finance.
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in recession.4 Labour productivity and TFP drop during the recession, but quantitatively

this change is much smaller than the reduction in output. Both productivity indicators start

rising before the end of the recession, with labour productivity increasing faster than TFP

and surpassing its pre-recession level as the economy passes through the trough. The interest

rate does not follow as clear a pattern as the other variables. Highly liquid assets such as

treasury bills tend to pay very low interest during and after recessions. While bond yields

often drop at the beginning of a recession, this is not always the case, and on average bond

yields tend to be somewhat higher after a recession than before.

The recovery of output, investment and unemployment is very slow, taking several years.

Moreover, the adjustment of these variables during the recovery period is remarkably smooth

and predictable. A much more comprehensive analysis of the business cycle patterns in

aggregate data can be found in Stock and Watson (1999).

Figure 3 shows the simulated response of the economy to a one-time, unexpected negative

TFP shock σ[D] = −3% for the calibration given in table 1 in a perfect-foresight setting.5

The top two panels present variables that are comparable to the data presented in figure 2.

Qualitatively, the patterns match for the recovery period. Note that both figures are aligned

at period t = 0 when the downturn begins. While the recession itself lasts for several quarters

to a year in the data, figures 1 and 2, the move to the trough of the cycle is instantaneous

in this version of the model, figure 3. The reason for this and how this aspect can be made

more realistic will be discussed in subsection 2.5 below.

The initial drop in simulated output of about 6% is twice as large as the productivity

change directly caused by the shock. Half of the output gap is explained by a rise in un-

employment from 5% to about 8%, consistent with Okun’s law. After the shock, output

recovers very slowly and unemployment remains elevated for several years, dropping at a

rate that is much smaller than what should be expected considering that individual unem-

4In the 1981 and 1990 recessions, the S&P 500 had almost fully recovered by the time the economy
reached the trough of the cycle.

5Unless stated otherwise, all simulations are conducted at monthly frequency.
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Figure 2: Average Time Series Recession Patterns: US
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Table 1: Calibration

variable interpretation value
θ relative risk aversion 2
ρ discount rate 0.02
ℓ labour force growth 0
α capital coefficient 2

3

β labour coefficient 2
3

D productivity constant 1
δ depreciation rate 0.06
γ̄ project-level capital growth 0.04
ϕ job finding rate 2
λ exogenous job destruction rate 3

4
0.05
0.95

≈ 0.039
τ̄ project destruction rate 1

4
0.05
0.95

≈ 0.013
persistence of TFP shock 0.5
persistence of marginal TFP shock 0.9

All rates, including shock persistence, are annualized.

ployment spells last two quarters on average. Two things need to be explained: The depth

of the recession, i.e. the initial output gap and unemployment level, and the persistence of

the deviation of these variables from their long-term levels.

Fundamentally, the reallocation process triggered by the negative TFP shock is exactly

the one familiar from the neoclassical growth model. The initial reduction in current income,

exacerbated by the drop in the marginal product of capital and thus the interest rate, prompts

the household to reduce savings, necessitating a reduction in investment. The resulting slow

reduction of the capital-labour ratio over the following periods compared to the previous

trend then makes the interest rate rise again over time, stabilizing the economy even if the

shock is permanent. In our setting, this adjustment process is modified by the interaction

of project dynamics with labour market frictions.

Due to the sector-specific nature of projects, the reallocation of resources away from the

investment sector triggers additional project terminations and exit, leading to the sharp rise

in unemployment and an even bigger drop in output. While the capital associated with these

terminated projects becomes available for use elsewhere, the corresponding labour cannot
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Figure 3: Simple Model: TFP Shock σ[D] = −3%
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immediately be reemployed due to frictions. The consequence is that the economy-wide

factor input ratio changes, which, together with the income drop, sets in motion a feedback

loop that amplifies the effect of the original investment-reducing shock: The initial drop in

employment both reduces output, creating a negative transitory income shock to households,

and raises the capital-labour ratio, thus lowering the interest rate even more. Both of theses

changes prompt households to shrink their saving and with it investment further. This effect

strengthens the response of investment, the interest rate, unemployment and output to the

negative TFP shock, making the recession deeper.

The reason why unemployment remains high after the initial response to the shock is

ongoing turnover in the firm sector. There are two aspects to this. First, in order to

implement the reduction of the aggregate capital stock below its trend path, which is the

result of the lower investment, there needs to be an increase in the net termination rate,

because the project-level capital stock follows a fixed trend. Second, as investment rises again

towards its trend level, more intersectoral reallocation is required, which leads to additional

project terminations in the shrinking sector. The bottom panel of figure 3 illustrates these

two sources of economic turbulence. The black line shows how net project exit increases and

remains elevated following the shock, whereas the blue line tracks the effect of excess project

shutdowns in the shrinking sector.6

This higher turbulence resulting from ongoing exit of projects leads to higher unemploy-

ment and thus lower output, with the effect being related to how relative sector sizes deviate

from their normal level and how they change.7 Following investment-reducing shocks, both

effects work in the same direction and contribute to dynamics that create the impression of

a slow recovery from the shock.

6The observation that project exit is associated with recessions as well as the notion that capital is being
repurposed elsewhere relates our model to a literature that explains patterns regarding the reorganization of
production, the implementation of innovations and the replacement of physical capital over the business cycle.
See for example Cooper and Haltiwanger (1993), Caballero and Hammour (1994), and Cooper, Haltiwanger,
and Power (1999).

7These effects, being tied to changes in sectoral composition, result in similar patterns as mismatch
unemployment. See Şahin et al. (2014).
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Figure 4: Simple Model: Marginal TFP Shock σ[kn] = 4%
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A negative TFP shock can explain recession-like events in our model. However, it does

so by inducing a relatively large direct effect on output. Almost half of the roughly 6% drop

in GDP we see in figure 3 is immediately explained by the productivity effect of the shock.

Moreover, while the rise in unemployment of almost 4 percentage points in our simulation

is consistent with what happens in the average recession shown in figure 2, both the size of

the TFP shock and the extent of the output response are about 50% bigger than what is

suggested by the data.

Figure 4 shows the effect of a marginal TFP shock σ[kn] = 4%, which, in contrast to the

TFP shock, does not have any immediate productivity impact at all. Instead, it works by

triggering a reallocation towards more labour intensive production.8 The response of the

economy to this type of shock is very similar to what happens following the TFP shock. The

main difference is that the output reduction is more moderate, thanks to the absence of the

direct productivity effect.9 This shows that it does not take changes to average productivity

to trigger recession events in our model, and that to an extent the co-movement of variables

following a recession can be independent of the exact nature of the shock.

We have so far focused on shocks that cause a reduction in investment, which is one of

the typical features of recessions. As we do not observe dramatic increases in unemployment

associated with increases in the investment share, it is natural to ask if there is an asymmetry

between the response to investment increasing and investment reducing shocks.

Such an asymmetry is very clearly visible in figure 5, which shows the initial response of

various variables of interest to marginal TFP shocks of different sign and magnitude. The

8Higher productivity beyond the current scale of production means higher marginal products, and the
income of the freely adjustable factor thus rises. Given that average productivity does not change immedi-
ately, the residual return r on the factor that is subject to GACs falls. To restore a rate of return on capital
that is consistent with consumption growing at the same rate as output, individual projects must become
more labour intensive. This requires the economy-wide capital stock to fall.

9Another difference compared to the TFP scenario is the jump in the interest rate and one of the
termination rates that occurs several months after the shock arrives. The reason for this lies in the nature
of the technology shock. The productivity change applies to labour input beyond the level reached at the
time of shock. As a consequence of the recession triggered by the shock, unemployment rises and labour
intensity initially drops throughout the economy, so that the higher marginal products are not immediately
relevant. It takes several months for the labour intensity to reach its pre-shock level, at which point the
marginal product of labour increases and the interest rate drops.
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Figure 5: Asymmetry of Cycles: Initial Response as Function of Shock
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value of the shock is shown on the horizontal axis, ranging form -25% to 16%. The σ[kn] = 0

point, marked by a vertical dashed line, corresponds to steady state values where no shock

occurs. While a large investment-reducing shock σ[kn] = 10% raises the unemployment rate

by 10.7 percentage points to almost 16%, an opposite sign shock of the same magnitude

increases u by only 3.2%.

The same effect that amplifies investment-reducing shocks dampens investment-

increasing ones. Suppose a shock arrives that would make households want to reduce con-

sumption and increase their savings by a certain amount in the absence of frictions. The

reallocation of productive resources from the consumption to the investment sector increases

unemployment, reducing income and the interest rate and therefore the incentive to save and

invest. Figure 5 shows how both the dampening and amplifying effects get stronger with the

magnitude of the shock. This phenomenon can help explain the absence of “anti-recessions”

in macroeconomic data.

Finally, figure 6 highlights the importance of sector specific production for the response
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Figure 6: Simple Model, No Sector Specific Production: σ[D] = −3%, σ[kn] = 4%
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to shocks and the ability of the model to create recession-like events. It shows the response to

the same TFP and marginal TFP shocks as in figures 3 and 4, respectively, but without the

sector-specific nature of projects. If it is possible to switch between creating consumption

and investment goods, the unemployment response to shocks almost disappears. In the

case of the TFP shock, the 3% drop in output is simply due to the direct effect of the

shock on productivity. The adjustment process shown is largely what one would see in

the standard neoclassical growth model. Beyond the obvious unemployment effect that is

directly caused by the imposed friction, comparing figures 3, 4 and 6 clearly shows the extent

of the amplification of the adjustment process caused by the project terminations resulting

from intersectoral reallocation. The drop of investment is about twice as large in figures

3 and 4 compared to figure 6, and similarly the immediate reduction of the interest rate

following the TFP shock10 is almost twice as strong with sector specific projects.11

2.5 The Full Model: Recessions

We will now develop the full version of the business cycle model. Compared to the

simpler model of the previous section 2.4, we will gain two important features: longer lasting

recessions, during which unemployment rises and output falls, and changes in asset prices,

most importantly stark asset price drops at the beginning of recessions. The only change

necessary compared to the simple model presented above is to drop the assumption that

firms can hire already employed labour from competitors. From now on, all new hires will

have passed through the labour marked and come out of a period of job search.

In a frictionless RBC model, or in the model without sector specific production shown

in figure 6, moving production to a different sector is always possible at an opportunity cost

10The change is -0.67 percentage points with reallocation frictions vs. -0.36 percentage points without.
As the interest rate effect is partly delayed in the case of the marginal TFP shock, a direct comparison is
not as straightforward in this scenario.

11The frictions preventing instantaneous intersectoral reallocation of labour connect the mechanisms pre-
sented here to an older literature on the importance of sectoral shifts for aggregate unemployment. Lilien
(1982) finds evidence that the majority of the cyclical component of unemployment in the 1970s was due
to intersectoral shifts. At the time, the main focus was on the question of whether such patterns can be
explained by aggregate shocks, see Abraham and Katz (1986) and Hosios (1994).
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of one. Increasing the consumption share by one percentage point can be accomplished by

reducing investment by one percentage point. Even in the simple business cycle model of

section 2.4, relatively large adjustments the components of GDP were possible, albeit at

a higher opportunity cost. If households wanted to increase consumption by 1% of GDP,

resources could be freed up by shutting down investment projects. The labour employed

in these projects would become unemployed and thus unavailable, but the capital could be

moved to consumption goods production. After reallocating some labour between projects

to equalize labour intensities, the consumption sector would end up with substantially more

capital but only slightly more labour. Due to this change in production technique, it would

take more than a one percentage point reduction in investment to increase consumption by

one percentage point.

Shutting down between-firm hiring limits the amount of labour available for shifting

production to the current flow out of unemployment, ϕuL. It is still possible to free up a

large amount of capital in one sector to put it to use in new projects in another, but all these

new projects have to share the limited labour available for hire. This effectively constrains

the rate at which production can be moved from one sector to another. If the supply of

goods cannot respond quickly enough to changing demand, prices must adjust. We should

therefore expect the price of investment goods to change relative to that of consumption

goods in the case of strong shifts in relative demand between sectors.

2.5.1 Consumption and Saving

Reconsider the households’ problem (6) and (7) for the more general case where the price

of consumption p[C] or the price of investment p[I] may deviate from unity. In this case, we

can write the budget constraint in period s as

p[I]s Ws+1 = (1 + rs)(p
[I]
s Ws + ws(1− us)Ns − p[C]

s Cs). (9)
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A unit of wealth W should be interpreted as a claim to a single unit of capital. The

interest rate r is then the return on this wealth also measured in units of wealth (rather than

consumption units), which would be the return on capital net of depreciation in equilibrium.

Defining the relative price of capital as q = p[I]

p[C] , the Euler equation describing optimal

consumption under the objective (6) and the constraint (9) is

U ′

(

Ct

Lt

)

=
1 + rt

(1 + ρ)(1 + ℓ)

qt+1

qt
U ′

(

Ct+1

Lt+1

)

⇔

(

Ct/q
1
θ

t

Lt

)−θ

=
1 + rt

(1 + ρ)(1 + ℓ)

(

Ct+1/q
1
θ

t+1

Lt+1

)−θ

. (10)

For a constant relative price of investment goods q, including the special case where q = 1,

this Euler equation is identical to the one derived earlier, equation (8).

Let t be the current period, and
(

C̄s

)

∞

s=t
the sequence of consumption levels that is

optimal if qs = 1 for all s ≥ t. Suppose that the price of assets q is allowed to vary by a small

amount, but is known to return to one within a finite time by period T . It is easy to see that

as long as the changes are small enough not to affect the households’ lifetime resources in a

significant way, a θ% change in qs results in a 1% change in Cs compared to C̄s for s < T .

If, for example, households would like to liquidate a part of their savings to increase

consumption, but doing so is not immediately possible due to production constraints, a

temporary drop in asset prices q dissuades them from converting assets to consumption at

a high rate and makes a gradual adjustment of consumption possible. This is what happens

during recessions in our model.

2.5.2 Intersectoral Reallocation

Next, consider what happens within the firm sector if the relative demand for consump-

tion and investment goods changes.

Suppose that up to this point, both sectors have been growing at the same rate, and con-

straints affecting the adjustment of productive capacity haven not been binding. Production
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is undertaken by firms running a large number of projects that all use the same production

technique and are assigned to either the consumption or investment sector. Let project-level

employment at the beginning of the current period be n.12 Now, unexpectedly, the demand

for consumption goods increases before any production decisions are made.

Very small demand changes can typically be accommodated without any further macroe-

conomic effects. If the number of projects needs to be reduced anyway, terminations will

be concentrated in the sector with reduced demand. If the number of projects is increasing,

relatively more entry takes place in the growing sector. The aggregate rate of project ter-

minations and thus unemployment remains unaffected. This mechanism operates up to the

point where all regular exit happens in the shrinking sector or all regular entry takes place

in the growing sector.13

Further adjustment comes at the expense of increased unemployment. The mechanism

is exactly the same as the one described in section 2.4 above. To increase output in the con-

sumption sector, additional projects in the investment sector are terminated. Their capital

becomes available to start new projects in the consumption sector, but their labour force

becomes unemployed and unavailable for immediate rehire. The available flow of new em-

ployment ϕuL is shared among all projects such that each of them has the same labour force

n. A larger reallocation towards consumption means that there are more new consumption

projects that start out without any employees, so that the project-level employment that

can be achieved with the given amount of additional labour is lower. This mechanism works

as long as the new employment ϕuL is large enough to ensure that all existing and new

projects can be endowed with the same amount of labour. Once project level employment

12This is the amount of labour still available to the firm, after idiosyncratic separations, n = (1−λ)nt−1.
13The capacity to use this costless adjustment mechanism shrinks with the period length, as within-

period flows get smaller. The possibility to accommodate any discrete demand changes fully disappears
in the continuous time limit. The extent to which this mechanism is available depends on the project
turnover parameter τ̄ among other factors. For arbitrarily chosen period lengths, this might be considered a
meaningless artefact tied to the particular numerical solution strategy of the model. If, however, the period
length aligns with a relevant response time or decision lag or frequency inside the firm sector, this ability to
fully absorb small adjustments could be a relevant feature of the model.
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is as low as n, all new hires are absorbed by newly created projects.14

If consumption needs to grow beyond the point where n = n, new effects arise. As more

capital is reallocated to the consumption sector, more projects are started up, which share

the available labour. Employment n in these new consumption projects is below n. The

marginal product of labour is thus high in these projects, resulting in relatively high real

wages for newly hired workers. Existing firms in the consumption sector have no interest

in hiring at these high wages, but since their exiting employees cannot move to other firms,

there is no pressure for them to adjust their labour force or to pay a wage that deviates

from the marginal product, which is lower than in new projects as employment n is larger.

While new projects earn zero profits – after all there is free entry exit in both sectors –

existing consumption projects, which are lucky to be endowed with more labour that is

not immediately mobile, are able to earn a rent. Investment sector projects use the same

production technique with employment n as existing consumption sector projects. Yet, they

are not earning a rent. There is ongoing exit in the sector and profits are zero as firms are

selling their output at a lower price q < 1.15

Just like for the first two simpler scenarios, we can derive the interest rate and output by

sector in the q ̸= 1 case. The interest rate is pinned down by the requirement that marginal

projects in the consumption sector, which are a newly created ones in our example, earn

zero profit. This means that their capital share must be sufficient to pay exactly the market

return on the employed capital.

f(k, n)− (r + δ)k − fn(k, n)n = 0

14In the model of section 2.4, this was not a critical point, as for even larger reallocations, the newly
created projects could directly hire workers from existing ones, so that project-level employment could
continue dropping below n without any additional effects. This channel of moving labour between projects
is unavailable now.

15Effects related to changes in the relative price of the output of different sectors have not featured
prominently in the RBC literature. Kydland and Prescott (1982) discuss in some detail both q theory and a
simple neoclassical setting where the opportunity cost of investment relative to consumption is always one,
before dismissing both in favour of their time-to-build approach.
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Figure 7: Firm Sector Outcomes as Function of the Scale of Intersectoral Reallocation
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Given this interest rate, the same condition for the marginal firm in the investment sector,

an established firm in our example, pins down the relative price of investment goods.

qf(k, n)− (r + δ)k − qfn(k, n)n = 0 ⇔

q =
f(k, n)− fn(k, n)n

f(k, n)− fn(k, n)n
(11)

Finally, the rent of supramarginal projects, which are established consumption projects

in our case, is determined by the extent to which they enjoy a higher output price compared

to projects in the other sector using the same factor input combination.

π = (1− q)f(k, n)

Figure 7 shows the effect of changes in consumption demand on project-level employment,

the relative price of investment goods, the interest rate and unemployment. Small changes

between about -0.8% and 0.2% can be accommodated without any adjustments to the interest
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rate or unemployment. Larger changes up to -2.7% or 0.8% lead to the effects familiar from

the model in section 2.4. The interest rate drops with the amount of the reallocation, and

rising unemployment due to sector-specific nature of projects implies lower labour intensities.

For even larger adjustments, the bifurcation of labour intensities occurs and the relative price

of investment changes.

2.5.3 Equilibrium and the Response to Shocks

For the most part, the equilibrium and dynamics of this model are identical to those of the

simpler version presented in section 2.4 above. The only difference arises in situations where

a sufficiently large shock triggers a desired adjustment of production patterns that cannot

be accommodated immediately without creating heterogeneity in production techniques. In

this case, the relative price of capital goods q changes, which makes the household tolerate

a slower consumption response to the shock than what would otherwise be optimal. Such

states of ongoing production shifts with q ̸= 1 are temporary, but may persist for several

periods.

Starting at a steady-state situation, consider the response to a single shock in period t

that triggers a planned consumption increase and is large enough to cause q to fall below one.

The initial period following the arrival of the shock sees the creation of new consumption

projects with lower than average labour input and thus the split of production techniques

into two groups. In the next period, another group of new consumption projects is formed

as reallocation of capital from the investment to the consumption sector continues. These

projects, however, can be endowed with more labour than the new projects created in the

previous period, for two reasons. First, the flow of available labour increases due to the higher

unemployment rate. Second the pressure to move projects from investment to consumption

is lower with part of the necessary adjustment already being done. The indicator for how

urgently resources need to be reallocated between sectors is the relative price of goods q.

With the labour endowment n of new projects rising, while the labour input of pre-shock
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projects n keeps on falling at the rate λ due to worker turnover, q is bound to get closer to

1, as seen in equation (11). With these period t+ 1 projects reaching a higher labour input

than period t projects did and thus paying a lower wage, those projects from the previous

period raise their employment to the same level. All projects created after the arrival of the

shock thus use the same production techniques in any period, and a further bifurcation in

labour intensities does not occur.

After the initial split in production techniques and the drop in q, the situation slowly

returns to normal over the following periods. While pre-shock firms get less labour intensive,

the group of post-shock firms grows larger and more labour intensive. As production tech-

niques converge, q approaches its steady-state value of one, which is reached in finite time,

no later than when the desired adjustment is accomplished. The labour market frictions

only slow down the adjustment process temporarily.

While the adjustment to a single shock will only create a split into two production

techniques, it is possible that the arrival of further shocks at a time when q ̸= 1 creates new

marginal groups firms and thus further temporary divergence of labour intensities.

Note that with the use of different labour intensities for q ̸= 1, aggregation of the whole

production sector into a single Cobb-Douglas production function is, strictly speaking, not

possible anymore. If we nonetheless calculate an empirical TFP measure based on the

aggregate production function we observe for q = 1, we find that productivity is slightly

below trend due to the inefficiency resulting from the use of divergent production techniques.

2.5.4 Simulation Results

Figure 8 shows the simulated response to an 8% marginal TFP shock using the same

calibration as before. While the patterns are very similar to those seen previously in figure

4 for the recovery period, the striking new feature is the emergence of a recession period of

6 months, during which unemployment rises continuously while investment and output fall.

At the beginning of the recession, asset prices q drop by about 10%, before recovering slowly
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while the economy moves from peak to trough. This drop in asset prices may seem small

compared to the drop in stock prices reported in figure 2, but remember that the S&P 500

index lists highly leveraged companies. For a debt-to-equity ratio of 1.5, a 10% reduction

in average asset values corresponds to a roughly 25% reduction in equity values, which is in

line with the stock market declines observed in typical recessions.

Overall, the model does a good job in replicating many of the patterns we associate

with business cycles and in particular with recessions. Remember that this is really just the

simple growth model from section I-2 with very basic labour market frictions added as the

only new feature. Moreover, the calibration used was chosen mostly for consistency with

the macroeconomic literature rather than being tuned for delivering the best quantitative

results.

We will end this section on simulation results with three exercises that are designed to

showcase the ability of the model to produce realistic business cycle fluctuations. None of

them should be interpreted as a serious attempt to calibrate the model to the data. In all

three cases, the calibration is based on that summarized in table 1, which we have used so

far.16

The first experiment is to match a simulated quarterly time series to resemble the US data

from 1948 to 2019 shown in figure 1. Starting with an economy in steady state in the initial

period t = 1, a marginal TFP shock is chosen for each period t = 2 . . . 288 to best match the

unemployment rate and investment share patterns in the data for the corresponding period,

1948:Q2 to 2019:Q4, proceeding period by period. Figure 9 shows the resulting simulated

16For the first two simulation exercises, I continue to use the perfect foresight setting, in which any
shocks are technically entirely unexpected. While this approach is equivalent to the full stochastic rational
expectation solution up to a linear-quadratic approximation as far as risk attitudes are concerned, there
are certain aspects of expected future states that it is bound to miss. It does not account for the expected
rents some firms can earn if a large shock leads to a recession. As these expected rents are extremely small,
and their only effect is to encourage a larger number of projects in any state, which should not impact
dynamics in an important way. Moreover, as all sufficiently large shocks increase turbulence and thus
unemployment, households that do not account for the possibility of future shocks tend to underestimate
future unemployment. However, as long as this effect is not dramatically state dependent, its effect on the
dynamics of interest is likely to be small as well.
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Figure 8: Full Model: Marginal TFP Shock σ[kn] = 8%
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series.17

The simulated series are able to capture a number of features of the data well, includ-

ing the patterns of unemployment, investment and output. While the simulation does not

replicate the large swings in the interest rate that occurred since the 1940s, especially up to

1980, it does match certain aspects of the interest rate fluctuations, such as the decline of

the interest rate after 1984 or the drop and recovery of interest rates following the recessions

since 1990, albeit at a much lower amplitude than the data. Overall, this simulation exercise

shows that the model is capable of producing realistic co-movement of macro variables, as

it can replicate the cyclical behaviour of multiple time series by varying only a single shock

parameter per period.

In the second exercise, I simulate the economy at quarterly frequency under a sequence

of randomly generated TFP shocks. With a probability of 25% per period, a new shock

arrives, which is drawn from a normal distribution with a standard deviation of 2%. Table 2

compares the standard deviations and correlations with output of several variables between

US data and the simulated economy. The data are from 1948:Q1 to 2019:Q4, the same 72

years or 288 periods shown in figure 1. The simulated series cover 288 periods, too. All the

data moments reported are highly significant, with the exception of the correlation of the

real interest rate with output.18

For the most part, the moments generated from model output are very similar to the

data moments. The two variables that do not match their empirical counterparts are con-

sumption and the real interest rate, which are both much more volatile in the data than in

the simulations. This is a frequent feature of business cycle models built around a simple

household sector model like ours, including many RBC models.19,20

17Details about the matching process can be found in the notes to figure 9. Matching period by period is
not a good way of obtaining an estimate of the shock process. For that purpose, a global criterion applied
to a carefully calibrated model would clearly be preferable.

18I use a moving block bootstrap approach to obtain a variance measure for the moments that reflects
their stability over time. This is done by splitting the 72-year sample into twelve overlapping 24-year blocks.

19See for example Rebelo (2005) for a broad assessment of the capabilities of RBC models and the impact
of a variety of extensions on their ability to replicate cyclical patterns in the data accurately.

20In the data, the share of consumption in output remains remarkably stable over the cycle, implying
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Figure 9: Matched US Time Series - Marginal TFP Shock
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The model is calibrated as in table 1, except for the shock, which is permanent (persistence=1). The value

of the shock σ
[kn]
t in period t > 1 is chosen to minimize d(ut)

2 + 1
2d(

It
Yt

)2 + 0.01(σ
[kn]
t )2, where

d(xt) = (xsimt − x̄simt−1)− (xdatat − x̄datat−1 ) is the difference between the deviation of the current simulated value
xsimt from its prior geometrically weighted average x̄simt−1 and the corresponding empirical deviation. The
weighted average is defined recursively as x̄i1 = xi1 and x̄it+1 = 0.95x̄it + 0.05xit for t > 1, i = {sim, data}.

The first message of this simple experiment is that, when using TFP shocks as the source

of disturbances to the economy, our model matches the standard business cycle moments of

the data as well as a typical real business cycle model.21

We have seen before that our model is capable of creating asymmetric responses to

shocks, as illustrated in figure 5. The force behind this effect are reallocation frictions,

that the cyclical variation of government expenditure and net exports combined approximately matches that
of the investment share. This means that a simple model like ours, in which consumption and investment
are the only components of output, can only match the variabilities of two out of the three variables output,
consumption and investment.

21See for example Stadler (1994). Angeletos, Collard, and Dellas (2018) is an example of an attempt to
replicate the co-movement of variables based on a different type of shock, higher-order belief dynamics in
this case.
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Table 2: Standard Deviations and Correlations

data model
standard correlation standard correlation

variable deviation with output deviation with output
real output 1.58 100 1.72 100
investment 7.21 86.6 7.25 98.3
consumption 1.21 76.9 0.43 74.2
employment 1.03 78.8 0.87 68.0
capital stock 0.36 32.5 0.42 -3.85
real interest rate 1.49 -5.61 0.24 92.9
unemployment rate 0.79 -87.2 0.81 -67.8
total factor productivity 1.11 89.4 1.40 94.9
labour productivity 0.99 77.0 1.29 86.9

All values in percent. Variables at quarterly frequency, 288 observations. Unemployment as rate, real
interest as annualized rate, all other variables in logs. Standard deviations and correlations are for cyclical

components, which were obtained with an HP1600 filter.
Data: Quarterly US data from 1948:Q1 to 2019:Q4. Output, consumption, investment: quarterly national
account data (BEA). Employment and unemployment rate: monthly BLS data aggregated to quarterly
frequency. Capital stock: annual volume estimates from BEA, interpolated to quarterly frequency using
quarterly depreciation and investment figures from national accounts. Real interest rate: T-Bill rate

adjusted for CPI inflation. TFP and labour productivity: calculated from output, employment and, in case
of TFP, capital; assuming aggregate production technology Yt = AtK

0.33
t N0.67

t to calculate TFP At.
Simulation: Using the calibration summarized in table 1. Shock: Every period, a TFP shock drawn from a
normal distribution with standard deviation 0.02 arrives with probability 1

4 . With probability 3
4 there is no

shock. The economy is simulated at quarterly frequency, starting in steady state. The first 96 periods are
discarded.

search unemployment in this version of the model, which amplify investment-reducing shocks

and boost investment increasing ones. Even with symmetric shocks driving fluctuations, we

should therefore be able to see an asymmetry in the distribution of the cyclical components

of output, unemployment and investment. Table 3 shows that these three variables are

in fact skewed as predicted, both in the data and the model, with output and investment

having a more pronounced tail on the negative side of the distribution and unemployment

on the high end. For consumption, employment or interest rates, neither skewness measure

is significantly different from zero in the data.

For all three of these variables and both coefficients reported in the table, the model

produces the right signs and relative magnitudes of the skewness parameters. In fact, model

output is slightly more asymmetric according to these measures with skewness values about
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Table 3: The Chaban Moments of Skewness

data model
Fisher Pearson Fisher Pearson

variable (3rd moment) (median) (3rd moment) (median)

real output
-0.57
(0.27)

-0.13
(0.24)

-0.76
(0.37)

-0.38
(0.14)

investment
-0.77
(0.28)

-0.32
(0.23)

-1.23
(0.42)

-0.43
(0.12)

unemployment rate
0.70
(0.34)

0.38
(0.16)

0.96
(0.35)

0.78
(0.21)

Fisher’s moment coefficient of skewness and Pearson median skewness. Standard deviations (see footnote
18) in parentheses. See table 2 for details on data and simulation.

50 higher in absolute value than for US data. As all fluctuations are driven by a symmetric,

in fact normal, shock, all the measured asymmetry is indeed endogenous. The majority of

popular business cycle models, being locally linear in the shock, should be expected to have

difficulties generating this kind of asymmetric response from symmetric shocks of moderate

magnitude.

In our last exercise, we replace our rational, forward-looking households that maximize

utility (6) under the constraint (9) with an ad-hoc specification of household behaviour. It is

possible to close our model with a simple linear consumption function, as is done the Solow

model, for example. We will use two specific functional forms for the households’ consump-

tion target. The first one makes planned consumption proportional to current output Yt, just

as in the Solow model. The second specification is an attempt to be more consistent with the

permanent income hypothesis22, making planned consumption proportional to trend output

as a proxy for permanent income with a high propensity to consume, while assuming a much

lower constant marginal propensity to consume out of deviations from this trend.23 Whereas

the first specification is purely static, the second one is history-dependent. Whenever it is

not possible to satisfy the households’ consumption plans due to reallocation constraints, we

22Friedman (1957).
23The exact model specifications are given in the notes to table 4.
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continue to allow price changes to happen based on a static demand elasticity of θ−1 for the

consumption good.

In this model version, shocks to the households’ planned consumption result in a need for

intersectoral reallocation, just like for example TFP shocks did in the case of forward-looking

rational households. In fact, a shock that temporarily raises planned consumption and thus

reduces investment triggers a recession followed by a recovery period, very similar to what

would occur with forward-looking households. Table 4 reports the same correlation and

skewness statistics for the two linear consumption functions under consideration – labelled

“Solow” and “PIH” – as tables 2 and 3 did for the case of forward-looking households. These

simulations are based on an additive shock to planned consumption σ[c]Ȳ , where Ȳ is trend

output24. With a probability of 25% per quarter, σ[c] is drawn from a normal distribution

with mean zero and standard deviation 2%, with 75% probability σ[c] is zero. The shock has

a persistence of 50% per annum.

While the results are not as close to the data moments as those for the forward-looking

households, they do capture the important patterns in the data and are generally not too

far off.25 This shows that the core mechanisms driving the co-movement of variables over

the cycle are fairly robust with regards to the details of the specification of household be-

haviour. Moreover, this example demonstrates that it is possible to build a much simplified

version of this business cycle model that does not involve forward-looking behaviour and

thus substantially simplifies exposition, analysis and computation.

2.6 Alternative Types of Shocks

We have so far focused our attention on the effects of two types of shocks and in particular

their ability to trigger recessions: a temporary TFP shock that impacts average productivity

during its duration and a “marginal TFP shock,” which only affects the productivity associ-

24See table 4 for a detailed specification.
25Remember that in this scenario, there are no productivity shocks. This explains why there is only

minimal variation in measured TFP, and why labour productivity is relatively high during times of low
output, when production is more capital intensive due to lower employment.
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Table 4: Model Version with Ad-hoc Consumption Function

model: “Solow” version model: “PIH” version
standard correlation standard correlation

variable: 2nd moments deviation with output deviation with output
real output 0.70 100 0.67 100
investment 5.91 9.7 6.86 49.8
consumption 1.88 44.4 1.66 0.2
employment 1.01 98.5 0.96 97.5
capital stock 0.37 31.1 0.44 28.4
real interest rate 0.10 76.2 0.14 58.4
unemployment rate 0.93 -98.5 0.89 -97.5
total factor productivity 0.00 21.9 0.00 17.2
labour productivity 0.34 -86.0 0.34 -78.6

Fisher Pearson Fisher Pearson
variable: skewness (3rd moment) (median) (3rd moment) (median)
real output -1.30 -0.76 -0.89 -0.66
investment -0.73 -0.09 -1.16 -0.25
unemployment rate 1.26 0.79 0.98 0.83

All standard deviations and correlations in percent. See tables 2 and 3 for details.
Simulation: Using the calibration summarized in table 1. Planned consumption is given by

Ct = κ[avg]Ȳt + κ[marg](Yt − Ȳt) + C
[σ]
t , Ȳt = (1− ω)Ȳt−1(1 + ℓ+ g) + ωYt. We set ω = 5%, κ[avg] = 7

9 ,
which results in the same nonstochastic steady state as in the model with forward-looking households, and
κ[marg] = 7

9 in the “Solow” scenario and κ[marg] = 0.1 in the “PIH” scenario. The shock component is

updated according to C
[σ]
t = ρC

[σ]
t−1 + σ

[c]
t Ȳt, where the persistence ρ is 50% p.a. and the shock σ

[c]
t arrives

at a Poisson rate of one per year and is drawn from a mean-zero normal distribution with a standard
deviation of 2%. The economy is simulated at quarterly frequency, starting in steady state. The first 96

periods are discarded.

ated with additional factor inputs. While the former concept has been a standard ingredient

of macroeconomic models since Kydland’s and Prescott’s seminal work26, we used the latter

type of shock to see to what extent recession-like patterns can be caused by events that have

no direct immediate impact on output or employment, but rather set in motion adjustment

processes which then create the conditions for these variables to respond abruptly.

Ultimately, recessions in our model are caused by a sufficiently strong drop in demand

for investment goods. Such a demand change can result from a variety of disturbances. This

includes anything that changes the incentive of firms to invest or the desire of households

26Kydland and Prescott (1982)
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to hold capital or financial wealth, even temporarily. It further includes events that make

additional capital available in the market, such as increased project termination or firm exit,

changes to the rate of depreciation or obsolescence or even trade disruptions.27

In what follows, we will briefly discuss how some of the shocks that are frequently relied

upon in the macroeconomic literature, or at least were of interest at some point, map to our

benchmark shock and to what extent they can trigger significant cyclical disturbances in our

model.28

TFP Shocks TFP shocks are clearly the most widely used approach of including exogenous

disturbances to macroeconomic models. Originating from the RBC framework, they have

been used in most areas of macroeconomics, including monetary models and labour market

theory. TFP shocks directly affect average productivity, D or A in our notation, and are

typically assumed to be somewhat persistent.29

One way of understanding TFP shocks and the response of the economy to them is to

realize that they change the productivity of the firm sector without changing factor input

ratios accordingly, thus requiring adjustment. A negative TFP shock, for example, reduces

productivity and with it the associated steady-state level of capital. However, the actual

aggregate capital stock remains unchanged, making the economy more capital rich in relative

terms. If the shock were to persist permanently, the full adjustment dynamics to lower the

capital stock would be set in motion. In contrast to the marginal TFP shock we used before,

however, TFP shocks do not merely trigger an adjustment. They come packaged with with

an output response. In popular business cycle models, the magnitude and duration of output

fluctuations is closely related to the amplitude and persistence of the TFP shock. As output

27The fact that, as we will see, a range of different shocks and disturbances can create similar fluctuations
of output may be an opportunity to provide and test microfoundations for the TFP shock, which, while
widely used, largely remains a black box.

28See Ramey (2016) for an overview of the main shocks relevant to the macroeconomic literature and
their measurement. Smets and Wouters (2007) is an example of a paper including a number of different
shocks in a single DSGE model.

29Kydland and Prescott (1982) use a highly persistent transitory shock instead of a permanent shock only
for technical reasons, ibid., p. 1352, footnote 10.
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fluctuations do not persist very long in the data, plausible TFP shocks must decay relatively

quickly. Under rational expectations, this limits the extent and duration of the adjustment

response. This close relationship between the magnitude and duration of the shock and

the magnitude and duration of the endogenous response gives rise to the notion that RBC

models and similar frameworks when combined with TFP shocks lack sufficient amplification

and propagation mechanisms.30

How do TFP shocks play out in our model? Beyond their immediate effect in output,

they do cause adjustments that require a reallocation between sectors, and can therefore

initiate a recession event if this reallocation is strong enough. Due to their short persistence,

an initial shift between sectors is soon reversed, causing further unemployment. The result

is a recession-like event followed by a recovery period characterized by slowly declining

unemployment. Because both increased unemployment and low TFP reduce output at the

same time, negative TFP shocks can create large drops in output even with a moderate rise

in unemployment.

It should be noted that logically, it might be possible to decouple the direct but short-lived

productivity effect of a shock from a possibly more persistent incentive to adjust production

patterns. Taking the oil price shocks as a plausible example of a shock that had a significant

TFP component, it is not too far-fetched to consider the possibility that the abrupt changes

in input prices triggered responses in the production sector that persisted even as the prices

returned lower levels.

Monetary Policy Shocks Monetary policy is often considered to operate by setting nom-

inal interest rates. In an environment in which frictions cause money to be nonneutral in

the short run, monetary policy measures can have real effects for a limited time.

Both traditional Keynesian theory and a range of current monetary models highlight

sticky prices as a source of monetary frictions. If the monetary authority changes the nominal

interest rate, but prices cannot adjust quickly, the real interest rate has moved.

30See Rebelo (2005).
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In our model, such a change of the real interest rate will affect saving and investment

decisions. An excessively high real interest rate could cause a drop investment demand strong

enough to create significant amounts of unemployment and trigger a recession.31 Such an

interest rate shock may have been a factor leading to the 1980 recession.

Fiscal Shocks Fiscal policy directly controls government expenditure, one of the compo-

nents of GDP. In our model, abrupt changes to government expenditure can clearly trigger

sharp rises in unemployment and recessions if they lead to inter-industry shifts in demand

that cause increased project termination. It should be emphasized, though, that this imme-

diate negative effect of government expenditure could arise both for increases and decreases

in spending. The nature of the further adjustment following the shock would depend on

what other components of GDP were crowded out or in.

There is a range of other fiscal measures that have the potential to cause responses in

output and employment. Changes in distortionary taxes or transfers that have a sufficiently

large effect on household or firm behaviour are one example. Another one is the financing

of government expenditure in regimes where the Ricardian equivalence fails to hold, so that

government debt can crowd out private assets and affect the real interest rate.

Financial Shocks and Credit Crunches Following the 2008 recession, there has been

increased interest in the role of financial shocks in causing disturbances to the macro econ-

omy.32 As discussed before, in our model anything that reduces investment demand suffi-

ciently to affect the project termination rate in the investment sector can cause a recession.

Figure 10 shows two examples of such shocks that could arise due to frictions in financial

markets.

31It is not possible to discuss the precise impact of monetary policy without being specific about the
nature of money and monetary frictions. However, the interest rate wedge shock discussed below can serve
as an example of how a disturbance to the interest rate relevant to the firm sector can trigger strong changes
in unemployment and output.

32Examples include Jermann and Quadrini (2012), Benguria and Taylor (2020), and Görtz, Tsoukalas,
and Zanetti (2022).
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Figure 10: Full Model: Interest Rate Wedge and Project Termination Shocks
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Suppose that a situation arises in which, because of perceived credit risk, lenders become

reluctant to provide funding to borrowers unless they receive a premium on the rate of return.

This drives a wedge between the interest rate at which households save and the return firms

are expected to generate on their assets. The top and bottom panels of figure 10 show

the effect of such an interest wedge shock that initially creates a 6 percentage point wedge

that shrinks at a rate of 50% per year. In the simulation, such a shock triggers a recession

involving a large drop in investment.33

An alternative financial shock could be one in which a small number of firms become

unable to finance their operations, as lenders are concerned about their creditworthiness due

to them having certain unfavourable traits. Without being able to borrow, such firms cannot

effectively compete in the market at their current scale and are forced to shut down projects.

The bottom two panes of figure 10 show the effect of such a shock that initially raises the

termination rate by 0.9 percentage points per month, but declines rapidly by 90% within the

first year.34 Again, such a shock triggers a recession, but one with a rather mild reduction

in investment.

International Transmission of Cycles The possibility of international transmission of

cycles has been an important issue in the post-war era. Earlier work often highlighted the

role of trade flows35, whereas more recently the focus has shifted towards effects linked to

financial markets36. We have already identified financial shocks, which may be connected or

transmitted internationally, as a possible source of cyclical fluctuations.

Similar to what has been said above about government expenditure, a large disruption

33The wedge only operates at the margin, affecting households’ and firms’ incentives to save and invest.
All the interest paid by firms still contributes to the households’ income, even if only part of it is tied to
interest on savings.

34The cumulative effect is an additional project turnover of 4.6% in that year, compared to a base
termination rate of 2.3% in steady state.

35The best-known comprehensive framework for studying transmission and policy in a traditional Keyne-
sian open-economy setting was introduced by Mundell (1962) and Fleming (1962). Frankel and Rose (1998),
Cravino and Levchenko (2016), and di Giovanni, Levchenko, and Mejean (2018) are examples of papers that
highlight trade linkages for international patterns in business cycles.

36Recent examples include Ivashina, Scharfstein, and Stein (2015) and Miranda-Agrippino and Rey (2020).
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to trade could in principle cause demand shifts across industries that are capable of starting

a recession in open economies with a large volume of trade in our model. With increasing

international integration of supply chains, it is easy to imagine how business cycles could

become more synchronized due to trade effects.

Preference Shocks Shocks to the economy can in principle originate from the household

sector, too. Anything that changes households’ preferences for current versus future con-

sumption and thus affects the target levels for the shares of consumption and investment in

GDP will have similar effects as the interest rate wedge shock shown in figure 10.

Expectation-Driven Cycles It has been argued that the 2001 recession could be inter-

preted as the result of a correction in expectations following a boom built on unreasonably

optimistic forecasts of future possible returns to investment that never materialized.37

There is a significant literature on the question of how and to what extent such episodes

of expectation-driven cycles are possible in macroeconomic models built on the foundation

of the RBC framework. The general problem is that in the absence of a contemporary

productivity effect, to get the usual cyclical effects where investment and output move in the

same direction, factor inputs have to increase during booms and fall during recessions. Yet,

to the extent that labour supply is adjusted optimally to maximize the households’ utility,

income effects and consumption smoothing considerations tend to make households lower

their labour supply on good news and increase it on bad news.38

Thanks to labour market frictions, cycles are associated with involuntary unemployment

rather than efficient labour supply changes in our model, which means that they are less

dependent on households’ preferences. In fact, the marginal TFP shock we considered before

37See Karnizova (2012).
38The idea that expectations can be responsible for cycles dates back to at least Pigou (1927). Beaudry

and Portier (2007) show that expectation-driven cycles cannot arise in one-sector real business cycle models.
Jaimovich and Rebelo (2009) construct a rich model including variable utilization, adjustment costs and
nonstandard preferences, in which expectation-driven cycles are possible. Karnizova (2010) assumes prefer-
ences over wealth. Also see Beaudry and Portier (2006) for an empirical investigation on how future TFP
changes affect stock prices, and Christiano et al. (2008) for the relation to monetary policy.
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has the flavour of an expectation shock, in the sense that it only affects the economy to the

extent that project-level factor inputs are increased beyond their current level.

Figure 11 demonstrates the viability of expectation-driven cycles by showing the effect of

a marginal TFP shock that is expected to only materialize with a delay of 5 years. The shock

is exactly the same one as in figure 8. While the recession caused by the arrival of the news

about the future shock is somewhat milder than if the effect were immediate, qualitatively

the response is very much the same whether productivity effect applies now or later.

Figure 12 depicts a scenario that may be closer to to the late-1990s boom and early

2000s bust cycle. At time t = 0, expectations change such that a 4% marginal TFP shock

is anticipated take effect three years later. At that time then, the positive effect does not

materialize and agents realize that the anticipated productivity improvement will not happen.

The immediate effect of the information shock is that resources are shifted towards the

investment sector, resulting in a small increase in unemployment. Asset prices rise slightly

as well. This is followed by an investment boom leading up to the expected productivity

increase, in the course of which firm exit slows down sufficiently to make the unemployment

rate drop below its steady state value, allowing output to rise above trend. Following the

revelation that no productivity effect will occur, investment drops substantially, triggering

a recession.

2.7 The Nature of Recessions

While being in line with the broad consensus that business cycles are the measurable

response of the economic system to unexpected exogenous disturbances, the full model of

section 2.5 provides some novel interpretations of what is driving recessions that are worth

reiterating.

The depth of a recession is related to the changes in capital formation and investment

caused by a shock. It is determined in part by an amplification effect, where a fundamentally

necessary reduction in investment causes a fall in income and interest that reduces the
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Figure 11: News about Shocks: Marginal TFP shock σ[kn] = 8% that is announced at t = 0
and will take effect with a delay of 5 years
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Figure 12: Expectation-Driven Boom-Bust Cycle: Marginal TFP shock σ[kn] = 4% that is
expected to take effect after 3 years but does not materialize

-1 0 1 2 3 4
-2

0

2

4

6

8
GDP, Interest and Unemployment

GDP real interest rate unemployment rate

-1 0 1 2 3 4
-10

-5

0

5

10

15
Investment and Asset Prices

investment price of investment goods

-1 0 1 2 3 4

time [years]

-1

0

1

2
Productivities

TFP labour productivity

Note: Simulated impulse response. All ordinate values in percent. All rates annualized. At time t = 0,
expectations change such that a 4% improvement in marginal TFP is expected 3 years later. At the time
when the productivity change is supposed to take effect, it unexpectedly does not materialize. All variables

except interest rate and unemployment rate as logs detrended with BK96
96.

45



demand for investment goods further. This amplification effect is also the cause of the

asymmetry between recessions and investment booms.

The duration of recessions – the time it takes for the economy to move from peak to

trough – as well as the drop in firm values compared to the price of consumption goods

during the recession is the result of frictions that slow down the reallocation of factors

between industries or sectors.

These mechanisms are fundamental to the model presented here, but the exact frictions

through which they are achieved are not. It seems natural to include some form of labour

market frictions in a business cycle model to allow for involuntary unemployment, and we

leveraged the simple labour search model included for this purpose to both achieve the output

reduction tied to intersectoral reallocation and limiting its rate at which it happens.

Additional or alternative frictions could change the effects quantitatively and make the

model match certain aspects of the data better.39 For example, it is not necessary to impose

the same degree of search frictions on all types of labour. It seems plausible that these

frictions mostly apply to certain types of specialized or skilled labour. Skilled workers may

benefit more from a good match than unskilled workers, thus searching longer for new po-

sitions.40 Firms that invest in the training of their labour force may be reluctant to lay

off employees endowed with substantial amounts of valuable human capital. Both of these

effects could contribute to the scarcity of skilled labour during reallocation processes, while

complementary unskilled labour suffers involuntary unemployment due to low demand.

Set-up times for new projects or the capital used in these projects, whether newly pro-

duced or repurposed, would have very much the same effect in slowing down adjustments and

temporarily lowering output as the labour market frictions we used. Moreover, informational

or monetary frictions could reduce the rate at which relevant signals to adjust production

39The recessions generated by the model under labour market frictions only are on the shorter end of the
spectrum of what is observed. Adding additional frictions that slow down factor reallocation further could
help match the data better.

40Given that recessions are associated with intersectoral reallocation, mismatch unemployment as dis-
cussed in Şahin et al. (2014) is likely relevant for this particular group.
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spread across industries, similarly delaying the response to shocks and thus prolonging and

deepening recession events.41

2.8 The Relationship to the Neoclassical Growth Model

We have seen how it is possible to construct a business cycle model with attractive

features simply by adding a very basic form of labour market frictions to the growth model

introduced in part I of the paper.

The question we will ask now is: Would it not be possible to construct the same kind of

business cycle model by directly building on the neoclassical growth model?

The answer to this question is: Absolutely. As we have argued before, when looked at

from the angle of the aggregate economy, our model is the neoclassical growth model. What

it adds is the underlying micro structure that explains and accounts for the productivity

growth we observe at the aggregate level. This same structure formed the basis for the

business cycle framework we explored. However, for the purpose of studying cycles, the fact

that it determines long-term growth trends was not important. Instead, the way in which

production is organized when looking under the hood of the aggregate growth model – in the

form of small units that are each associated with a particular capital endowment, may be

tied to a specific industry or sector, act competitively and can enter and exit markets freely

– informed us how to think about the effects of shocks and the resulting cyclical patterns in

aggregate data.

A translation of our business cycle model into the language of the neoclassical growth

model would look like this. Aggregate output is determined by the constant returns to scale

production function F (K,N). Total factor productivity grows over time at a stable rate.

Output is produced by atomistic firms under perfect competition. A unit mass of firms is

associated with a capital stock k, which grows at the rate γ[k]. The total mass of the firm

41The fact that in many past recessions, stock prices continued to decline for some time after an initial
drop could be evidence that the magnitude or nature of the shock is not observed initially, or that relevant
information about the required adjustment is slow to spread throughout affected parts of the economy.
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sector is thus K
k
. Each firm is specific to its sector. When firms exit for any reason, the

labour associated with them becomes unemployed.

Aggregate output is given by Y = C + I, C =
∫ m[C]

0
F (k, ni)di and I =

∫
K

k

m[C] F (k, ni)di,

where m[C] is the mass of firms in the consumption sector. All firms pay their factors

according to their marginal products, and all factor markets clear, N =
∫ K

k

0
nidi. If γ[k] is

large enough, there will be an ongoing reduction in firm mass along a balanced growth path,

which results in a corresponding flow of labour into unemployment.

A shock resulting in a reallocation of firms between sectors leads to additional unemploy-

ment, making production more capital intensive. This reduces the incentive to invest, thus

amplifying shocks that already reduced production of investment goods, while dampening

investment-increasing shocks. If direct hiring between firms is not possible, large enough

shocks can lead to situations where a full shift of output between sectors is not immediately

possible. The result is an outcome where the relative price of investment goods changes

temporarily, while production techniques and wages diverge between groups of firms.

3 Broader Implications

By offering a different theoretical foundation of economic processes within the firm sector,

our model can provide new insights into longstanding modelling issues, questions and puzzles

in macroeconomics and finance. This section briefly discusses a few of those.

3.1 Demand-Determination of Output

A core tenet of Keynesian theories is that output and employment are, in some form,

demand-determined. A traditional view would be that changes to autonomous components

of any parts of aggregate demand – demand shocks in more contemporary language – have

a direct quantity effect on output in the short term, as prices are fixed and supply accom-

modates demand. The secondary effect of such changes occurs in the labour market, where
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demand for workers reflects the scale of production. While the goods market is assumed

to clear, the labour market is where the monetary frictions ultimately manifest themselves.

The presumed stable relationship between output fluctuations and unemployment is given

by Okun’s law.

New Keynesian Theories in contrast highlight the role of price stickiness and expected

price fluctuations for firms’ optimal decisions. Monetary frictions can prompt the firm sector

to respond to a variety of external shocks by adjusting output, leading to output gaps

compared to a hypothetical frictionless economy.42

The cyclical patterns we observe in national account data are in line with the traditional

Keynesian view. Variations in the major “endogenous” components of GDP, in particular

investment and consumption, are positively correlated with output rather than showing a

negative correlation with each other, supporting the view that price-related frictions prevent

demand shocks in one sector to be offset by changes in another, thus resulting in a deviation

of output from its potential level.

Our model is able to replicate these empirical patterns based on a mechanism that,

at some level, is not unlike frictions highlighted by Keynesian theories. In both model

frameworks, the inability of the system to immediately compensate for a demand change in

in one part of the economy by changing output in other parts is at the core of aggregate

business cycles. Of course, our mechanism directly relies on labour market frictions rather

than on monetary phenomena such as price or wage rigidities to explain fluctuations in

employment or GDP.

Yet, many of the empirical strategies used to identify demand shocks or structural fea-

tures of the aggregate economy under inflexible prices would, at least to the extent that

they pertain to real variables, pick up shocks and features of our model when applied to

data generated from it. Consider for example applying the methodology introduced in the

groundbreaking work of Shapiro and Watson (1988) and Blanchard and Quah (1989), which

42See Kiley (2013) for a discussion of output gap concepts.
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classifies shocks based on their long-term effect, to time series generated from our model in

the presence of permanent TFP shocks. The empirical method would identify these shocks

correctly based on their permanent impact and classify them as supply shocks, and in ad-

dition to this interpret the strong transitory effects on output that result from large shocks

due to amplification effects during recessions as temporary demand shocks.43

3.2 The Shape and Frequency of Recessions

Recessions look similar in that the rate at which unemployment rises between peak and

trough does not differ much from cycle to cycle. This means that deeper recessions are

typically also longer. In fact, for the eight recessions between 1960 and 2007, the rate

of unemployment increases has ranged from 0.45 to 0.81 percentage points per quarter,

and the correlation between the duration of these recessions and the overall change in the

unemployment rate is 97%. Our model provides a simple explanation for this pattern.

During a recession, supply in the relatively growing sector becomes very inelastic once a

once a certain reallocation threshold is passed, as explained in section 2.5.2. This constrains

the rate at which projects in the shrinking sector are shut down, and the the speed at which

employment and output drop. A larger reallocation does not only result in a deeper and

longer recession, but also a stronger temporary drop in firm values.

Categorizing recessions based on their shape is a popular part of the discussion of business

cycles in the media and by policy makers. The distinction is often made between V-shaped

and U-shaped recessions, where former are characterized by a swift recovery of output after

the trough, whereas the latter refer to recession events where output stays depressed for

longer. A glance at figure 1 makes it clear that there are distinctly different patterns, and

that they are most easily identified based on unemployment trajectories, which are similar

to but less noisy than output patterns. Following some recessions, unemployment drops

rapidly, at least initially, almost at the same rate at which it had been rising during the

43See Ramey (2016) and Stock and Watson (2016) for an overview of VAR-based methodologies to identify
shocks. Blanchard (1989) is an example of the estimation of a traditional Keynesian system.
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recession, leading to a V-shape in output data. In other cases, the unemployment rate drops

very gradually.

In our simulations, we focused on shocks that induce a lasting reallocation, which in turn

causes the prolonged recoveries where elevated project termination rates lead to persistently

high unemployment and thus U-shaped recessions. This suggests that in the case of V-

shaped recessions, a shock triggers immediate intersectoral reallocation causing the recession,

without resulting in significant further adjustments in the firm sector. One reason for this

could be shocks that are strictly temporary and only result in a short-lived shift of demand

between industries. Another one could be that an observed signal of a reallocation shock

exaggerated the size of the required adjustment and thus led to a larger than necessary initial

output and employment effect.

Another observation one might make is that recessions appear to be relatively evenly

spaced,44 which is atypical for events driven by a Poisson process. One possible explanation

that our model suggests is that economies may become more vulnerable to shocks as the

recovery from a recession progresses. Economies may simply be able to absorb shocks more

easily while there is a lot of turnover anyway. In our model, the best indicator of this

turbulence is the unemployment rate, and higher unemployment means larger labour market

flows and thus a greater capacity to reallocate workers without additional job terminations

should the need arise.

3.3 Unemployment

A large share of the variation in unemployment rates across countries and over time

has been explained both theoretically and empirically based on institutional factors, micro

and macroeconomic conditions, and their interaction. Our model can potentially contribute

another puzzle piece by providing new microfoundations for the link between aspects of the

macro state and unemployment outcomes.

44This is particularly true after the 1950s and when excluding the 1973 and 1980 recessions, which are
tied to external political events and policy shocks.
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By endogenizing project termination rates as one source of job turnover, the model

can explain how unemployment is affected by adjustment processes that take place in the

aggregate economy. In section 2.4, we focused on the persistently high unemployment during

recoveries from a recession. Another example of a similar phenomenon are the astonishingly

low unemployment rates in Japan and Germany between the 1950s and 1970s. In our model,

it is possible to have unemployment rates persistently below the “natural rate” as long as

firm termination rates are below their steady-state values. Both Germany and Japan saw an

investment boom after the war, with investment as a share of GDP rising until it plateaued

during the more turbulent 1970s. The observation that the end of these episodes of unusual

investment growth coincides with a rise in the unemployment rates matches well with the

explanation our model framework can provide.

3.4 Consumption Patterns

For plausible rates of risk aversion, theoretical models of consumption that formalize the

notion of the permanent income hypothesis predict that consumption should be moderately

responsive to changes in income. In the data, consumption is smoother than one would expect

given the observed innovations to income, a phenomenon known as the excess smoothness

puzzle.45

Our business cycle model of section 2.5 can contribute a few related points to the under-

standing of the co-movement of consumption and income. First, the volatility of consumption

is limited by the ability of the firm sector to reallocate production between consumption and

other types of output. Second, while output can change quickly in the short run due to

labour market frictions, such changes may be tied to anticipated changes in long-term in-

come that result from the shocks triggering the output fluctuations. Third, when judging

consumption variation, it may be desirable to take the relative price of consumption q−1 into

account.46

45See Deaton (1986) and Campbell and Deaton (1989).
46Taking the relative price of assets into account is likely – when done in isolation – to exacerbate the
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In our model, shocks associated with recessions generate a negative co-movement between

price-adjusted consumption and output, as it is the very reduction of desired saving in the

household sector that triggers the recession with its steep decline in output. In equilibrium

then, output ends up being fairly volatile while unadjusted consumption remains rather

stable.

3.5 Asset Prices: Volatility

Asset pricing models predict that the value of assets is linked to future expected returns

at any point in time. In the case of stock markets, it has been observed that the volatility

of asset values is much higher than what could be justified based on actual fluctuations in

dividends. This observation, first made by Shiller (1981) and LeRoy and Porter (1981) is

known as the excess volatility puzzle.

Our approach offers one possible explanation for this excess volatility. Asset prices have

two components, one related to the present value of the expected payoffs and one related to

the relative price of capital goods relative to consumption goods. The excess volatility of

asset prices would thus be attributed to these price changes.

In our model, dividends are given as the interest on capital net of internal financing to

enable project-level growth. In the absence of firm or industry level risk, these dividends are

extremely stable. Virtually all asset price and rate-of-return volatility is thus tied to changes

in the price of capital q. While the simulation shown in figure 8 focuses on recessions and

drops in equity prices, temporary increases in q during times of rapidly rising investment

demand are equally possible.47

puzzle, by making adjusted consumption more countercyclical.
47Figure 12 shows an example of this in period t = 0.
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3.6 Asset Prices: Equity Premium

The difficulty to rationalize the high average returns of equity compared to other forms

of assets, the equity premium, has been one of the most high-profile problems in macroeco-

nomics since the seminal paper of Mehra and Prescott (1985). At the core of the puzzle is

the issue that given the riskiness of equity and consumption, the excess return on equity far

exceeds the risk premia predicted by consumption-based asset pricing theories.

A variety of attempts have ben made to resolve this theoretical problem48, but none of

them has been generally accepted as a solution. It appears that there remains an unexplained

component of about 3 to 4 percentage points of equity returns.49

While the models presented in this paper are not designed to address asset pricing issues,

the characteristics of the capital price q introduced in section 2.5 provide some indications for

where to look for explanations and where they are unlikely to be found. In the simulations

reported in that section, we saw that a recession with a 3% drop in output below trend

was associated with an abrupt but short-lived 10% drop in capital prices, while at the same

time the real interest rate, measured as the return per unit of assets, did not change too

dramatically.50 If firms are financed through equity and (almost) risk-free debt, the drop in

the value of equity will be more pronounced, while debt provides more stable returns. In the

back-of-the-envelope calculations that follow, we will assume a debt-to-equity ratio of 1.5

(i.e. a ratio of equity to firm value of 0.4) and a frequency of recession events of once every

eight years. This means that equity holders would expect a temporary drop in the values

of their assets by one quarter to occur with a probability of 1
8
per year. We will pretend

that the variance of equity prices and rates of return outside of recessions is low enough

in comparison to be ignored, and that the real risk-free interest rate is expected to remain

48Proposed solutions include rare events, alternative household preferences and incomplete markets,
among others. See Mehra and Prescott (1988), Kocherlakota (1996), Siegel and Thaler (1997), Mehra
(2003), and Mehra (2007) for assessments and reviews of the massive literature on this topic at different
times.

49See Siegel (1992a), Siegel (1992b), and Dimson, Marsh, and Staunton (2008) for estimates.
50See figure 8 above.
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approximately constant. With this setting in mind, I would like to make a few points about

the equity premium.

The equity premium is unlikely to be a risk premium. This point may be provoca-

tive, given that a significant amount of research has been devoted to the question of how

different preference structures can provide an explanation for the equity premium. My ar-

gument should be clear, however, once one takes into account the relative price of assets to

consumption q instead of solely focusing on returns of assets. A stochastic version of the

household’s Euler equation (10) for an arbitrary asset i is given by

U ′

(

Ct

Lt

)

= Et

[

1 + r
[i]
t

(1 + ρ)(1 + ℓ)

qt+1

qt
U ′
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]

.

Letting consumption Ct+1 and population Lt+1 be approximately nonstochastic, we arrive at

the following relationship between the return on equity i = e and the risk-free asset i = f by

eliminating the current marginal utility of consumption from the Euler equations associated

with these assets.
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The term E
[

r[e]γ[q]
]

is positive, as the appreciation of capital assets γ[q] is part of the rate

of return r[e] on equity, so that these two variables are positively correlated. Based on these

considerations, we would expect equity to carry a negative risk premium. Equity provides

particularly high rates of return whenever capital values q are low but growing. The low value
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of q implies a high price of consumption. During recessions, the consumption level C of the

representative household remains relatively stable, while the opportunity cost of consuming

in terms of the household’s wealth is very high. Equity can thus provide consumption

insurance by providing high returns when there is a high demand for consumption goods.51

The equity premium could be a no-arbitrage condition. One important take-away

message from the model of section 2.5 is that, while the crash of asset prices at the beginning

of recessions is unpredictable, the following recovery is not. This view is supported by figure

1, which shows that stock prices recover following recessions, usually within a very short

time.

Suppose that bonds and stocks had the same rate of return on average over the cycle.

Savvy investors would want to hold short-term bonds most of the time, as they would protect

them against the risk of capital price drops. Only during recessions, after stock prices have

dropped substantially would they switch their portfolio to equity in order to take advantage

of the high returns during the recovery of the stock market. This way they could earn excess

returns by timing the market successfully.

This would, of course, be inconsistent with market clearing, as there would be virtually

no demand for equity outside of recessions. In order for equity to be held in equilibrium,

it must thus provide excess returns that compensate holders for the risk of stock market

crashes. If, as per our example, there is a on-in-eight chance of stock prices dropping by one

quarter in a year, the required premium is 1
8
1
4
= 3.125%, which is well in the ballpark of

measured equity premia52.

The old adage that it is impossible to time the market holds because of this excess return.

Another way of putting this is that when calculating the expected return of equity during

times when the stock market performs normally, we should not use average historic returns

that include predictable excess returns during recoveries. Once those are excluded, the

51Unrelated to the argument made here, Azeredo (2014) finds that given the characteristics of historic
consumption growth data, the equity premium should be negative.

52Siegel (1992a), Siegel (1992b), and Dimson, Marsh, and Staunton (2008)
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majority of the empirical equity premium may disappear.53

Why are real interest rates so stable? While it seems possible to rationalize the equity

premium given the observed patterns in consumption and interest data, the overall patterns

in asset markets are still hard to explain in the context of a representative-household model.

The question is: If equity provides very high expected returns coming out of a recession, why

is there still demand for bonds that yield significantly lower returns? The answer may lie

in the heterogeneity of the household sector, where households with different characteristics

acquire different assets for different purposes. One way of looking at this is that risk-free

bonds are a claim to future consumption, whereas stocks are a claim to capital goods. While

these are equivalent most of the time in the sense that they can be exchanged one for

one, the equivalence temporarily breaks down during times of rapidly changing demand for

consumption or investment goods that makes it impossible to attain market clearing without

changes in the relative price. Still, the real puzzle seems to be: How can the risk-free interest

rate be so low and stable in times when equity markets predictably do well.54,55

4 Conclusions

4.1 Summary

We have seen how changing the way in which we model the firm sector can help us

both develop better models of endogenous technological progress and arrive a different un-

derstanding of the nature of cycles. Regardless of increasing returns from an atemporal

perspective, a model economy can, at any point in time, exhibit constant returns to scale

and function in many ways similar to the standard neoclassical growth model in the long

53Yet another way of looking at this is: the stochastic process driving rates of return matters, and our
model suggests that it is not approximated well by a Markov process.

54This question appears to be related to the risk-free rate puzzle, Weil (1989).
55The returns on corporate bonds have been elevated during and following some of the recent recessions.

While this could partially be an arbitrage effect related to high stock returns, it may equally plausibly be
attributed to higher than usual perceived risk in the firm sector.
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run.

In the short run, and in the presence of stochastic shocks, our model is capable of produc-

ing realistic business cycles. The familiar adjustment dynamics of the neoclassical growth

model are modified by labour market frictions and firm-level processes. Any adjustment-

related turbulence leads to additional unemployment, which amplifies investment-reducing

dynamics while dampening investment increasing ones. Induced changes in project size and

termination rates lead to above-average unemployment when investment is low, while also

making possible investment booms that are accompanied by unusually low unemployment

and above-trend output. Moreover, labour market frictions slow down reallocation processes

following shocks, which can lead to recession episodes that go along with strong temporary

changes in firm values.

Our model can explain why and how recessions happen, why they are relatively rare

events, why there is no corresponding “positive” counterpart to recessions, why they are often

followed by such a long, drawn-out recovery period and how the duration of this recovery is

determined. We can understand the behaviour of a number of relevant aggregates and prices

over the cycle, including GDP, investment, consumption, asset prices, the unemployment rate

and the interest rate. These variables show business cycle patterns that are qualitatively in

line with the data, and most of them match rather well quantitatively, even for the simple

ad-hoc calibration used throughout this paper.

Overall, our model can help address most if not all of the issues listed in Sergio Rebelo’s

survey of the RBC and related literature56 as “open questions in business cycle research:”

The behaviour of asset prices, the cause of business cycles, alternatives to technology shocks

and labour market patters.57

56Rebelo (2005)
57The remaining two challenges listed there are explaining the causes of the great depression and the

industry-level co-movement of employment (Long and Plosser (1983)). Based on our model, the great de-
pression as likely the deepest possible recession – investment dropped to almost zero in 1932/33 – could
probably be explained as a combination of different shocks, including possibly the reversal of a prior invest-
ment boom based on overly optimistic assumptions.
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4.2 Extensions and Modifications

The models presented in this paper are merely a first attempt at implementing some new

ideas in logically consistent general equilibrium models. I have tried to keep the mechanics

as simple as possible. There are many ways to improve these models, to make them more

realistic or fit the data better. There are lots of alternative approaches that could be tried.

Exploring alternative or refined mechanisms that generate the frictions driving the slow

reallocation of productive capacity between sectors and thus the asymmetry, depth and

duration of recessions could be worthwhile. As discussed in section 2.7, allowing for different

types of labour could help improve the aggregate characteristics of the model. Beyond that,

it could contribute to the explanation of microeconomic phenomena, such as the different

labour market experience of different qualities of workers or the hoarding of certain types

of labour by firms. In the same way, frictions in the capital market could be investigated.

Some capital may be industry or even firm specific, there could be costs associated with

repurposing capital goods and it may take time to integrate additional capital into the

production process. Apart from its effect on the cyclical properties of aggregates, all this

could contribute to a better explanation of the patterns observed in capital markets.

In general, the framework of section 2 provides an interesting opportunity to integrate

richer search models into a stochastic general equilibrium model. By endogenously deter-

mining the scale of the unit of production, our model has the right granularity to capture

the interaction of households and firms in the labour market. Endogenizing the variation of

matching and separation rates and unemployment durations with the state of the economy

seems much more straightforward in our model than in a typical RBC or New Keynesian

setting.

Informational or monetary frictions are another way of making the cyclical patterns

generated by the model economy more realistic. The main reason for including monetary

aspects is of course the study of monetary policy. In our setting, recessions are associated

with significant welfare costs even in the absence of monetary frictions, making any policy
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measures that can dampen cycles all the more valuable.

Two aspects that are clearly missing from the model are the government and the inter-

national sector. Introducing fiscal policy will not only make it possible to assess the effect

of aggregate government activity on the cyclicality of macroeconomic outcomes,58thanks to

the endogeneity of project entry and exit that is at the core of business cycles, more subtile

aspects of fiscal policy, such as the effect of distortionary taxes on project exit, can be studied

as well.59

Most of these changes would make the model more complicated. It is also possible,

however, to simplify the model. For illustrative purposes, the firm sector models introduced

in both the growth section I-2 and the business cycle section 2 can be combined with a simple

Solow-style saving equation as an ad-hoc stand-in for household behaviour, as seen in section

2.5.4. While this eliminates any dynamic choices in the resulting general equilibrium model

– firm sector behaviour is statically determined already – it does retain all the interesting

growth and business cycle dynamics.

4.3 Comparison with Alternative Models

While still relying on exogenous shocks, our model arguably explains cyclical fluctuations,

and especially recessions, at a deeper level than real business cycle or new Keynesian models.

In particular, it does not depend on the persistence of shocks to generate long-lasting output

gaps, it features a strong internal amplification mechanism for adverse shocks and it can

explain the asymmetry of cycles. Moreover, because a range of different shocks can result in

the familiar business cycle patterns, it is not as vulnerable to many of the specific criticisms

58Depending on the nature of government expenditure, it may be possible to obtain interesting multiplier
effects if shifts in government expenditure can attenuate the drop of investment at the onset of a recession.

59In addition to all this, a richer model of the household sector that allows for some degree of heterogeneity
would be of interest. Beyond the immediate effects on consumption patterns and the interest rate, such an
extension could help explain the demand for different types of assets and the differences in their returns.
Household models with overlapping generations, borrowing constraints and uninsurable income risk are the
natural candidates for this. Specifically, for the purpose of rationalizing the surprising return patterns
of equity versus bonds, a setting with at least two types of agents with different risk exposure or access
to financial markets may be the right direction to explore. Such models have been popular in the New
Keynesian literature. See Gaĺı (2018) for an overview of such “TANK” models.
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of TFP shocks.

One important difference between our model and the RBC framework is that there are

several sources of inefficiency in our setting. The most obvious one is the strong rise in

unemployment during recessions. Another one that could be of interest is the duplication

of R&D efforts, as a markets are supplied by a large number of projects when fewer could

provide the same output at lower cost.

Since cycles are not primarily caused by contemporary changes of productivity in our

model, but instead result from the reallocation of resources based purely on expectations

about the future, the questions of if, how and under what circumstances cycles can be

expectation-driven does not arise in the same way as it does in the RBC literature. Significant

cyclical variation in macroeconomic variables exits as the result of recessions in our model,

during which a drastic drop in output caused by frictions guarantees a plausible co-movement

of output and investment.

Following the arguments put forward in the General Theory60, traditional Keynesian

models explain recessions as the result of the reduction in demand for output, combined

with frictions, typically assumed to be monetary in nature, that lead the firm sector to

adjust quantities rather than prices, preventing the labour market from clearing. In some

ways, our model aligns with this description. In our setting, the reduction in demand for

investment that is observed during recessions is caused by additional effective supply of

existing assets. While Keynes argued that frictions elsewhere make a drop in demand for

output or a component thereof turn into a reduction of output and hence employment, our

story is that reduction in sectoral demand requires a reallocation, which, in the presence of

labour market frictions, results in increased unemployment and thus lower output. While

these two mechanisms are different, it is interesting to note that – given that we do not

directly observe concentration, project termination and the reallocation of productive assets,

which are at the core of recessions in our model, in the national accounts – both theories are

60Keynes (1936).
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observationally rather similar.

Finally, it is worth noting that the amplification effect in our model that leads to reces-

sions being triggered in the case of large enough shocks is somewhat reminiscent of a negative

multiplier-accelerator effect. A drop in investment demand results in a deterioration of ag-

gregate conditions, which in turn prompts an even stronger reduction in investment.

4.4 Concluding General Remarks

In this paper, I have presented a general equilibrium model with some novel features

that arguably has the potential to fit certain patterns in macroeconomic data better than

existing theories. This includes its ability to produce stable growth rates in a robust way

and in changing environments as well as to show cyclical behaviour and in particular realistic

recessions. In doing so, it provides us with new explanations of how economies grow and

what causes economic downturns and spikes in unemployment.

Like most contemporary economic models, it makes very specific assumptions, many of

which could be questioned and criticized for good reasons. I would therefore like to take a

step back from the concrete models presented here and ask: What are the important core

elements of our story, what are the general lessons that can be learned?

The mechanism at the heart of all the new and interesting features of our model is a

competitive market organization which ensures that firms operating at increasing returns to

scale with regards to their long-term production potential adjust project sizes and market

shares in equilibrium in such a way that at any point in time at the level of an industry

or national economy, aggregate production patterns are consistent with constant returns to

scale. For this to be possible, entry or exit always needs to be an option for firms.

Constant returns to scale are the standard model assumption in macroeconomics for

many good reasons. They align with our experience with national economies and aggregate

data, they make models scale-invariant and generally well-behaved, and they simply make

sense logically when considering production at a large scale. Yet, there are good reasons
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to deviate from this assumption when modelling individual firms. As has been emphasized

in the literature on endogenous growth, if ideas, technologies or blueprints have value and

affect productivity regardless of the quantity of output produced, they contribute to increas-

ing returns to scale. Especially for industries characterized by significant expenditures on

R&D, the assumption of constant average costs at the firm level does therefore not appear

particularly compelling.

It is important to remember that though being a convenient, widely used and often

helpful assumption, the existence of a largely time-invariant aggregate production function

with constant returns to scale and fixed labour shares is hardly a law of nature. If it is

a consistent and stable feature of national economies, we should consider it an emergent

property that is worth explaining. The Lucas critique reminds us that in order to predict

how an economic systems responds to previously unseen events, we need to employ a model

structure that goes deeper than what is needed to superficially replicate the familiar. The

same idea applies to the macroeconomic production function. In order to understand the

mechanisms that drive dynamic outcomes such as ongoing productivity growth or recessions,

we cannot rely on an ad-hoc structure that was chosen because it is consistent with static

features of what we observe.

It is therefore time to move beyond the largely static notion of aggregate production

possibilities and crack open the black box that is the macroeconomic production function to

expose the microeconomic mechanisms that are inside it. In doing so, we may learn things

we did not expect to learn and solve puzzles we did not expect to solve.

Macroeconomic models, especially those dealing with business cycle phenomena and the

corresponding macroeconomic policies, have become increasingly complex. However, when

investigating patterns that are extremely robust and stable in the sense that they arise in

similar forms in a variety of circumstances and repeatedly over long periods of time, one

would expect or at least hope that a conceptually simple explanation exists that is similarly

robust and stable as the observed phenomenon. The simple recurring patterns of recessions
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and the incredibly stable average rate of productivity growth are two such phenomena, and

it should be possible to adequately explain and model them at least qualitatively with-

out having to rely on exceedingly complex model structures and very particular calibration

choices.

I hope this paper has made the point that despite the broad and deep understanding we

have of many macro forces shaping our economic experience, looking for simpler and possibly

deeper explanations of what we observe can still be a fruitful endeavour.
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