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Forecasting oil prices with penalized regressions, variance risk premia and Google data 

 

 

This paper investigates whether augmenting models with the variance risk premium (VRP) and Google search data 

improves the quality of the forecasts for real oil prices. We considered a time sample of monthly data from 2007 to 

2019 that includes several episodes of high volatility in the oil market. Our evidence shows that penalized regressions 

provided the best forecasting performances across most of the forecasting horizons. Moreover, we found that models 

using the VRP as an additional predictor performed best for forecasts up to 6-12 months ahead forecasts, while 

models using Google data as an additional predictor performed better for longer-term forecasts up to 12-24 months 

ahead. However, we found that the differences in forecasting performances were not statistically different for most 

models, and only the Principal Component Regression (PCR) and the Partial least squares (PLS) regression were 

consistently excluded from the set of best forecasting models. These results also held after a set of robustness checks 

that considered model specifications using a wider set of influential variables, a Hierarchical Vector Auto-Regression 

model estimated with the LASSO, and a set of forecasting models using a simplified specification for Google Trends 

data. 
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1. Introduction 

The real price of oil plays an important role almost in every economic sector. Accurate forecasting of this 

macroeconomic variable provides an opportunity for oil-importing and exporting countries, investors, and other eco-

nomic agents to develop more efficient business strategies and plan more balanced economic activity. Moreover, the 

forecast is also important for energy policy modelling, energy system planning, and carbon emission regulations, see  

Baumeister and Hamilton (2019), Bhattacharyya (2019), Fantazzini et al. (2011), Fantazzini (2016), Hamilton (2008, 

2009, 2013), Kilian (2008, 2009, 2016), Kilian and Zhou (2022), and Schwarz (2017) for a broader discussion. 

The first contribution of this work is the introduction of two new additional predictors based on the Variance 

Risk Premium (VRP) originally proposed by Bollerslev et al. (2009) and Bollerslev et al. (2014), which is defined as 

the difference between the implied volatility (IV) and the realized volatility (RV). There is a large literature that 

showed that the VRP can be an effective variable to predict future equity returns, see Atmaz (2022) and references 
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therein for more details. The intuition behind this evidence is that the increase (decrease) of risk aversion leads to 

asset prices being discounted, and later this discount is accrued, thus resulting in future higher (lower) returns. Similar 

patterns can also be found for exchange rates see, for example, Londono and Zhou (2017) and Ornelas (2019), and 

for commodities, see Ornelas and Mauad (2019). The VRP has been rarely used to forecast oil prices and, to our 

knowledge, only Chevalier and Sevi (2014) and Ornelas and Mauad (2019) employed this variable for in-sample 

analyses to model oil price dynamics without any out-of-sample forecasting. Following Chevalier and Sevi (2014), 

we computed the VRP by using the CBOE Crude Oil Volatility Index (OVX) as a proxy for the implied volatility2, 

while the monthly realized volatility was computed using the sum of the daily realized volatilities over a given month. 

More recently, Bazhenov, Fantazzini (2019), Fantazzini and Shangina (2019), and Basistha et al. (2020) compared 

the role of implied volatility and Google's online search data for forecasting the realized volatility and risk measures 

of several financial assets, and they found that models with the implied volatility performed generally better than 

models with Google data. These authors suggested that the informational content included in Google data is also 

present in the implied volatility, but the opposite is not true: the implied volatility is a forward-looking measure based 

on the expectations of large investors with premium and insider information, while Google search data are based on 

the expectations of small investors and uninformed traders. Motivated by this evidence, we decided to build a second 

predictor mimicking the variance risk premium, but where the squared log-returns of the monthly Google Trends 

data were used in place of the implied volatility to try to measure the sentiment of retail investors. We justify this 

choice because behavioral factors might influence and improve oil price forecasts, see Qadan and Nama (2018) and 

references therein for a broad discussion. Therefore, the traditional VRP computed using the implied volatility can 

be considered a measure representing the risk aversion of large institutional investors, while the second predictor that 

uses Google data as a measure of the risk aversion of small retail investors.  

The second contribution of this work is the proposal of a set of univariate penalized regressions that includes 

the main predictors proposed by the past literature devoted to oil price forecasting, together with predictors based on 

the implied volatility and Google search data. We proposed this kind of univariate models due to recent empirical 

evidence provided by Miao et al. (2017) and Zhang et al. (2019) who showed that univariate regressions with direct 

forecasts outperformed several competing models widely used nowadays for oil price forecasting (but without con-

sidering vector autoregressive models). 

The third contribution of this paper is a forecasting exercise where we considered different forecast horizons 

up to 24-month ahead and different competing model specifications, including common vector autoregressive models 

that were not considered in the recent literature proposing univariate penalized regressions with direct forecasts. 

The fourth contribution of the paper is a set of robustness checks to verify that our results also hold when 

considering model specifications using a wider set of influential variables, a Hierarchical Vector Auto-Regression 

model estimated with the LASSO, and a set of forecasting models using a simplified specification for Google Trends 

data. 

The empirical analysis provided evidence that penalized regressions (particularly the Ridge and the Elastic 

net models) had the best forecasting performances across most forecasting horizons. Moreover, we found that models 

using the VRP as an additional predictor performed best for forecasts up to 6-12 months ahead forecasts, while 

                                                      
2 The OVX index measures the market’s expectation of the 30-day volatility of crude oil prices. See 
https://www.cboe.com/us/indices/dashboard/ovx for more details. 
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models using Google data as an additional predictor performed better for longer-term forecasts up to 12-24 months 

ahead. The original model by Kilian and Murphy (2014) using the full sample starting in 1973 performed well for 

short-term forecasts, but it became less competitive with longer-term horizons and, in the case of 24-month ahead 

forecasts, it was even excluded from the model confidence set. The traditional benchmark represented by the no-

change forecast performed well across all forecast horizons, whereas approaches for dimensionality reduction such 

as the principal component regression (PCR) and the partial least squares (PLS) regression performed poorly across 

all horizons. However, the empirical evidence also showed that the differences in forecasting performances were not 

statistically different for most models, and only the PCR and PLS models were consistently excluded from the set of 

best forecasting models. 

The remainder of the paper is organized as follows. Section 2 reviews the literature devoted to oil price 

forecasting, while Section 3 discusses the data and the methods proposed to model and forecast the oil price. Section 

4 describes the empirical results, while robustness checks are discussed in Section 5. Section 6 concludes. 

 

2. Literature review 

After the oil price spike in 2008 and the subsequent crash, there has been a large number of works dedicated 

to oil price forecasting. It is important to note that the oil market has changed a lot since then due to the advent of 

shale oil in the US and the massive financialization of the oil markets that allowed trading also to small traders, see 

e.g. Hamilton (2011), Alquist et al. (2013), Kilian (2016), Baumeister and Hamilton (2019), and Kilian and Zhou 

(2022) for a broad discussion. Therefore, we focused in this work only on papers dealing with the forecasting of oil 

prices published after that event. 

The literature has become large in the last 15 years but there are at least two models that can be considered 

the main benchmarks for forecasting the real price of oil: the simple no-change forecast (that is, the random walk 

model without drift) and the VAR model proposed by Kilian and Murphy (2014). The latter model consists of a 

VAR(24) model with four variables (the global crude oil production, a global real activity measure, a proxy for the 

global above-ground crude oil inventories, and the real price of oil), together with centered seasonal dummies to take 

care of monthly seasonality. We remark that the issue of seasonality in the oil market is still somewhat controversial. 

For example, Coleman (2011) found no evidence of significant seasonality and suggested that the effects attributed 

to seasonality can be attributed to changes in the oil market, such as changes in OPEC policies, seasonality in terrorist 

attacks, and speculative activity. Instead, Quayyoum et al. (2019) found significant positive Monday and Thursday 

effects while, on a monthly basis, oil returns appear to be significantly negative in November and December.   

A recent strand of the literature proposed univariate models with LASSO and direct forecasts to model the 

dynamics of oil prices. Miao et al. (2017) considered univariate LASSO models with different sets of predictors 

included in six broad classes such as supply, demand, political factors, speculative factors, as well as variables con-

nected with commodity and financial markets. They showed the superiority of LASSO models for forecasting oil 

prices against all competing models, including also the no-change random walk forecast and a full factor VAR model. 

However, the original VAR model by Kilian and Murphy (2014) was not considered. Zhang et al. (2019) employed 

a wide set of models, ranging from a univariate LASSO-based model, to predictive regressions based on principal 

components, partial least squares, and to several types of forecast combination approaches. They showed that the 

univariate LASSO model provided the better out-of-sample forecasts according to several metrics. Moreover, they 
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also showed that investors obtain higher economic gains when using the LASSO model compared to any other ap-

proach. Similar to Miao et al. (2017), the no-change random walk forecast was included among the competing mod-

els, whereas the original VAR model by Kilian and Murphy (2014) was not. 

A couple of papers used the variance risk premium to model the oil price dynamics. Chevallier and Sevi 

(2013) examined the predictive power of the variance risk premia for WTI light sweet crude oil excess returns, and 

the VRPs were computed as the difference between model-free implied and realized volatility measures following 

Bollerslev et al. (2009). They also considered additional predictors related to macroeconomic, financial, and oil-

specific variables. They found that the explanatory power of the VRP on oil excess returns reaches up to 25% for the 

adjusted R-squared across several regressions and can complement other financial factors. Ornelas and Mauad (2019) 

studied the importance of VRP in modeling commodity prices, and they showed that there is a positive relation 

between commodity VRP and its future returns for most commodities. The general idea behind these papers is to 

consider the VRP as a measure for an investor’s risk aversion: when it increases, the risky asset is discounted, so this 

discount will be accrued over time and will lead to higher returns in the future. 

Fantazzini and Fomichev (2014) were the first to use Google search data to forecast the real price of oil. 

Their forecasting exercises showed that multivariate models with economic and energy aggregates outperformed the 

competing models only up to 3 steps ahead, whereas low dimensional models with Google data outperformed the 

other models up to 24 steps ahead. Moreover, the forecasting power of the best models using Google data increased 

with the length of the forecast horizon, particularly with forecast horizons higher than 12 steps ahead. Qadan and 

Nama (2018) showed that Google online data can be used as a representation of investors’ sentiment. They high-

lighted that not only real economic factors but also behavioral factors should be used to predict oil price movements, 

and they showed that these factors have a significant effect on oil prices. Interestingly, they found that their results 

are most significant during and after the early 2000s when financial products based on oil commodities started to 

gain popularity among investors. Afkhami et al. (2017) searched for the best keywords in Google Trends and their 

combinations that could be used as a proxy for investors' attention in energy commodities markets. They showed that 

these new predictors significantly improved the in-sample model fitting of oil price volatility beyond conventional 

GARCH models. We used their approach to select the best keywords combinations to capture investors' attention 

when building a predictor mimicking the variance risk premium based on Google search data. In this regard, we 

remark that some papers compared the use of implied volatility and Google data for forecasting the volatility and the 

risk measures of several financial and commodity markets (including oil), see Fantazzini and Shangina (2019) and 

Basistha et al. (2020). They found that models with implied volatility performed better than models with Google 

Trends and they showed that the informational content included in Google search data is also present in the implied 

volatility, but the opposite is not true. They suggested that this is probably because the implied volatility is a forward-

looking measure based on the expectations of large investors who have access to premium and insider information, 

while Google Trends data are mainly based on the expectations of small investors and uninformed traders. In our 

work, we built predictors based on both implied volatility and Google data and we examined which of them is more 

useful for forecasting real oil prices. 
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3. Methodology 

The goal of this paper is to verify whether augmenting models with predictors based on the implied volatility 

and Google search data improves the quality of the forecasts for real oil prices.  Before presenting the main empirical 

results, we review the models employed in our forecasting exercise. 

 

3.1. Benchmark models: Vector Auto-Regressive models (VARs) and the no-change forecast 

Oil market VAR models have become one of the main tools for modelling the dynamics of the real price of 

oil and understanding its macroeconomic effects, see Kilian and Zhou (2022) and references therein for a large dis-

cussion. We considered several VAR model specifications in our empirical work. 

First, we considered the VAR(24) model with centered seasonal dummies and four variables proposed by 

Kilian and Murphy (2014), which is one of the benchmark models to forecast the real price of oil: 

 i

1
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t t i t t

i

WN


   Y ΦY Σν u u  

where Yt is a 4 × 1 vector containing the log of the real price of oil, the percent change in world crude oil production, 

the first differences of the proxy for the global above-ground crude oil inventories, and the global real activity meas-

ure (REA index). This model was estimated using the full available data sample from 1973 till 2019. 

Second, we also considered the same VAR model but augmented with the following predictors: 

- the VRP based on the model-free implied volatility; 

- the proxy VRP based on Google Trends data; 

- the VRP based on the model-free implied volatility and the proxy VRP based on Google Trends data. 

These augmented VAR models were estimated using the smaller sample from 2007 till 2019, while the opti-

mal VAR lag were chosen using the AIC criterion. To decrease the model dimensionality, the simple average of all 

Google search keywords was employed when using these augmented VAR models3.  

The no-change forecast is another traditional benchmark model for oil price forecasting, see Baumeister and 

Kilian (2012, 2015) for a large discussion. The no-change forecast can be interpreted as optimal under a random walk 

model without drift,  

1t t ty y    

so the h-period oil price forecast is simply equal to today's oil price yt . 

 

3.2. Penalized regressions: LASSO, Ridge, and Elastic net 

The LASSO method is a variable selection method originally introduced by Tibshirani (1996), where the 

choice of the predictive variables is performed using an algorithmic procedure. The idea behind the LASSO is to 

exclude insignificant variables, so the final model is more efficient compared to the full model. The LASSO method 

adds a penalty term to the cost function to keep the estimated value of the regression coefficients small, thus reducing 

                                                      
3 We did not pre-test the data for unit roots and cointegration, but we stuck to the original VAR model specification proposed by 
Kilian and Murphy (2014) due to its past forecasting success. Moreover, it is well known that unit root and cointegration tests 
tend to work poorly with small and medium datasets, see Gospodinov et al. (2013) for a large discussion. Furthermore, cointe-
grated models also suffer from estimation problems in the case of small-medium samples, particularly when noisy data such as 
Google data or proxy variables (like the global crude oil inventories data) are used, see section 4.4 in Fantazzini and Toktamysova 
(2015) and references therein for more details. 
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the problem of inflated standard errors caused by multicollinearity. More specifically, the LASSO minimizes the 

residual sum of squares subject to the sum of the absolute value of the coefficients being less than a constant. In other 

terms, it minimizes the least-squares cost function subject to a penalty term 𝜆, which implies that the coefficients that 

are smaller than 𝜆 are set to zero. The parameter 𝜆 regulates the strength of the regularization, and the higher 𝜆, the 

stronger is the penalty and the higher the probability that more variables will be considered insignificant and excluded 

from the model. The motivation to use the LASSO model is to improve the accuracy of the estimated parameters 

because it reduces overfitting (thanks to the exclusion of insignificant variables), but it does not increase the bias. 

Statistically, the LASSO model can be expressed as, 

  2

0 ,1 1 1

ˆ ˆarg min , . .
T p kL

t j t j jt j j
y x s t c   

  
       

which is equivalent to, 

  2

0 ,1 1 1

ˆ arg min , 0
n p kL

t j t j ji j j
y x     

  
        

where yt  is real oil price and xt,j is a set of lagged predictors, which in our case consists of the following variables: 

world crude oil stocks, global crude oil production, REA index, variance risk premia and centered seasonal dummies. 

To make the univariate models comparable to VAR models, we considered up to 24 lags for each predictor. 

The ridge regression was originally proposed by Hoerl and Kennard (1970), and it is similar to the LASSO 

approach. This method adds a penalty term to the usual minimization of squared errors, which results in biased but 

more efficient estimates compared to ordinary least squares. Moreover, this method is particularly useful in the pres-

ence of multicollinearity. Statistically, the ridge model can be expressed as follows: 

  2
2

0 ,1 1 1

ˆ arg min , 0
T p kR

t j t j jt j j
y x     

  
        

The elastic net regularization proposed by Zou and Hastie (2005) is a generalization of the LASSO and ridge 

penalizations, and it is the minimizer of this equation 

  2
2

0 , 1 21 1 1 1

ˆ arg min
n p k kEN

t j t j j ji j j j
y x      

   
         

This approach wants to combine the strengths of both penalizations in a computationally tractable way: the L1 norm 

penalty allows the generation of a sparse model, while the L2 norm penalty eliminates the limitation on the number 

of selected variables. Moreover, this approach encourages a grouping effect because the coefficients of a group of 

highly correlated variables tend to be equal, see Zou and Hastie (2005) for more details. 

 

3.3 Approaches for dimensionality reduction: the Principal Component Regression (PCR) and the Partial 

least squares (PLS) regression 

The principal component regression (PCR) first employs principal component analysis to transform the orig-

inal set of lagged predictors into a few new variables known as principal components (PC), which are a linear com-

bination of the original lagged data. The principal components are then used to estimate a linear regression model: 

,1

K

t k k t tk
y PC  
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Following Neely et al. (2014) and Zhang et al. (2019), the optimal number K of principal components is 

selected by using the adjusted R2. Similar to the LASSO and the ridge regression, the PCR is worth using when the 

data set contains highly correlated variables. 

A possible limitation of PCR is that the selected principal components may not be associated with the de-

pendent variable because their selection does not depend on the outcome variable. Instead, the Partial Least Squares 

(PLS) selects the new principal components using not only the original predictors but also the dependent variable. 

These components are then employed to estimate a linear regression model.  Similar to PCR, PLS is a convenient 

approach in the case of highly-correlated regressors. There are several algorithms to implement the partial least 

squares regression, see, for example, Hastie et al. (2009) and Vinzi et al. (2010) and for a large discussion at the 

textbook level.  

 

3.4. Forecasting model evaluation 

The forecasting performance of the different models was checked by comparing the forecasted values of the 

real oil price with the actual oil price for each month, and then computing the traditional forecast evaluation statistics 

such as the mean squared error (MSE), and the Mean Absolute Error (MAE). 

The MSE loss function was subsequently employed with the Model Confidence Set (MCS) by Hansen et al. 

(2011) to select the best forecasting models at a specified confidence level. Given the difference between the MSEs 

(or the MAEs) of models i and j at time t (for example, , , , ,i j t i t j td MSE MSE  ), the MCS approach is used to test the 

following hypothesis of equal predictive ability, , ,:  E( ) 0i j td 0,MH , for all i,j   M, where M is the set of forecasting 

models. First, the following t-statistics are computed, 𝑡𝑖∙ = �̅�𝑖∙/𝑣𝑎�̂�(�̅�𝑖∙) for i  M, where �̅�𝑖∙  =  𝑚−1 ∑ �̅�𝑖𝑗𝑗∈𝑀   is 

the simple loss of the i-th model relative to the average losses across models in the set M, �̅�𝑖𝑗  = 𝑇−1 ∑ 𝑑𝑖𝑗,𝑡𝑇𝑡=1   measures the sample loss differential between model i and j, and 𝑣𝑎�̂�(�̅�𝑖∙) is an estimate of 𝑣𝑎𝑟(�̅�𝑖⋅). 

Secondly, the following test statistic is computed to test for the null hypothesis: 𝑇𝑚𝑎𝑥 = max𝑖∈𝑀(𝑡𝑖⋅). This statistic 

has a non-standard distribution, so the distribution under the null hypothesis is computed using bootstrap methods 

with 5000 replications and a minimum block length equal to 12. If the null hypothesis is rejected, one model is 

eliminated from the analysis and the testing procedure starts from the beginning.  
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4. Empirical analysis 

 

4.1. Data 

We used monthly oil market data, Google Trends data, and macro variables for the 2007-2019 period to 

capture the shocks in oil demand and supply that affected the real price of oil. We chose this specific time sample 

because earlier data was not available for some variables, such as the implied volatility or Google data4. Data from 

2020 onwards were not considered in this work because the Covid-19 pandemic represented a major structural break 

in the oil market and would require separate modelling. This is why we leave this issue as an avenue for further 

research. 

The forecasted variable is the real price of oil, which we obtained by deflating the nominal oil price by the 

consumer price index (CPI). The nominal price of oil that we used in our analysis was the US crude oil imported 

acquisition cost by refiners published by the US Energy Information Administration, while the CPI was obtained 

from the Federal Reserve Economic Data (FRED). A plot of the real price of oil is reported in Figure 1. 

 

 

 
Fig. 1. Real oil price ($/barrel). 

 

As for the explanatory variables, we employed those originally proposed by Kilian and Murphy (2014). The 

first one is an estimate of the world crude oil stocks (see Figure 2): due to the lack of data for other countries, we 

constructed a proxy for global crude oil inventories following the Kilian and Murphy (2014) methodology, that is we 

took the values for the US crude oil inventories and scaled them by the ratio of the OECD petroleum stocks over US 

petroleum stocks. Similar to Kilian and Murphy (2014), we also transformed these data into first differences to 

achieve stationarity. All these data were obtained from the US Energy Information Administration. 

 

                                                      
4 However, we remark that we employed the full available data sample from 1973 till 2019 when we used the VAR(24) model 
with centered seasonal dummies proposed by Kilian and Murphy (2014). 
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Fig. 2. World crude oil stocks (billion barrels). 

 

Another variable is the Real Economic Activity (REA) index, which captures shifts in global economic ac-

tivity and was originally developed by Kilian (2009), see Figure 3. The idea of this index is to consider freight rates 

as a measure of economic activity, due to their connection to demand factors. This index is stationary by construction, 

and it can be obtained from the Federal Reserve Bank of Dallas website. Since the index is based on various bulk dry 

cargoes consisting of grain, oilseeds, coal, iron, ore, scrap metals and fertilizers, an increase in freight rates indicates 

an increase in world demand. 

 

 
Fig. 3. Real Economic Activity Index. 

 
The fourth variable in our analysis is the world crude oil production which can be downloaded from the US 

Energy Information Administration, see Figure 4. Following Kilian and Murphy (2014), we transformed the data into 

percentage changes to achieve stationarity. This variable is used to capture crude oil supply shocks. 

 



10 

 
Fig. 4. World crude oil production (million barrels/day). 

 

Besides the previous traditional drivers for the oil market, we also considered the variance risk premium 

(VRP) originally proposed by Bollerslev et al. (2009), which was later applied to the oil market for the first time by 

Chevalier and Sevi (2014).  The VRP can be defined as the difference between the ex-ante risk-neutral expectation 

of the future return volatility and the ex-post realized return volatility: 

, ,[ ] [ ]Q P

t t t T t t TVRP E E     

In practice, this variable is computed as the difference between a model-free estimate of the implied volatility 

(IVt) and the realized volatility (RVt) for a given WTI oil futures contract5. Following Chevalier and Sevi (2014), we 

used the CBOE crude oil volatility index (also known as OVX) as a proxy for the implied volatility, which estimates 

the market’s expectation of the 30-day volatility of crude oil prices6. The monthly realized volatility was computed 

as the sum of the daily realized volatilities over a given month, and the VRP was calculated on a monthly basis as 

the difference between the IV and the RV series, see Bollerslev et al. (2009), Chevalier and Sevi (2014), and refer-

ences therein for more details. A plot of the OVX index and the VRP is reported in Figure 5. 

 

 
Fig. 5. CBOE OVX index (left) and estimated VRP for the oil price (right). 

                                                      
5 Note that the VRP can be defined in different ways, see Carr and Wu (2009), Ornelas and Mauad (2019) and references therein 
for more details. 
6 See https://www.cboe.com/us/indices/dashboard/ovx/ for more details. 

https://www.cboe.com/us/indices/dashboard/ovx/
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Bazhenov, Fantazzini (2019), Fantazzini and Shangina (2019), and Basistha et al. (2020) argued that the 

implied volatility is a forward-looking measure based on the expectations of large investors with premium and insider 

information, while Google search data are based on the expectations of small investors and uninformed traders. Mo-

tivated by this evidence, we decided to build a second predictor mimicking the previous variance risk premium, but 

where the squared log-returns of the monthly Google Trends data were used in place of the implied volatility to try 

to measure the sentiment of retail investors7. It goes without saying that this is not a proper variance risk premium, 

but only an attempt to have a (rough) proxy for the risk aversion of small retail investors and uninformed traders. We 

justify this choice because behavioral factors might influence and improve oil price forecasts, see e.g. Qadan and 

Nama (2018) for a detailed discussion. Following Afkhami et al. (2017), we used the following Google search key-

words to best represent the oil market sentiment among small investors: “crude oil”, “petroleum”, “Brent crude”. A 

plot of the Google Trends data and the proxy VRP based on these data is reported in Figure 6. Interestingly, the 

dynamics of the VRP computed with the model-free implied volatility reported in Figure 5 and the proxy VRP based 

on Google data in Figure 6 are rather similar. 

 

 

 
Fig. 6. Google Trends data (left) and proxy VRP based on Google Trends (right). 

 
 

4.2. Out-of-sample forecasting 

We computed forecasts for the real oil price at different forecast horizons (h=1, 6, 12, 24), and compared 

them by using the mean squared error (MSE) and the Mean Absolute Error (MAE) loss functions. Following Hansen 

et al. (2011), we then employed the Model Confidence Set (MCS) to select the best forecasting models at a       1  α 

confidence level, with α = 10%. Following a common 67%/33% data split, the data in May 2007 – July 2015 were 

used as the first training sample for almost all models’ estimation, while the data for August 2015 - December 2019 

were left for out-of-sample forecasting using an expanding estimation window. The only exception was represented 

                                                      
7 Google Trends considers the number of search queries for a topic or a keyword over a specific period and a specific region 
performed in Google, and creates a time-series reporting the relative popularity of the searched queries. More specifically, the 
amount of searches is divided by the total amount of searches for the same period and region, and the resulting time series is 
divided by its highest value and multiplied by 100. See https://support.google.com/trends for more details. 

https://support.google.com/trends
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by the VAR(24) model proposed by Kilian and Murphy (2014), which employed the data from January 1973 till July 

2015 as the first training sample. 

Three classes of models were considered for a total of 25 models:  

 

1. Benchmark models (5 models):  

- VAR(24) model by Kilian and Murphy (2014). Sample: 1973-2019; 

- VAR(p) model with the four variables used in the VAR model by Kilian and Murphy (2014) + VRP. 

Sample: 2007-2019; 

- VAR(p) model with the four variables used in the VAR model by Kilian and Murphy (2014) + proxy 

VRP with Google data. Sample: 2007-2019; 

- VAR(p) model with the four variables used in the VAR model by Kilian and Murphy (2014) + VRP + 

proxy VRP with Google data. Sample: 2007-2019; 

- No-change forecast. 

 

2. Penalized regressions (12 models):  

- Ridge/LASSO/Elastic Net with the four variables used in the VAR(24) model by Kilian and Murphy 

(2014). Sample: 2007-2019; 

- Ridge/LASSO/Elastic Net with the four variables used in the VAR(24) model by Kilian and Murphy 

(2014) + VRP. Sample: 2007-2019; 

- Ridge/LASSO/Elastic Net with the four variables used in the VAR(24) model by Kilian and Murphy 

(2014) + proxy VRP with Google data. Sample: 2007-2019; 

- Ridge/LASSO/Elastic Net with the four variables used in the VAR(24) model by Kilian and Murphy 

(2014) + VRP + proxy VRP with Google data. Sample: 2007-2019. 

 

3.  Principal Component Regression (PCR) and the Partial least squares (PLS) regression (8 models): 

- PCR/PLS with the four variables used in the VAR(24) model by Kilian and Murphy (2014). Sample: 

2007-2019; 

- PCR/PLS with the four variables used in the VAR(24) model by Kilian and Murphy (2014) + VRP. Sam-

ple: 2007-2019; 

- PCR/PLS with the four variables used in the VAR(24) model by Kilian and Murphy (2014) + proxy VRP 

with Google data. Sample: 2007-2019; 

- PCR/PLS with the four variables used in the VAR(24) model by Kilian and Murphy (2014) + VRP + 

proxy VRP with Google data. Sample: 2007-2019. 

 

Additional models could surely be added, but this selection already gave important indications of whether 

predictors based on the implied volatility and Google search data are useful for forecasting the real oil price. 

A summary of the models’ performances according to the mean squared error (MSE) and the mean absolute 

error (MAE) for 1-month ahead, 6-month ahead, 12-month ahead, and 24-month ahead forecasts, and the potential 

inclusion in the model confidence set (MCS) are reported in Tables 1-4, respectively. 

 



13 

Table 1: Models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) for 1-month 

ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold font.  
KM means that the four variables originally considered by Kilian and Murphy (2014) were used in the model estimation. 

 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

Random Walk (no-change forecast) 3.25 18.98 INCLUDED INCLUDED 
VAR (KM, 1973-2019) 3.55 19.40 INCLUDED INCLUDED 
VAR (KM + VRP,  2007-2019) 3.33 18.60 INCLUDED INCLUDED 
VAR (KM + GOOGLE, 2007-2019) 3.40 18.82 INCLUDED INCLUDED 
VAR (KM + VRP + GOOGLE, 2007-2019) 3.72 34.49 INCLUDED INCLUDED 
PCR (KM, 2007-2019) 5.18 50.35 INCLUDED INCLUDED 
PLS (KM, 2007-2019) 6.99 82.36   INCLUDED 
RIDGE (KM, 2007-2019) 9.03 177.04  INCLUDED 
LASSO (KM, 2007-2019) 3.31 20.03 INCLUDED INCLUDED 
ELASTIC NET (KM, 2007-2019) 3.61 22.45 INCLUDED INCLUDED 
PCR (KM + VRP, 2007-2019) 9.35 138.89     
PLS (KM + VRP, 2007-2019) 12.43 259.85     
RIDGE (KM + VRP, 2007-2019) 8.38 146.14 INCLUDED INCLUDED 
LASSO (KM + VRP, 2007-2019) 3.24 19.81 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP, 2007-2019) 3.71 24.13 INCLUDED INCLUDED 
PCR (KM + GOOGLE, 2007-2019) 76.07 13754.97     
PLS (KM + GOOGLE, 2007-2019) 57.83 7118.25     
RIDGE (KM + GOOGLE, 2007-2019) 8.69 162.40  INCLUDED 
LASSO (KM + GOOGLE, 2007-2019) 3.49 21.12 INCLUDED INCLUDED 
ELASTIC NET (KM + GOOGLE, 2007-2019) 3.79 25.13 INCLUDED INCLUDED 
PCR (KM + VRP + GOOGLE, 2007-2019) 14.15 333.42     
PLS (KM + VRP + GOOGLE, 2007-2019) 13.58 315.49     
RIDGE (KM + VRP +  GOOGLE, 2007-2019) 7.74 133.61 INCLUDED INCLUDED 
LASSO (KM + VRP +  GOOGLE, 2007-2019) 3.42 20.70 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 3.75 24.06 INCLUDED INCLUDED 

 

 

Table 2: Models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) for 6-

month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold font.  
KM means that the four variables originally considered by Kilian and Murphy (2014) were used in the model estimation 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

Random Walk (no-change forecast) 8.65 107.35 INCLUDED INCLUDED 
VAR (KM, 1973-2019) 10.77 172.87 INCLUDED INCLUDED 
VAR (KM + VRP,  2007-2019) 8.61 103.63 INCLUDED INCLUDED 
VAR (KM + GOOGLE, 2007-2019) 8.73 105.91 INCLUDED INCLUDED 
VAR (KM + VRP + GOOGLE, 2007-2019) 8.65 103.78 INCLUDED INCLUDED 
PCR (KM, 2007-2019) 21.37 623.53   INCLUDED 
PLS (KM, 2007-2019) 27.19 1095.14     
RIDGE (KM, 2007-2019) 10.71 241.15 INCLUDED INCLUDED 
LASSO (KM, 2007-2019) 8.84 129.22 INCLUDED INCLUDED 
ELASTIC NET (KM, 2007-2019) 8.60 122.58 INCLUDED INCLUDED 
PCR (KM + VRP, 2007-2019) 17.67 424.86   INCLUDED 
PLS (KM + VRP, 2007-2019) 37.83 5060.37   INCLUDED 
RIDGE (KM + VRP, 2007-2019) 10.34 202.77 INCLUDED INCLUDED 
LASSO (KM + VRP, 2007-2019) 7.89 96.04 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP, 2007-2019) 7.56 81.72 INCLUDED INCLUDED 
PCR (KM + GOOGLE, 2007-2019) 91.21 20453.62     
PLS (KM + GOOGLE, 2007-2019) 64.73 9549.37     
RIDGE (KM + GOOGLE, 2007-2019) 10.22 235.78 INCLUDED INCLUDED 
LASSO (KM + GOOGLE, 2007-2019) 9.73 162.92 INCLUDED INCLUDED 
ELASTIC NET (KM + GOOGLE, 2007-2019) 9.22 151.46 INCLUDED INCLUDED 
PCR (KM + VRP + GOOGLE, 2007-2019) 23.42 1046.20   INCLUDED 
PLS (KM + VRP + GOOGLE, 2007-2019) 22.48 912.92   INCLUDED 
RIDGE (KM + VRP +  GOOGLE, 2007-2019) 10.26 207.82 INCLUDED INCLUDED 
LASSO (KM + VRP +  GOOGLE, 2007-2019) 9.38 145.33 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 9.17 138.17 INCLUDED INCLUDED 
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Table 3: Models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) for 12-

month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold font.  
KM means that the four variables originally considered by Kilian and Murphy (2014) were used in the model estimation. 

 
MODELS MAE MSE MCS(MAE) MCS(MSE) 

Random Walk (no-change forecast) 9.99 139.57 INCLUDED INCLUDED 
VAR (KM, 1973-2019) 16.91 360.28 INCLUDED INCLUDED 
VAR (KM + VRP,  2007-2019) 10.23 157.59 INCLUDED INCLUDED 
VAR (KM + GOOGLE, 2007-2019) 10.47 160.15 INCLUDED INCLUDED 
VAR (KM + VRP + GOOGLE, 2007-2019) 10.52 174.88 INCLUDED INCLUDED 
PCR (KM, 2007-2019) 16.00 344.92 INCLUDED INCLUDED 
PLS (KM, 2007-2019) 19.39 512.58   INCLUDED 
RIDGE (KM, 2007-2019) 11.48 223.69 INCLUDED INCLUDED 
LASSO (KM, 2007-2019) 13.72 242.10 INCLUDED INCLUDED 
ELASTIC NET (KM, 2007-2019) 12.93 222.45 INCLUDED INCLUDED 
PCR (KM + VRP, 2007-2019) 26.12 1456.01   INCLUDED 
PLS (KM + VRP, 2007-2019) 34.12 2328.52   INCLUDED 
RIDGE (KM + VRP, 2007-2019) 10.87 212.47 INCLUDED INCLUDED 
LASSO (KM + VRP, 2007-2019) 14.40 267.73 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP, 2007-2019) 14.46 272.04 INCLUDED INCLUDED 
PCR (KM + GOOGLE, 2007-2019) 67.80 8913.46     
PLS (KM + GOOGLE, 2007-2019) 52.85 5849.85     
RIDGE (KM + GOOGLE, 2007-2019) 11.56 209.95 INCLUDED INCLUDED 
LASSO (KM + GOOGLE, 2007-2019) 13.19 228.80 INCLUDED INCLUDED 
ELASTIC NET (KM + GOOGLE, 2007-2019) 13.46 239.84 INCLUDED INCLUDED 
PCR (KM + VRP + GOOGLE, 2007-2019) 14.66 363.41 INCLUDED INCLUDED 
PLS (KM + VRP + GOOGLE, 2007-2019) 13.82 315.86 INCLUDED INCLUDED 
RIDGE (KM + VRP +  GOOGLE, 2007-2019) 11.11 207.29 INCLUDED INCLUDED 
LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.73 275.70 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.25 265.60 INCLUDED INCLUDED 

 

 

Table 4: Models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) for 24-

month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold font.  
KM means that the four variables originally considered by Kilian and Murphy (2014) were used in the model estimation. 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

Random Walk (no-change forecast) 14.31 289.05 INCLUDED INCLUDED 
VAR (KM, 1973-2019) 22.32 581.09     
VAR (KM + VRP,  2007-2019) 14.60 352.55 INCLUDED INCLUDED 
VAR (KM + GOOGLE, 2007-2019) 14.69 357.63 INCLUDED INCLUDED 
VAR (KM + VRP + GOOGLE, 2007-2019) 13.52 302.72 INCLUDED INCLUDED 
PCR (KM, 2007-2019) 22.29 620.29 INCLUDED INCLUDED 
PLS (KM, 2007-2019) 21.64 614.87 INCLUDED INCLUDED 
RIDGE (KM, 2007-2019) 6.88 103.69 INCLUDED INCLUDED 
LASSO (KM, 2007-2019) 15.88 347.20 INCLUDED INCLUDED 
ELASTIC NET (KM, 2007-2019) 15.92 343.15 INCLUDED INCLUDED 
PCR (KM + VRP, 2007-2019) 28.35 867.14     
PLS (KM + VRP, 2007-2019) 31.42 1099.40     
RIDGE (KM + VRP, 2007-2019) 9.01 131.37 INCLUDED INCLUDED 
LASSO (KM + VRP, 2007-2019) 15.46 329.55 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP, 2007-2019) 15.59 334.67 INCLUDED INCLUDED 
PCR (KM + GOOGLE, 2007-2019) 31.17 1283.35     
PLS (KM + GOOGLE, 2007-2019) 30.83 1262.67     
RIDGE (KM + GOOGLE, 2007-2019) 7.26 107.84 INCLUDED INCLUDED 
LASSO (KM + GOOGLE, 2007-2019) 14.70 303.93 INCLUDED INCLUDED 
ELASTIC NET (KM + GOOGLE, 2007-2019) 14.40 293.32 INCLUDED INCLUDED 
PCR (KM + VRP + GOOGLE, 2007-2019) 31.99 1142.86     
PLS (KM + VRP + GOOGLE, 2007-2019) 30.87 1091.59     
RIDGE (KM + VRP +  GOOGLE, 2007-2019) 8.96 129.71 INCLUDED INCLUDED 
LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.65 319.14 INCLUDED INCLUDED 
ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.28 293.93 INCLUDED INCLUDED 
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In general, penalized regressions provided the best forecasting performances across most of the forecasting 

horizons, thus confirming the empirical evidence reported by Miao et al. (2017) and Zhang et al. (2019). In the case 

of forecasts up to 6-month ahead, the penalized regressions employing the four variables originally considered by 

Kilian and Murphy (2014) together with the VRP provided the lowest MAE and MSE. However, the other model 

specifications including the proxy VRP with Google data performed very similarly, and they were also included in 

the model confidence set together with the VAR models and the no-change forecast. Instead, the PCR and PLS 

models performed very poorly, and they were rarely included in the MCS for all forecasts horizons: most likely, the 

presence of noisy data such as Google data and proxy variables for the oil market was not appropriate for these 

models and created computational problems. In the case of forecasts up to 12-month ahead, the no-change forecast 

was the best, thus confirming its past prowess, followed closely by the VAR models with the VRP and Google data,  

and by the Ridge penalized regression models. In the case of longer-term forecasts up to 24-month ahead, the Ridge 

model employing the four variables originally considered by Kilian and Murphy (2014) was the best, followed by 

other penalized regression models including the proxy VRP with Google search data. Interestingly, we noted that 

models using the VRP as an additional predictor performed pretty well for forecasts up to 6-12 months ahead fore-

casts. Instead, models using Google data as an additional predictor performed better for longer-term forecasts up to 

12-24 months ahead, thus confirming similar evidence reported in Fantazzini and Fomichev (2014) for oil price 

forecasting, and in Fantazzini and Toktamysova (2015) for car sales forecasting. The original model by Kilian and 

Murphy (2014) using the full sample starting in 1973 performed well for short-term forecasts, but it became less 

competitive with longer-term horizons and,  in the case of 24-month ahead forecasts, it was even excluded from the 

model confidence set.  

 

5. Robustness checks 

We wanted to verify that our previous results also held with different forecasting models and regressors. 

Therefore, we performed a series of robustness checks considering a wider set of influential variables, a Hierarchical 

Vector Auto-Regression (HVAR) model estimated with the Least Absolute Shrinkage and Selection Operator 

(LASSO) as proposed by Nicholson et al. (2020) and Wilms et al. (2021), and a set of forecasting models using a 

simplified specification for Google Trends data. 

5.1. A wider set of predictors 

Following Miao et al. (2017), we estimated our models using a wider set of predictors compared to the base-

line case. More specifically, we added the Baltic Dirty Tanker Index as an additional demand factor, the capacity 

utilization rate and the global crude exports as additional supply factors, and the US Federal Funds rate as an addi-

tional financial factor. 

The Baltic (Exchange) Dirty Tanker Index is published by the Baltic Exchange in London and is an important 

price index for the worldwide shipping of oil. This index takes into account 17 shipping routes and records the costs 

for time charter for four ship classes (VLCC, Suezmax, Aframax, and Panamax). The refinery utilization rates (ob-

tained from the US Energy Information Administration) are believed to have a negative relation to the oil price: as 

discussed by Kaufmann et al. (2008), increasing rates of refinery utilization forces refiners to buy crudes that are less 

well suited to their refineries. As a consequence, this reduces yield and decreases the value of the products they 

produce, thus reducing the price they are willing to pay for crude oil. Moreover, as refineries reach full capacity, the 
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demand for crude oil drops, and oil prices fall. The global crude oil exports were obtained from the JODI-Oil Data-

base as another supply indicator, and it usually expected that the higher are oil exports, the lower is the oil price. 

Finally, the US Federal Funds Rate can be considered an important financial indicator that affects other interest rates 

such as those of loans and mortgages, and which can indirectly influence the confidence of the economic agents. We 

refer to Miao et al. (2017) and references therein for a large discussion about the main influential factors in crude oil 

price forecasting. A summary of the augmented models’ performances according to the mean squared error (MSE) 

and the mean absolute error (MAE) for 1-month ahead, 6-month ahead, 12-month ahead, and 24-month ahead fore-

casts, and the potential inclusion in the model confidence set (MCS) are reported in Tables 5-8 in the Appendix. 

The results are quite similar to the baseline case, with only some marginal improvements in terms of 

MAE/MSE for long-term forecasts up to 12-24 months ahead. Moreover, all the models included in the MCS in the 

baseline case were also included in the MCS in this robustness check. Therefore, it is possible to say that adding 

these new predictors did not statistically change the models’ performances that we observed in the baseline case with 

fewer variables. 

 
 

5.2. A hierarchical VAR model with LASSO 

Our baseline case considered only univariate models with regularization.  Unfortunately, it is well known 

that VAR models can quickly have a wealth of parameters, making them extremely difficult if not impossible to 

estimate, depending on the sample size. Therefore, we wanted to check how our previous results changed with a 

multivariate model able to both accommodate a large number of regressors and improve the model estimation and its 

forecasting performances. To achieve this goal, we employed the Hierarchical Vector Autoregression (HVAR) 

model estimated with the Least Absolute Shrinkage and Selection Operator (LASSO) proposed by Nicholson et al. 

(2020) and Wilms et al. (2021), which is a special case of a multivariate penalized least squares optimization problem. 

Let us consider again the previous VAR(24) process,  
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A  denotes the Frobenius norm of matrix A (that is, the elementwise 2-norm), 0   is a penalty parameter, 

while  ΦY  is the group penalty structure on the endogenous coefficient matrices. The HVAR class of models 

solves the problem of an increasing maximum lag order by including the lag order into hierarchical group LASSO 

penalties, which induce sparsity and a low maximum lag order. For our empirical work, we employed the elementwise 

penalty function 
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which is the most general structure, because every variable in every equation is allowed to have its own maximum 

lag resulting in 2
n  possible lag orders. The penalty parameter   is estimated by sequential cross-validation, see 

Nicholson et al. (2020) for the full details. 

A summary of the HVAR models’ performances according to the mean squared error (MSE) and the mean 

absolute error (MAE) for 1-month ahead, 6-month ahead, 12-month ahead, and 24-month ahead forecasts, and the 

potential inclusion in the model confidence set (MCS) are reported in Tables 9-12. 

The results are somewhat mixed: the HVAR computed using only the four variables considered by Kilian 

and Murphy (2014) with the full sample starting in 1973 performed much better than the corresponding VAR model 

in the baseline case, particularly for forecasts up to 6-24 months ahead. Instead, the HVAR models that used a larger 

number of regressors (and smaller samples) performed mostly worse than the corresponding VAR models in the 

baseline case and in the previous robustness check. Therefore, it appears that the higher efficiency and computational 

simplicity of univariate penalized regressions have to be preferred compared to multivariate penalized models, thus 

confirming similar empirical evidence reported by Miao et al. (2017) and Zhang et al. (2019). Besides, all the models 

included in the MCS in the baseline case were again included in the MCS in this robustness check, thus highlighting 

that these forecasting improvements were not statistically significant, given this sample data. 

 

5.3. A simplified specification for Google data 

In our baseline case, we considered a predictor mimicking the traditional variance risk premium, where we 

used the squared log-returns of the monthly Google Trends data in place of the implied volatility to try to measure 

the sentiment of retail investors. Unfortunately, this type of predictor can further increase the noisy nature of Google 

data. Therefore, we wanted to check how our previous results changed when using the original Google Trends data 

in place of the proxy VRP that we considered in the baseline case. 

A summary of the performances for a selected group of modified models according to the mean squared error 

(MSE) and the mean absolute error (MAE) for 1-month ahead, 6-month ahead, 12-month ahead, and 24-month ahead 

forecasts, and the potential inclusion in the model confidence set (MCS) are reported in Tables 13-16. 

The performance of the penalized regression models turned out to be similar to the baseline case or only 

slightly better. Instead, PCR and PLS models significantly improved their forecasting performances, even though 

they remained inferior to penalized regression models. This outcome was expected because the use of Google data 

as a simple linear predictor instead of the proxy VRP built with their monthly squared log returns allowed for an 

easier and more efficient estimation of PCR/PLS models. Finally, we remark again that all the models included in 

the MCS in the baseline case were also included in the MCS in this robustness check. 

 
 

6. Conclusions 

This paper investigated whether augmenting models with two predictors based on the variance risk premium 

and Google search data improves the quality of the forecasts for real oil prices. To reach this objective, we first 

computed the VRP by using the CBOE Crude Oil Volatility Index as a proxy for the implied volatility and the monthly 

realized volatility. We also built a second predictor mimicking the variance risk premium, where we used the squared 

log-returns of the monthly Google Trends data in place of the implied volatility to build a proxy VRP to measure the 

sentiment of retail investors. Secondly, we proposed a set of univariate penalized regression models that included the 
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main predictors proposed by the past literature devoted to oil price forecasting, together with our predictors based on 

the implied volatility and Google search data. Thirdly, we performed a forecasting exercise with different forecast 

horizons up to 24-month ahead and different competing model specifications. 

We found that penalized regressions provided the best forecasting performances across most of the forecast-

ing horizons, thus confirming the empirical evidence reported by Miao et al. (2017) and Zhang et al. (2019). Inter-

estingly, we noted that models using the VRP as an additional predictor performed pretty well for forecasts up to 6-

12 months ahead forecasts, while models using Google data as an additional predictor performed better for longer-

term forecasts up to 12-24 months ahead, thus confirming similar evidence reported in Fantazzini and Fomichev 

(2014) and Fantazzini and Toktamysova (2015). The original model by Kilian and Murphy (2014) using the full 

sample starting in 1973 performed well for short-term forecasts, but it became less competitive with longer-term 

horizons and, in the case of 24-month ahead forecasts, it was even excluded from the model confidence set. The no-

change forecast performed well across all forecast horizons, whereas the PCR and PLS models performed very poorly 

across all forecasting horizons. However, we remark that the differences in forecasting performances were not statis-

tically different for most models, and only the Principal Component Regression and the Partial Least Squares models 

were consistently excluded from the set of best forecasting models across all horizons. 

Finally, we performed a set of robustness checks to verify that our results also held with different model 

specifications considering a wider set of influential variables, a Hierarchical Vector Auto-Regression model esti-

mated with the LASSO, and a set of forecasting models using a simplified specification for Google Trends data. We 

found that the results were quite similar to the baseline case, with only some marginal improvements when using the 

original Google Trends data in place of the proxy VRP that we considered in the baseline case, and with univariate 

penalized regressions generally performing better than multivariate penalized models. Moreover, all the models in-

cluded in the MCS in the baseline case were also included in the MCS in all robustness checks. Even though the 

forecasting differences were not statistically different for most models, we think that these results are mainly due to 

the small forecasting samples involved, so that this empirical evidence can still be useful for financial professionals 

and researchers alike8. 

The general recommendation that emerged from our analysis is to choose univariate penalized regression 

models with a limited set of (lagged) predictors, preferably those originally proposed by Kilian and Murphy (2014) 

augmented with the VRP and/or Google search data, depending on the forecasting horizon of interest. 

We remark that data from 2020 onwards were not considered in this work because the Covid-19 pandemic 

represented a major structural break in the oil market and would require separate modelling. Therefore, we leave this 

issue as an avenue for further research. Another possibility for future work will be to consider forecast combination 

methods, following the ideas discussed by Clemen (1989), Timmermann (2006), Hsiao and Wan (2014), and Hynd-

man and Athanasopoulos (2018). 

 

Acknowledgments. The authors gratefully acknowledge financial support from the grant of the Russian Sci-

ence Foundation no. 20-68-47030. 

                                                      
8 In this regard, we note that large scale simulation evidence reported by Hansen et al. (2011) showed that “it takes about 500 

observations to remove all the poor models”, (Hansen et al. 2011, p. 479). Given that our forecasting samples ranged from 30 
up to 53 observations (depending on the forecasting horizon), it was not a surprise that many models were included into the MCS 
despite showing much worse MAE/MSE. 
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APPENDIX 
 

Table 5: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 1-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. All models were augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity utilization rate, global 
crude exports, and the US Federal Funds rate 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 3.25 18.98 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 3.55 19.40 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 3.33 18.60 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 3.40 18.82 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 3.72 34.49 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 5.18 50.35 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 6.99 82.36   INCLUDED 

RIDGE (KM, 2007-2019) 9.03 177.04  INCLUDED 

LASSO (KM, 2007-2019) 3.31 20.03 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 3.61 22.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 9.35 138.89   INCLUDED 

PLS (KM + VRP, 2007-2019) 12.43 259.85   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 8.38 146.14 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 3.24 19.81 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 3.71 24.13 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 76.07 13754.97     

PLS (KM + GOOGLE, 2007-2019) 57.83 7118.25     

RIDGE (KM + GOOGLE, 2007-2019) 8.69 162.40 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 3.49 21.12 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 3.79 25.13 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.15 333.42   INCLUDED 

PLS (KM + VRP + GOOGLE, 2007-2019) 13.58 315.49   INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 7.74 133.61 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 3.42 20.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 3.75 24.06 INCLUDED INCLUDED 

ADDITIONAL MODES 

VAR (KM + 4 variables,  2007-2019) 3.56 20.66 INCLUDED INCLUDED 

PCR (KM + 4 variables, 2007-2019) 22.90 905.46   INCLUDED 

PLS (KM + 4 variables, 2007-2019) 23.07 1003.25   INCLUDED 

RIDGE (KM + 4 variables, 2007-2019) 7.70 134.70 INCLUDED INCLUDED 

LASSO (KM + 4 variables, 2007-2019) 3.55 20.57 INCLUDED INCLUDED 

ELASTIC NET (KM + 4 variables, 2007-2019) 3.95 23.03 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE + 4 v., 2007-2019) 22.08 880.58   INCLUDED 

PLS (KM + VRP + GOOGLE +  4 v.,  2007-2019) 20.76 695.26   INCLUDED 

RIDGE (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 6.87 111.46 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 3.61 21.10 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+ GOOGLE+4 v., 2007-2019) 3.98 24.76 INCLUDED INCLUDED 
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Table 6: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 6-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. All models were augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity utilization rate, global 
crude exports, and the US Federal Funds rate 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 8.65 107.35 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 10.77 172.87 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 8.61 103.63 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 8.73 105.91 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 8.65 103.78 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 21.37 623.53   INCLUDED 

PLS (KM, 2007-2019) 27.19 1095.14     

RIDGE (KM, 2007-2019) 10.71 241.15 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 8.84 129.22 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 8.60 122.58 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 17.67 424.86   INCLUDED 

PLS (KM + VRP, 2007-2019) 37.83 5060.37   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.34 202.77 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 7.89 96.04 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 7.56 81.72 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 91.21 20453.62     

PLS (KM + GOOGLE, 2007-2019) 64.73 9549.37     

RIDGE (KM + GOOGLE, 2007-2019) 10.22 235.78 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 9.73 162.92 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 9.22 151.46 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 23.42 1046.20     

PLS (KM + VRP + GOOGLE, 2007-2019) 22.48 912.92   INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 10.26 207.82 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 9.38 145.33 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 9.17 138.17 INCLUDED INCLUDED 

ADDITIONAL MODES 

VAR (KM + 4 variables,  2007-2019) 10.07 151.45 INCLUDED INCLUDED 

PCR (KM + 4 variables, 2007-2019) 16.10 683.76 INCLUDED INCLUDED 

PLS (KM + 4 variables, 2007-2019) 15.60 601.59 INCLUDED INCLUDED 

RIDGE (KM + 4 variables, 2007-2019) 9.52 206.79 INCLUDED INCLUDED 

LASSO (KM + 4 variables, 2007-2019) 9.10 124.82 INCLUDED INCLUDED 

ELASTIC NET (KM + 4 variables, 2007-2019) 9.47 134.77 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE + 4 v., 2007-2019) 15.79 662.09 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE +  4 v.,  2007-2019) 15.23 618.43 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 9.36 194.64 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 9.66 154.81 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+ GOOGLE+4 v., 2007-2019) 8.75 115.00 INCLUDED INCLUDED 
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Table 7: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 12-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. All models were augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity utilization rate, global 
crude exports, and the US Federal Funds rate 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 9.99 139.57 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 16.91 360.28 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 10.23 157.59 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 10.47 160.15 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 10.52 174.88 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 16.00 344.92 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 19.39 512.58 INCLUDED INCLUDED 

RIDGE (KM, 2007-2019) 11.48 223.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 13.72 242.10 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 12.93 222.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 26.12 1456.01 INCLUDED INCLUDED 

PLS (KM + VRP, 2007-2019) 34.12 2328.52   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.87 212.47 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 14.40 267.73 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 14.46 272.04 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 67.80 8913.46     

PLS (KM + GOOGLE, 2007-2019) 52.85 5849.85     

RIDGE (KM + GOOGLE, 2007-2019) 11.56 209.95 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 13.19 228.80 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 13.46 239.84 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.66 363.41 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE, 2007-2019) 13.82 315.86 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 11.11 207.29 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.73 275.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.25 265.60 INCLUDED INCLUDED 

ADDITIONAL MODES 

VAR (KM + 4 variables,  2007-2019) 11.16 179.72 INCLUDED INCLUDED 

PCR (KM + 4 variables, 2007-2019) 20.34 747.84 INCLUDED INCLUDED 

PLS (KM + 4 variables, 2007-2019) 21.33 922.41 INCLUDED INCLUDED 

RIDGE (KM + 4 variables, 2007-2019) 9.64 170.31 INCLUDED INCLUDED 

LASSO (KM + 4 variables, 2007-2019) 12.24 193.72 INCLUDED INCLUDED 

ELASTIC NET (KM + 4 variables, 2007-2019) 11.73 180.27 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE + 4 v., 2007-2019) 21.53 908.39 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE +  4 v.,  2007-2019) 22.22 1043.39 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 9.61 163.62 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 11.80 189.16 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+ GOOGLE+4 v., 2007-2019) 11.31 179.32 INCLUDED INCLUDED 
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Table 8: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 24-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. All models were augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity utilization rate, global 
crude exports, and the US Federal Funds rate 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 14.31 289.05 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 22.32 581.09 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 14.60 352.55 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 14.69 357.63 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 13.52 302.72 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 22.29 620.29 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 21.64 614.87 INCLUDED INCLUDED 

RIDGE (KM, 2007-2019) 6.88 103.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 15.88 347.20 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 15.92 343.15 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 28.35 867.14     

PLS (KM + VRP, 2007-2019) 31.42 1099.40     

RIDGE (KM + VRP, 2007-2019) 9.01 131.37 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 15.46 329.55 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 15.59 334.67 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 31.17 1283.35     

PLS (KM + GOOGLE, 2007-2019) 30.83 1262.67     

RIDGE (KM + GOOGLE, 2007-2019) 7.26 107.84 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 14.70 303.93 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 14.40 293.32 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 31.99 1142.86     

PLS (KM + VRP + GOOGLE, 2007-2019) 30.87 1091.59     

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 8.96 129.71 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.65 319.14 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.28 293.93 INCLUDED INCLUDED 

ADDITIONAL MODES 

VAR (KM + 4 variables,  2007-2019) 12.66 297.09 INCLUDED INCLUDED 

PCR (KM + 4 variables, 2007-2019) 36.18 3239.83 INCLUDED INCLUDED 

PLS (KM + 4 variables, 2007-2019) 41.34 7194.72 INCLUDED INCLUDED 

RIDGE (KM + 4 variables, 2007-2019) 7.77 103.46 INCLUDED INCLUDED 

LASSO (KM + 4 variables, 2007-2019) 11.53 216.08 INCLUDED INCLUDED 

ELASTIC NET (KM + 4 variables, 2007-2019) 11.50 210.64 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE + 4 v., 2007-2019) 37.02 3504.88 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE +  4 v.,  2007-2019) 43.85 7819.17 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 8.98 122.12 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 10.91 182.62 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+ GOOGLE+4 v., 2007-2019) 10.84 180.22 INCLUDED INCLUDED 
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Table 9: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 1-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. The first two HVAR models were also augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity 
utilization rate, global crude ex-ports, and the US Federal Funds rate. 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 3.25 18.98 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 3.55 19.40 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 3.33 18.60 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 3.40 18.82 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 3.72 34.49 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 5.18 50.35 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 6.99 82.36   INCLUDED 

RIDGE (KM, 2007-2019) 9.03 177.04  INCLUDED 

LASSO (KM, 2007-2019) 3.31 20.03 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 3.61 22.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 9.35 138.89     

PLS (KM + VRP, 2007-2019) 12.43 259.85     

RIDGE (KM + VRP, 2007-2019) 8.38 146.14 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 3.24 19.81 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 3.71 24.13 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 76.07 13754.97     

PLS (KM + GOOGLE, 2007-2019) 57.83 7118.25     

RIDGE (KM + GOOGLE, 2007-2019) 8.69 162.40 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 3.49 21.12 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 3.79 25.13 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.15 333.42     

PLS (KM + VRP + GOOGLE, 2007-2019) 13.58 315.49     

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 7.74 133.61 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 3.42 20.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 3.75 24.06 INCLUDED INCLUDED 

ADDITIONAL MODES 

HVAR (KM + 4 variables,  2007-2019) 4.87 43.34 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 7.42 81.69     

HVAR (KM + VRP +  GOOGLE , 2007-2019) 5.05 45.99 INCLUDED INCLUDED 

HVAR (KM, 1973-2019) 3.79 24.11 INCLUDED INCLUDED 
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Table 10: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 6-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. The first two HVAR models were also augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity 
utilization rate, global crude ex-ports, and the US Federal Funds rate. 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 8.65 107.35 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 10.77 172.87 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 8.61 103.63 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 8.73 105.91 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 8.65 103.78 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 21.37 623.53   INCLUDED 

PLS (KM, 2007-2019) 27.19 1095.14     

RIDGE (KM, 2007-2019) 10.71 241.15 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 8.84 129.22 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 8.60 122.58 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 17.67 424.86   INCLUDED 

PLS (KM + VRP, 2007-2019) 37.83 5060.37   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.34 202.77 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 7.89 96.04 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 7.56 81.72 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 91.21 20453.62     

PLS (KM + GOOGLE, 2007-2019) 64.73 9549.37     

RIDGE (KM + GOOGLE, 2007-2019) 10.22 235.78 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 9.73 162.92 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 9.22 151.46 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 23.42 1046.20     

PLS (KM + VRP + GOOGLE, 2007-2019) 22.48 912.92   INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 10.26 207.82 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 9.38 145.33 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 9.17 138.17 INCLUDED INCLUDED 

ADDITIONAL MODES 

HVAR (KM + 4 variables,  2007-2019) 16.32 412.17 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 21.88 645.31   INCLUDED 

HVAR (KM + VRP +  GOOGLE , 2007-2019) 16.70 436.24 INCLUDED INCLUDED 

HVAR (KM, 1973-2019) 7.35 83.90 INCLUDED INCLUDED 
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Table 11: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 12-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. The first two HVAR models were also augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity 
utilization rate, global crude ex-ports, and the US Federal Funds rate. 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 9.99 139.57 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 16.91 360.28 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 10.23 157.59 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 10.47 160.15 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 10.52 174.88 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 16.00 344.92 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 19.39 512.58 INCLUDED INCLUDED 

RIDGE (KM, 2007-2019) 11.48 223.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 13.72 242.10 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 12.93 222.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 26.12 1456.01 INCLUDED INCLUDED 

PLS (KM + VRP, 2007-2019) 34.12 2328.52   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.87 212.47 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 14.40 267.73 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 14.46 272.04 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 67.80 8913.46     

PLS (KM + GOOGLE, 2007-2019) 52.85 5849.85     

RIDGE (KM + GOOGLE, 2007-2019) 11.56 209.95 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 13.19 228.80 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 13.46 239.84 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.66 363.41 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE, 2007-2019) 13.82 315.86 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 11.11 207.29 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.73 275.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.25 265.60 INCLUDED INCLUDED 

ADDITIONAL MODES 

HVAR (KM + 4 variables,  2007-2019) 19.65 509.26 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 22.84 646.24 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE , 2007-2019) 19.96 529.60 INCLUDED INCLUDED 

HVAR (KM, 1973-2019) 7.57 87.64 INCLUDED INCLUDED 
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Table 12: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error 
(MAE) for 24-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in 
bold font. The first two HVAR models were also augmented with 4 additional variables: Baltic Dirty Tanker Index, capacity 
utilization rate, global crude ex-ports, and the US Federal Funds rate. 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 14.31 289.05 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 22.32 581.09   INCLUDED 

VAR (KM + VRP,  2007-2019) 14.60 352.55 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 14.69 357.63 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 13.52 302.72 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 22.29 620.29 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 21.64 614.87 INCLUDED INCLUDED 

RIDGE (KM, 2007-2019) 6.88 103.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 15.88 347.20 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 15.92 343.15 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 28.35 867.14     

PLS (KM + VRP, 2007-2019) 31.42 1099.40     

RIDGE (KM + VRP, 2007-2019) 9.01 131.37 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 15.46 329.55 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 15.59 334.67 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 31.17 1283.35     

PLS (KM + GOOGLE, 2007-2019) 30.83 1262.67     

RIDGE (KM + GOOGLE, 2007-2019) 7.26 107.84 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 14.70 303.93 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 14.40 293.32 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 31.99 1142.86     

PLS (KM + VRP + GOOGLE, 2007-2019) 30.87 1091.59     

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 8.96 129.71 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.65 319.14 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.28 293.93 INCLUDED INCLUDED 

ADDITIONAL MODES 

HVAR (KM + 4 variables,  2007-2019) 19.52 465.14 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE  + 4 v., 2007-2019) 21.65 538.21 INCLUDED INCLUDED 

HVAR (KM + VRP +  GOOGLE , 2007-2019) 20.02 476.29 INCLUDED INCLUDED 

HVAR (KM, 1973-2019) 10.36 143.33 INCLUDED INCLUDED 
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Table 13: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) 
for 1-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold 
font. 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 3.25 18.98 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 3.55 19.40 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 3.33 18.60 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 3.40 18.82 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 3.72 34.49 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 5.18 50.35 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 6.99 82.36   INCLUDED 

RIDGE (KM, 2007-2019) 9.03 177.04 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 3.31 20.03 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 3.61 22.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 9.35 138.89     

PLS (KM + VRP, 2007-2019) 12.43 259.85     

RIDGE (KM + VRP, 2007-2019) 8.38 146.14 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 3.24 19.81 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 3.71 24.13 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 76.07 13754.97     

PLS (KM + GOOGLE, 2007-2019) 57.83 7118.25     

RIDGE (KM + GOOGLE, 2007-2019) 8.69 162.40 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 3.49 21.12 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 3.79 25.13 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.15 333.42     

PLS (KM + VRP + GOOGLE, 2007-2019) 13.58 315.49     

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 7.74 133.61 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 3.42 20.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 3.75 24.06 INCLUDED INCLUDED 

ADDITIONAL MODES 

PCR (KM + VRP + simple GOOGLE, 2007-2019) 4.61 37.09 INCLUDED INCLUDED 

PLS (KM + VRP + simple GOOGLE,  2007-2019) 5.76 49.62 INCLUDED INCLUDED 

RIDGE (KM + VRP +  simple GOOGLE,2007-2019) 6.01 74.47 INCLUDED INCLUDED 

LASSO (KM + VRP +  simple GOOGLE,2007-2019) 3.24 20.20 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+simple GOOGLE,2007-2019) 3.53 21.48 INCLUDED INCLUDED 
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 Table 14: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) 
for 6-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold 
font. 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 8.65 107.35 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 10.77 172.87 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 8.61 103.63 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 8.73 105.91 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 8.65 103.78 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 21.37 623.53   INCLUDED 

PLS (KM, 2007-2019) 27.19 1095.14   INCLUDED 

RIDGE (KM, 2007-2019) 10.71 241.15 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 8.84 129.22 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 8.60 122.58 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 17.67 424.86   INCLUDED 

PLS (KM + VRP, 2007-2019) 37.83 5060.37   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.34 202.77 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 7.89 96.04 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 7.56 81.72 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 91.21 20453.62     

PLS (KM + GOOGLE, 2007-2019) 64.73 9549.37     

RIDGE (KM + GOOGLE, 2007-2019) 10.22 235.78 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 9.73 162.92 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 9.22 151.46 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 23.42 1046.20   INCLUDED 

PLS (KM + VRP + GOOGLE, 2007-2019) 22.48 912.92   INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 10.26 207.82 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 9.38 145.33 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 9.17 138.17 INCLUDED INCLUDED 

ADDITIONAL MODES 

PCR (KM + VRP + simple GOOGLE, 2007-2019) 14.75 318.37   INCLUDED 

PLS (KM + VRP + simple GOOGLE,  2007-2019) 14.10 292.80   INCLUDED 

RIDGE (KM + VRP +  simple GOOGLE,2007-2019) 8.33 141.37 INCLUDED INCLUDED 

LASSO (KM + VRP +  simple GOOGLE,2007-2019) 9.39 134.98 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+simple GOOGLE,2007-2019) 9.05 128.32 INCLUDED INCLUDED 
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Table 15: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) 
for 12-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold 
font. 

 
 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 9.99 139.57 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 16.91 360.28 INCLUDED INCLUDED 

VAR (KM + VRP,  2007-2019) 10.23 157.59 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 10.47 160.15 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 10.52 174.88 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 16.00 344.92 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 19.39 512.58   INCLUDED 

RIDGE (KM, 2007-2019) 11.48 223.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 13.72 242.10 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 12.93 222.45 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 26.12 1456.01   INCLUDED 

PLS (KM + VRP, 2007-2019) 34.12 2328.52   INCLUDED 

RIDGE (KM + VRP, 2007-2019) 10.87 212.47 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 14.40 267.73 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 14.46 272.04 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 67.80 8913.46     

PLS (KM + GOOGLE, 2007-2019) 52.85 5849.85     

RIDGE (KM + GOOGLE, 2007-2019) 11.56 209.95 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 13.19 228.80 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 13.46 239.84 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 14.66 363.41 INCLUDED INCLUDED 

PLS (KM + VRP + GOOGLE, 2007-2019) 13.82 315.86 INCLUDED INCLUDED 

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 11.11 207.29 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.73 275.70 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.25 265.60 INCLUDED INCLUDED 

ADDITIONAL MODES 

PCR (KM + VRP + simple GOOGLE, 2007-2019) 13.89 276.88 INCLUDED INCLUDED 

PLS (KM + VRP + simple GOOGLE,  2007-2019) 13.19 259.72 INCLUDED INCLUDED 

RIDGE (KM + VRP +  simple GOOGLE,2007-2019) 10.33 180.31 INCLUDED INCLUDED 

LASSO (KM + VRP +  simple GOOGLE,2007-2019) 11.98 189.04 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+simple GOOGLE,2007-2019) 11.54 183.02 INCLUDED INCLUDED 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



33 

Table 16: Augmented models’ performances according to the mean squared error (MSE) and the mean absolute error (MAE) 
for 24-month ahead forecasts, as well as the inclusion in the Model Confidence Set. The smallest values are reported in bold 
font. 

 

MODELS MAE MSE MCS(MAE) MCS(MSE) 

BASELINE MODES 

Random Walk (no-change forecast) 14.31 289.05 INCLUDED INCLUDED 

VAR (KM, 1973-2019) 22.32 581.09     

VAR (KM + VRP,  2007-2019) 14.60 352.55 INCLUDED INCLUDED 

VAR (KM + GOOGLE, 2007-2019) 14.69 357.63 INCLUDED INCLUDED 

VAR (KM + VRP + GOOGLE, 2007-2019) 13.52 302.72 INCLUDED INCLUDED 

PCR (KM, 2007-2019) 22.29 620.29 INCLUDED INCLUDED 

PLS (KM, 2007-2019) 21.64 614.87 INCLUDED INCLUDED 

RIDGE (KM, 2007-2019) 6.88 103.69 INCLUDED INCLUDED 

LASSO (KM, 2007-2019) 15.88 347.20 INCLUDED INCLUDED 

ELASTIC NET (KM, 2007-2019) 15.92 343.15 INCLUDED INCLUDED 

PCR (KM + VRP, 2007-2019) 28.35 867.14     

PLS (KM + VRP, 2007-2019) 31.42 1099.40     

RIDGE (KM + VRP, 2007-2019) 9.01 131.37 INCLUDED INCLUDED 

LASSO (KM + VRP, 2007-2019) 15.46 329.55 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP, 2007-2019) 15.59 334.67 INCLUDED INCLUDED 

PCR (KM + GOOGLE, 2007-2019) 31.17 1283.35     

PLS (KM + GOOGLE, 2007-2019) 30.83 1262.67     

RIDGE (KM + GOOGLE, 2007-2019) 7.26 107.84 INCLUDED INCLUDED 

LASSO (KM + GOOGLE, 2007-2019) 14.70 303.93 INCLUDED INCLUDED 

ELASTIC NET (KM + GOOGLE, 2007-2019) 14.40 293.32 INCLUDED INCLUDED 

PCR (KM + VRP + GOOGLE, 2007-2019) 31.99 1142.86     

PLS (KM + VRP + GOOGLE, 2007-2019) 30.87 1091.59     

RIDGE (KM + VRP +  GOOGLE, 2007-2019) 8.96 129.71 INCLUDED INCLUDED 

LASSO (KM + VRP +  GOOGLE, 2007-2019) 14.65 319.14 INCLUDED INCLUDED 

ELASTIC NET (KM + VRP +  GOOGLE, 2007-2019) 14.28 293.93 INCLUDED INCLUDED 

ADDITIONAL MODES 

PCR (KM + VRP + simple GOOGLE, 2007-2019) 16.96 334.92   INCLUDED 

PLS (KM + VRP + simple GOOGLE,  2007-2019) 16.73 332.81 INCLUDED INCLUDED 

RIDGE (KM + VRP +  simple GOOGLE,2007-2019) 8.99 127.23 INCLUDED INCLUDED 

LASSO (KM + VRP +  simple GOOGLE,2007-2019) 14.90 294.62 INCLUDED INCLUDED 

ELASTIC NET (KM+VRP+simple GOOGLE,2007-2019) 14.75 284.56 INCLUDED INCLUDED 

 


