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Abstract

This paper studies credit using a search-theoretic model with anonymity in which

traders cannot reveal their true identities to the public but can create transaction

accounts as identities to borrow and store their trade histories. A transaction account

that is used to borrow would be excluded from future transactions as a punishment

when default occurs, but a defaulter can create a new account to trade again. We

show that increasing-credit-limit schemes connected to account ages, as captured by

accumulated repayment records, emerges endogenously to ensure debt repayment. We

extend the model to consider a situation in which a trader may create multiple accounts

to borrow and default intentionally. Requiring that proof of a deterrence activity is

provided when an account is created can help deter multi-account fraud and enhance

the lifetime value of traders.
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1 Introduction

Conventional wisdom suggests that true identities are crucial for obtaining unsecured credit.

In traditional banking systems, borrowers are required to disclose their true identities, and

transaction records are attached to borrowers’ identities. Recent developments in digital

technologies such as blockchain and cryptocurrencies allow traders to engage in financial

activities while keeping their true identities hidden. Traders can freely create anonymous

digital accounts as identities for transactions, and the resulting transaction records are sub-

sequently attached to these digital accounts.1 Although such technology can promise greater

privacy, how does privacy influence traders’capacity to engage in financial activities?

The central issue is a problem of limited commitment. In the literature on unsecured

credit, in order to motivate repayment of a debt, a defaulter is punished by being perma-

nently excluded from future credit transactions, and a credit limit is imposed to ensure

that borrowers would rather meet their contractual obligations than default.2 However, if

traders use digital accounts as identities to incur debt, exclusion can be imposed on only

these digital accounts. An immediate observation is that if borrowers can create anonymous

digital accounts for free, a constant-credit-limit scheme cannot generate an equilibrium be-

cause a borrower will have the incentive to default and create a new account to be able to

borrow again. Is there a credit-limit scheme or any other mechanisms that can be applied

to motivate the repayment of debt given the issues caused by anonymity?

To shed light on this question, we construct a search-theoretic model to study how credit

can be generated when true identities are absent. In the model, households cannot reveal

their true identities, but they can freely and costlessly create any number of transaction

accounts as identities to incur debt, and transaction records are linked to transaction accounts

rather than to households’actual identities. We call this system an anonymous credit system.

We first study a benchmark model in which a household and a merchant meet bilaterally

in each period. A period is divided into two subperiods, day and night. The merchant can

1For example, in Bitcoin, an account is an identifier of alphanumeric addresses, and an account holder
can apply a cryptographic algorithm to prove the ownership of the addresses by using digital signatures. See
Berentsen and Schär (2018) and Sanches (2018) for a comprehensive introduction to Bitcoin and cryptocur-
rencies.

2See Kehoe and Levine (1993) and, more recently, Kocherlakota (1996) and Kehoe and Levine (2001).
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produce for the household during the day, and the household can produce for the merchant

during the night. A transaction can be facilitated by a debt contract that specifies the

merchant’s day production and the household’s production during the consecutive night

as repayment, and the contract is determined through a simple bargaining game in which

the household proposes a take-it-or-leave-it offer to the merchant. New households join the

economy in each period, and existing households randomly leave the economy at the end of

each period. The transaction account that a defaulter used to borrow are excluded for future

transactions permanently; however, given the anonymity of account holders, a defaulter can

then create a new account and mimics a new entrant to borrow again immediately following

default.

Although true identities are omitted in anonymous credit systems, the availability of

transaction records allows traders to store repayment records on transaction accounts. We

confine our analysis to the mechanism wherein the repayment record of an account must

be continuous. Under this mechanism, a household will choose to use only one account to

engage in transactions because it can meet and repay to only one merchant each period

and maintain up to one account with a continuous repayment record. The credit limit can

therefore be subject to the number of continuous repayments that the account has fulfilled,

and we term this the account age. A key insight of our analysis is that increasing-credit-limit

schemes regarding the account age are generated endogenously to guarantee repayment of

the debt. To observe this, let us consider a household that enters the economy and does not

hold an account with a repayment record. To motivate repayment of a debt, if a household

repays, the account that the household used to trade must be promised a greater value

at the next period as a reward so that maintaining the current account is more profitable

than defaulting and creating a new account. To generate a greater value, the credit limit

of an age-one account must be greater than that of a newly created account. Furthermore,

to ensure that the borrower is most likely to repay the greater amount of debt, the value

provided by an age-two account must be greater than that provided by an age-one account,

a situation which implies that the credit limit of an age-two account must also be greater

than that of an age-one account. This iterative relationship generates increasing credit limits

over the account age.
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In the anonymous credit system, there exists a continuum of credit equilibria driven

purely by beliefs. An equilibrium that generates a greater lifetime value for households is

associated with a scheme with greater credit limits. There is an upper bound of lifetime

values that can be generated by anonymous credit systems, and the upper bound represents

the effi ciency of the system. We show that the upper bound of lifetime values generated by

an anonymous credit system is strictly smaller than that generated by a true-identity credit

system wherein defaulters are excluded permanently from the credit system. The reason is

that the punishment of excluding transaction accounts is less severe than that of excluding

borrowers’true identities.

In reality, a household may have opportunities to engage in multiple transactions and

borrow from multiple merchants. Given that creating accounts is free, a household may

have the incentive to create a large number of accounts and to incur a massive amount of

debt even if their ability to repay is limited; we name this activity multi-account fraud. Does

the possibility of engaging in multi-account fraud threaten the credit trades and impair the

lifetime value a household can obtain in anonymous credit systems? And, if so, are there

mechanisms to incentivize repayment of debt and improve lifetime value? To answer these

questions, we extend the model by assuming that other than the regular meetings described

in the benchmark model, a household can, by paying an entry cost, engage in meetings

in which they can consume the merchant’s product at the day but cannot repay at the

night. Merchants cannot distinguish whether their counterparties can repay the debt or

not, so households have opportunities to conduct multi-account fraud. We characterize the

bargaining under the threat of multi-account fraud as a sequential game with incomplete

information. In equilibrium, a merchant will not accept offers that make a household’s gain

from conducting fraud greater than its entry cost, and a household never finds it optimal to

propose a contract that will not be accepted. This threat generates a no-fraud constraint on

the terms of credit contract, a circumstance which places a limit on the volume of trades to

ensure that households have no incentive to conduct fraud; the smaller the entry cost, the

lower the trade volume.

Although a household can create a large number of accounts, its ability to work and

make payments is limited, so a repayment record can be applied to reduce the number of
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accounts that a household can use to borrow and can thus mitigate the multi-account fraud

problem. In our model, a household can create multiple new accounts at each period, but

a household can produce for only one merchant and maintain only one accounts with a

repayments record. Thus, the threat of multi-account fraud vanishes in meetings wherein

the household is holding an account with a record but arises only if a household is using

a new account to trade, and this result generates a punishment for defaulting because a

defaulter must encounter the no-fraud constraint again. Consequently, an increasing-credit-

limit scheme is not the only way to motivate the repayment of debt, but the credit limit

can decrease or remain constant over the account age if the punishment is suffi ciently severe,

that is, if the trade volume is low for the newly created account because of the suffi ciently

small entry cost.

Online shopping and online payment services have significantly decreased the cost of en-

gaging in multiple transactions, and our model implies that trade volume and the effi ciency

of anonymous credit systems will diminish as a consequence. We further explore whether

there are mechanisms that can be applied to deter multi-account fraud and further improve

trade volume and effi ciency of anonymous credit systems. In reality, some activities are

costly to conduct and are verifiable by others, and we name these activities deterrence activ-

ities. Associating these activities with the creation of accounts can further increase the cost

of conducting fraud and improve the trade volume. An example of such deterrence activity

is proof-of-work, which is a solution to a complex hash problem, but solving the problem

requires substantial time and computing power. Proof-of-work has been applied to overcome

spam attacks and distributed denial of service (DDoS) attacks and to ensure the safety of

cryptocurrencies such as Bitcoin.3 By requiring a deterrence activity when an account is

created, households’cost of conducting multi-account fraud increases, and this requirement

relaxes the no-fraud constraint and can increase trade volume. However, requiring a de-

terrence activity also generates a cost to households when they create accounts for regular

transactions. Our model shows that when the entry cost is suffi ciently small, the marginal

benefit of imposing a deterrence activity in relaxing the no-fraud constraint can dominate

3In Bitcoin, a record maker (referred to as a miner) is required to provide a proof-of-work when she
updates the public ledger, a strategy which aims to prevent miners from conducting double-spending fraud
through manipulating the public ledger.
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the cost, and, consequently, a deterrence activity can be applied to improve the upper bound

of households’lifetime values in this circumstance.

1.1 Related Literature

The model with repeated borrowing and lending we apply is mostly related to Gu et al.

(2013). The main difference between our model and theirs is that in theirs, traders’true

identities are known, but in ours they are unknown. The literature has compared money

with credit by considering that credit works in environments with true identities and record-

keeping technology, and money works in environments when true identities and record-

keeping technology are both absent (For example, Andolfatto (2013); Sanchez and Willimson

(2010); Gu et al. (2016)). We fill the gap by considering anonymous credit, in which true

identities of borrowers are unknown, but the trade record can be preserved.

Our model is closely related to the literature of counterfeiting by Nosal and Wallace

(2007), Li and Rocheteau (2011), and Li et al. (2012). In the counterfeiting literature, fraud

is conducted through counterfeiting assets, but in our paper, fraud is conducted through

creating multiple accounts to incur debt that the borrower cannot repay. Similar to these

studies in which a counterfeiting cost generates the liquidity constraint of an asset, in our

paper, the cost of engaging in multi-account fraud sets an upper bound of trade, and fraud

does not occur in equilibrium. The use of deterrence activities to deter multi-account fraud

in our paper is closely related to the message cost in Li and Wang (2022). In their model,

transactions are completed through sending messages, and payers can send a double-spending

message after conducting transactions in order to divert a payment for another use. Requiring

message senders to pay a message cost whenever a transaction message is sent will increase

the cost of conducting double-spending fraud and extend the upper bound of the trade

volume.

Our paper is also related to the recent literature on privacy in central bank digital cur-

rency (CBDC). In Keister and Sanches (2023) and Williamson (2022), CBDC as a means of

payment can preserve privacy just as physical currency does and can be used in transactions

wherein privacy is needed. Keister and Sanches (2023) shows that CBDC can provide greater

liquidity and improve welfare, and the policy also disintermediates banks and decreases in-
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vestments. In Williamson (2022), the central bank can more effi ciently use safe assets to

provide liquidity than private banks do, and by issuing CBDC, the central bank can com-

pete with private banks and improve welfare. Ahnert et al. (2022) study how banks use the

information contained in deposit flows to extract rents from merchants and determine that

CBDC generates a more effi cient allocation than bank deposits by providing greater privacy

to agents. While the literature focuses on CBDC as a payment system, our model focuses on

credit and contributes to the literature by considering how digital accounts and transaction

records can be applied to incur debt while maintaining the privacy of traders.

2 Benchmark Model

Time is discrete and continues forever, and each period contains two subperiods: day and

night. There are two types of agents: households and merchants. In each period, a unit

measure of households and a unit measure of merchants are in the economy, and there

are a large number of households and merchants outside the economy. A household and a

merchant in the economy meet bilaterally and randomly at the beginning of each period,

and they separate at the end of the period. There are two perishable goods, the day good

and the night good; goods are perishable across subperiods. Merchants produce the day

good during the day and consume the night good during the night. Conversely, households

consume the day good during the day and produce the night good during the night.

A household’s instantaneous utility in a bilateral meeting is

E [u(x)− z] ,

where x is the household’s consumption of the day good and z is its production of the night

good. We assume that u(x) is twice continuously differentiable with u(0) = 0, u′(x) > 0,

limx→0 u
′(x) = ∞, limx→∞ u

′(x) = 0, and u′′(x) < 0. At the beginning of the night, a

household receives a shock that determines whether it will leave the economy or not at the

end of the night. With probability δ ∈ (0, 1), a household will leave the economy at the end

of the night, and measure δ of new households enter the economy at the beginning of the
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next day. A household discounts utility across periods by the rate β ∈ (0, 1).

A merchant’s instantaneous expected utility in a bilateral meeting is

E [−x+ z] ,

where x is the merchant’s production of the day good and z is her consumption of the night

good. A merchant stays in the economy for only one period. A merchant in the economy

leaves at the end of the night, and measure 1 of new merchants enters the economy at the

beginning of the next day. Households and merchants that leave the economy never enter

again.

A trade in a bilateral meeting is facilitated by a debt contract assigning the merchant’s

transfer of the day good, x, to the household, and the household’s repayment in terms of the

night good, z. The terms of a contract, (x, z), are determined through a simple bargaining

game in which the household proposes a take-it-or-leave-it offer and the merchant decides

whether to accept or reject it. We assume that actions including the offers and the transfers

of goods are fully observable by agents that are inside or outside the economy.

Households are anonymous in the sense that they cannot reveal their true identities to

others, but they can create digital accounts as identities to trade and preserve transaction

records. There is no limit on the number of accounts that a household can create or can hold

at each period, and there is no cost to create or hold any number of accounts. Although

households’true identities are unknown, defaulters’digital accounts can be excluded as a

punishment to motivate the payment of debt.4 We confine our analysis to the mechanism

wherein the repayment record of an account must be continuous; that is, the account must be

used to raise debt and repay in every period since it has been created. Because a household

can meet and repay only one merchant each period and maintain up to one account with a

continuous repayment record, it will choose to use only one account to trade instead of using

multiple accounts interchangeably. We denote by s the number of repayments an account

has made, and refer to s as the account age. A meeting in which the household is holding an

4A global punishment cannot generate an equilibrium with credit trades because households that will
leave must decline to repay at night, so the only equilibrium under global punishments will be a no-trade
equilibrium.
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age s account is called an “age s meeting.”The terms of trade in a meeting can be subject to

the account age, and a household’s expected value can also depend on the age of the account

it is holding. Let xs and zs denote the day and night productions in an age s meeting, and

Vs the expected value of a household that is holding an age s account. We name Vs the

account value of the age s account.

2.1 Anonymous Credit Equilibria

We solve the bargaining game backward. Consider a household holding an age s account.

At the beginning of the night, the shock is realized and the household knows whether it

will leave the economy or not, and it decides whether to repay the debt or default. With

probability 1−δ, the household will not leave. In this case, if the household repays the debt,

it incurs zs units of disutility generated by producing the night good, but it can proceed and

become a holder of an account with age s+ 1, and this consequence generates the expected

future value Vs+1 to the household. If a household does not repay its debt, the account that

is used to raise the debt will be banned from future transactions; however, the household can

create a new account with no repayment record to trade again, so its value will be V0. We

impose a tie-break rule such that a household repays the debt if it is indifferent to doing so

or not. Consequently, a household repays the debt at night if and only if −zs+βVs+1 ≥ βV0.

Rearranging the inequality, we obtain the following limit for the night production:

zs ≤ β(Vs+1 − V0). (1)

With probability δ, a household will leave at the end of the period. In this case, the household

will not repay the debt because its future value will be 0 regardless of its actions at night.

Thus, given a contract satisfying (1), the household will repay the debt with probability

1− δ.

Now we consider the merchant’s decision. If a household proposes an offer that satisfies

(1), the merchant’s expected payoff will be equal to −xs + (1− δ) zs if she accepts the offer,

which comprises the disutility of producing the day good, −xs, plus her expected gain from

the household’s debt repayment, (1 − δ)zs. If the merchant rejects the offer, her value will
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be 0. We assume a tie-break rule that a merchant accepts an offer if her expected payoff is

greater than or equal to zero; thus, a merchant accepts an offer (xs, zs) if and only if (1) and

the following rationality condition holds:

xs ≤ (1− δ)zs. (2)

Given the merchant’s response, if a household proposes a contract satisfying (1) and

(2), its expected utility in the meeting will be equal to u (xs) − (1 − δ)zs, which comprises

the utility gained from consuming the day production, u(xs), minus the expected disutility

generated by repaying the debt, −(1− δ)zs. In an age s meeting, a household makes an offer

that maximizes its expected utility from contracts satisfying (1) and (2), so the equilibrium

debt contract solves

max
xs,zs∈R+

u (xs)− (1− δ)zs (P1)

subject to

 xs ≤ (1− δ)zs,

zs ≤ β(Vs+1 − V0).

Finally, given the terms of trade, (xs, zs), a household’s expected utility in an age s

meeting is equal to u (xs)− (1− δ)zs, so the value of an age s account can be characterized

by

Vs =
∞∑
j=0

(1− δ)jβj [u (xs+j)− (1− δ)zs+j] for all s ≥ 0, (3)

where (1− δ)β is the effective discount factor.

Definition 1 An anonymous credit equilibrium is given by nonnegative sequences {xs, zs, Vs}∞s=0
such that for s ≥ 0

i. Given {Vs}∞s=0, for s ≥ 0, the debt contract (xs, zs) solves (P1)

ii. Given {xs, zs}∞s=0, for s ≥ 0, the account value Vs satisfies (3)

Note that given {xs, zs}∞s=0, if {Vs}∞s=0 satisfies (3), the following recursive function of
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account values must also hold for all s ≥ 0:

Vs = u (xs)− (1− δ)zs + (1− δ)βVs+1. (4)

Moreover, the recursive function (4) also implies (3) if the following boundedness condition

holds:5

lim
S→∞

(1− δ)SβSVS = 0. (5)

In the following analysis, we first solve for the paths that satisfy the optimization problem

(P1) and the recursive form of account values (4), and we exclude paths that violate (5) to

obtain the credit equilibria.

2.2 Dynamics of Anonymous Credit Equilibria

In this subsection, we solve for the dynamics of anonymous credit equilibria. We first solve

the optimization problem (P1). Note that the rationality constraint, (2), must be binding.

Combining the binding rationality constraint and the repayment constraint, (1), we obtain

an upper bound on the day production, (1 − δ)β(Vs+1 − V0), which we call the credit limit

for an age s account. Thus, the equilibrium debt contract, (xs, zs), satisfies

xs = min{x̃, (1− δ)β(Vs+1 − V0)}, (6)

(1− δ)zs = xs, (7)

where x̃ satisfies u′(x̃) = 1 and is the unconstrained optimal day production. By combining

(4), (6), and (7), we define the forward-looking function of account values by

f(Vs+1, V0) ≡ u(xs)− xs + (1− δ)βVs+1,

where xs = min{x̃, (1− δ)β (Vs+1 − V0)}.
(8)

Then the relationship between Vs and Vs+1 can be characterized by

Vs = f(Vs+1, V0). (9)

5See Appendix A.6 for the proof.
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We observe from (9) that an increase in Vs+1 impacts f(Vs+1, V0) through two channels.

First, a greater Vs+1 results in a strictly greater future value, (1−δ)βVs+1. Second, a greater

Vs+1 results in a greater credit limit, (1− δ)β(Vs+1 − V0), and this effect generates a greater

volume of trade if the effi cient quantity, x̃, is not achieved. Consequently, f(Vs+1, V0) is

strictly increasing and concave in Vs+1.

Given V0, let g(Vs, V0) denote the inverse function of f(Vs+1, V0), that is

g(Vs, V0) ≡ {Vs+1 : f(Vs+1, V0) = Vs} . (10)

The law of motion of account values is depicted by Vs+1 = g(Vs, V0), and we illustrate the

dynamic paths of account values using g(Vs, V0) in Figure 1. There exist multiple equilibrium

paths {Vs}∞s=0 that are driven purely by beliefs, and each equilibrium path is associated with

a unique age 0 account value, V0. We observe that a path that promises a greater value to

an age 0 account (a greater V0) is associated with a greater Vs for all s ≥ 1. Moreover, for

V0 > 0 (Figure 1 (II), (III), (IV)), the equilibrium account values are increasing over the

account age, meaning that the credit limits are also increasing over the account age. For

V0 = 0 (Figure 1 (I)), the equilibrium degenerates, that is, Vs = 0 for all s, so the credit

limits are equal to zero for all s ≥ 0.

We formalize the above results regarding credit limits and analyze the underlying mech-

anisms. Given V0, let ṽs(V0) denote the value of an age s account, then

ṽs(V0) =

 V0

g(ṽs−1(V0), V0)
for

s = 0

s > 0
. (11)

Let φ̃s(V0) denote the credit limits; then

φ̃s(V0) = (1− δ)β [ṽs+1(V0)− V0] .

Proposition 1 Account values and credit limits are increasing over the account age.

i. For V0 > 0, we have ṽs+1(V0) > ṽs(V0) and φ̃s+1(V0) > φ̃s(V0) for all s ≥ 0.

ii. For V0 = 0, we have ṽs(V0) = 0 and φ̃s(V0) = 0 for all s ≥ 0.
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First, we prove case i of Proposition 1. We first show that if V0 > 0, then the value of the

age 1 account must be greater than that of the age 0 account; that is, ṽ1(V0) > V0.We prove

this by contradiction. Suppose that ṽ1(V0) = V0 . By (9), ṽ1(V0) = V0 implies that the credit

limit is 0 and therefore the trade surplus is 0. If xs = 0, then V0 = (1− δ)βV1, and because

V0 > 0, this result implies that ṽ1(V0) > V0, a contradiction. Moreover, by (9), if V1 > V0,

either u(x1)−x1 > u(x0)−x0 or (1− δ)βV2 > (1− δ)βV1 must hold. In either case, we must

have V2 > V1, and this iterative relationship generates the result that ṽs+1(V0) > ṽs(V0) for

all s. Thus, the credit limit must also satisfy φ̃s+1(V0) > φ̃s(V0) for all s ≥ 0. In case ii, if

V0 = 0, then x0 = 0 and V1 = 0; and V1 = 0 also implies that x1 = 0 and V2 = 0. This

iterative relationship generates the result that Vs = 0 and φ̃s(V0) for all s ≥ 0.

From Figure 1 we also observe that a greater V0 is associated with a greater difference

between ṽs(V0) and V0 for s ≥ 1 and, therefore, greater credit limits, φ̃s(V0). Moreover, when

V0 converges to zero, the credit limits converge to zero, and when V0 goes to infinite, the

credit limits also go to infinite. We formalize these properties in the following proposition.

Proposition 2 The credit limits, φ̃s(V0), are positively related to V0

i. The credit limits increase as V0 increases. That is, dφ̃s/dV0(V0) > 0 for all s ≥ 0.

ii. φ̃s(V0)→ 0 as V0 → 0. Moreover, φ̃s(V0)→∞ as V0 →∞.

Having characterized all paths that solve (P1) and (4), we show that if V0 is too large,

the path will diverge to infinite and violates the boundedness condition (5). That is, there

is an upper bound, V̄ , on the age 0 account values such that for V0 > V̄ , credit equilibria

do not exist. From Figure 1 (I) and (II) we see that when V0 is small, there is at least one

intersection between g(Vs, V0) and the 45-degree line. For a given V0, let ṽh(V0) and ṽl(V0)

denote the higher and lower intersections, respectively, between g(Vs, V0) and the 45-degree

line, and thus we have ṽh(V0) > ṽl(V0) ≥ V0. As V0 increases, the diagram of g(Vs, V0) shifts

toward the upper-right along with the line Vs = (1 − δ)βVs+1, and this shift results in a

decrease in ṽh(V0) and an increase in ṽl(V0). We observe from Figure 1 (III) that the upper

bound of the age 0 account values, V̄ , is equal to the value of V0 that makes the function

g(Vs, V0) tangent to the 45-degree line. For V0 ≤ V̄ , the law of motion function g(Vs, V0)
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and the 45-degree line intersect, as shown in Figure 1 (I), (II), (III), so the dynamic path

of account values converges to ṽl(V0) and generates a credit equilibrium. For V0 > V̄ , there

is no intersection, as shown in Figure 1 (IV), so the dynamic path of the account value,

ṽs(V0), goes to infinite as s goes to infinite. The divergent paths of account values violate

the boundedness condition (5) and, therefore, do not generate a credit equilibrium.6

2.3 Effi ciency

In this section, we compare the upper bound of lifetime value generated by anonymous credit

systems and that generated by true-identity credit systems. In anonymous credit equilibria,

a household’s expected lifetime value is equal to the value of an age 0 account, V0, because

a household must repay the debt until it leaves the economy. Recall that V̄ is the upper

bound of age 0 account values for a credit equilibrium to exist, so V̄ is also the upper bound

of households’expected lifetime value that can be generated by anonymous credit equilibria.

We focus on households’expected lifetime values because merchants’expected lifetime values

must be zero under the take-it-or-leave-it bargaining procedure.

The true-identity credit system considered here is one wherein households borrow with

their true identities and exclusion of defaulters from the economy is feasible. Let t denote the

number of repayments that a household has made, and we name t the age of the household.

The expected value of the household and the terms of trade in a bilateral meeting can be

subject to the age of the household, and we denote by Vt the expected value of an age t

household and by (xt, zt) the debt contract proposed by the household in bilateral meetings.

The key difference between true-identity credit systems and anonymous credit systems is

that in true-identity systems, if a household defaults, it will be permanently excluded from

future transactions, so the expected utility of a defaulting household is 0. Thus, a household

that will stay repays the debt if and only if −zt + βVt+1 ≥ 0, so the repayment constraint

is zt ≤ βVt+1. Together with the merchant’s rationality constraint, xt ≤ (1 − δ)zt, the

6See Appendix A.7 for the proof of excluding a divergent path from the credit equilibrium.

14



equilibrium debt contract, (xt, zt), solves

max
xt,zt∈R+

u (xt)− (1− δ)zt (12)

subject to

 xt ≤ (1− δ)zt
zt ≤ βVt+1

.

Households’values in the true-identity credit equilibrium follows

Vt =
∞∑
j=0

(1− δ)jβj [u (xt+j)− (1− δ)zt+j] for all t ≥ 0. (13)

Definition 2 A true-identity credit equilibrium is given by nonnegative sequences {xt, zt, Vt}∞t=0
such that

i. given {Vt}∞t=0, the debt contract (xt, zt) solves (12) for t ≥ 0;

ii. given {xt, zt}∞s=0, for t ≥ 0, the account value Vt satisfies (3).

A detailed analysis of true-identity credit equilibria is in the Appendix. In a true-identity

credit system, there are also multiple equilibrium paths generated by beliefs, and each equi-

librium path is associated with a certain value of V0. Note that V0 represents a household’s

lifetime value in the true-identity credit equilibrium, and there is also an upper bound for

households’lifetime values. The following proposition compares the upper bound of lifetime

values that can be generated by anonymous credit systems and true-identity credit systems.

Proposition 3 The upper bound of households’lifetime values in anonymous credit equilib-

ria is strictly smaller than that in true-identity credit equilibria.

Proposition 3 is intuitive because in a true-identity credit equilibrium defaulters will be

excluded from future transactions forever. Compared with anonymous credit equilibria, the

more severe punishment generates a larger cost of default and generates higher credit limits,

a situation which results in a greater lifetime value.
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3 Extended Model of Multi-Account Fraud

To study multi-account fraud, we consider that a household comprises multiple agents, and

agents replace households as participants in bilateral meetings. There are two types of agents,

genuine and virtual, and a household comprises one genuine agent and L ∈ N virtual agents.

The genuine agent is meant to represent a household’s original identity that a household may

want to maintain a good reputation and consider repaying the debt it incurs, while virtual

agents represent the identities that a household uses to conduct multi-account fraud. The

difference between a genuine and a virtual agent is three-fold. First, a genuine agent can

produce at night, but a virtual agent cannot. Thus, only genuine agents can repay debt, and

virtual agents cannot. Second, a genuine agent can propose an offer of the debt contract

to the merchant matched to her for free, but a virtual agent must pay an entry cost, c, to

meet the merchant and deliver the offer to her. This assumption is made to capture the

observation that a household needs to pay costs or undertake efforts to obtain additional

trading opportunities. Third, a virtual agent receives a discount on the utility compared

with a genuine agent. A genuine agent receives u(x) units of utility by consuming x units

of the day good, but a virtual agent receives v(x) ≡ αu(x) units of utility, where α ∈ (0, 1).

This assumption captures the consideration that a household’s priority is to purchase its

favorite products, but it may attempt to purchase less-preferred products by conducting

multi-account fraud. Agents need to create transaction accounts as identities to trade, but

merchants in bilateral meetings cannot distinguish whether an account holder is a genuine

or virtual agent.

Although a household can create a large number of accounts, its ability to produce and

repay is limited. Consequently, the number of accounts with repayment records is limited in

the economy, so repayment records can be applied to reduce the number of accounts that are

used for trade and to mitigate the concern of multi-account fraud. In our model, because only

genuine agents can make payments, a household can hold up to one account with a repayment

record. We assume that accounts are not transferrable between agents; this assumption

simplifies our analysis because a household does not need to consider the allocation of the

account with a repayment record between genuine and virtual agents. Consequently, if an
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agent is holding an account with age s ≥ 1, the merchant can infer that the agent must

be genuine, meaning that the threat of fraud vanishes for meetings with age s ≥ 1, but

incomplete information about the type of agents only occurs in age 0 meetings.

As discussed in the introduction, associating the creation of an account with a deterrence

activity may help deter multi-account fraud and improve the volume of trades. In our

model, a deterrence activity is an activity that is costly to conduct and is observable by all

households and merchants. We consider a one-time effort mechanism in which an agent is

required to conduct d units of deterrence activity when she is creating an account, and each

unit of deterrence activity generates 1 unit of disutility to its provider.7

3.1 Bargaining with Incomplete Information

In this section we solve for the equilibrium of the bargaining game for age 0 meetings.

Consider a meeting wherein the agent is not holding an account with a repayment record.

Let j denote the agent’s type; if j = g, the agent is genuine, and if j = v, the agent is virtual.

The timeline of the game is as follows. In the first stage, Nature randomly assigns an agent

to a merchant. In the second stage, an agent makes decisions about whether to propose an

offer to the merchant. The offer must be feasible in the sense that the genuine agent is willing

to repay at night; thus, offers must be in the set Ω = {(x, z) ∈ R+ × R+ : z ≤ β(V1 − V0)},

where V0 and V1 are taken as given in the bargaining game, and V1 − V0 ≥ 0. An agent is

idle if she does not propose an offer, and we denote this action by I. Let aj denote a type j

agent’s action at this stage, then aj ∈ A ≡ Ω ∪ {I} for j ∈ {g, v}. In the third stage, if the

merchant receives an offer, she decides to accept or reject it. Let r : Ω→ {0, 1} denote the

merchant’s response upon receiving an offer, where r(x, z) = 1 represents that the merchant

accepts the offer, and r(x, z) = 0 represents that she rejects the offer. Finally, λ : Ω→ [0, 1]

denotes the merchant’s belief about the probability that the agent is genuine given the offer

she received. The structure of the game is illustrated in Figure 2.

Our equilibrium concept is the Perfect Bayesian Equilibrium (PBE): actions are sequen-

7We can also allow the units of deterrence activity, d, to be chosen by agents, and this setting will also
generate the result that deterrence activities can help deter multi-account fraud. We focus on the scenario
in which d is chosen by the mechanism instead of agents so that we can analyze how d influences the upper
bound of lifetime values.
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tially rational, and beliefs accord with Bayes’s rule. Let wg(ag, r) and wv(av, r) denote the

payoff functions of genuine agents and virtual agents, respectively. Then,

wg(ag, r) =

 −d+ r(x, z) [u(x)− (1− δ)z + (1− δ)β(V1 − V0)] if ag ∈ Ω

0 if ag = I,
(14)

wv(av, r) =

 −c− d+ r(x, z)v(x) if av ∈ Ω

0 if av = I.
(15)

The genuine agent’s payoff function, wg(a, r), says that if a genuine agent proposes an offer

(a ∈ Ω), she first incurs the disutility of conducting the deterrence activities, d; moreover,

with probability r(x, z), the merchant accepts the offer, and the agent’s gain from the bi-

lateral trade is u(x) − (1 − δ)z, and her expected payoff from accumulating the number of

repayments is (1−δ)β(V1−V0). If a genuine agent chooses to be idle (a = I), her payoff is 0.

The virtual agent’s payoff function wv(av, r) has a similar interpretation. The difference is

that, first, a virtual agent needs to pay an entry cost, c, if she proposes an offer. Moreover,

a virtual agent cannot repay at night so she cannot accumulate the number of repayments

of her account. Thus, if the merchant accepts the offer, the virtual agent’s trade surplus is

simply equal to the utility from consuming the day good, v(x). We impose a tie-break rule

under which given a merchant’s belief, λ(x, z), the merchant accepts the offer if and only if

her expected payoff is greater or equal to zero. That is

r(x, z) =

 1 if − x+ λ(x, z)(1− δ)z ≥ 0

0 if − x+ λ(x, z)(1− δ)z < 0.
(16)

The merchant’s belief, λ(x, z), must be rational in the sense that it is derived from Bayes’s

rule.

Without further restrictions on out-of-equilibrium beliefs, there can be infinitely many

equilibria. We apply forward induction to exclude equilibria caused by unreasonable beliefs,

in the spirit of the Intuitive Criterion of Cho and Kreps (1987). That is, we adopt the

consideration that a candidate outcome cannot form an equilibrium if a genuine agent may

deviate to an out-of-equilibrium offer and expect to obtain a higher payoff than she receives
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in the given equilibrium, provided that the merchant applies forward induction whenever she

observes an unexpected offer.

To formalize the refinement, we denote by w̃j(x, z) the payoff obtained by a genuine

(j = g) or virtual (j = v) agent if she proposes (x, z) and the offer is accepted by the

merchant. That is,

w̃g(x, z) = −d+ u(x)− (1− δ)z + (1− δ)β(V1 − V0),

w̃v(x, z) = −c− d+ v(x).

An equilibrium outcome must not be disqualified by the following refinement:

Refinement. Given an outcome with a pair of genuine and virtual agents’strategies

(ag, av) and the merchant’s response r. The outcome is disqualified if there is an offer

(x′, z′) such that

w̃v(x′, z′) < wv(av, r), (ICv)

w̃g(x′, z′) > wg(ag, r), (ICg)

−x′ + (1− δ)z′ ≥ 0, (ICm)

The refinement says that an outcome is disqualified if there is an alternative offer (x′, z′)

that satisfies the following criterion. First, the virtual agent would not like to deviate to

(x′, z′) even if the merchant will accept the offer (x′, z′) (condition (ICv)). Second, the

genuine agent would like to deviate to (x′, z′) if (x′, z′) will be accepted by the merchant

(condition (ICg)). Note that given the holding of (ICv) and (ICg), only a genuine agent has

the incentive to propose (x′, z′). Condition (ICm) says that under the belief that the offer

is proposed by a genuine agent λ(x′, z′) = 1, the merchant is willing to accept (x′, z′). If the

three criteria are satisfied, a genuine agent will be better off by deviating to (x′, z′), so the

proposed outcome should not be an equilibrium outcome.

We focus on the nondegenerate equilibrium in which a genuine agent makes an offer

(ag = (x, z) ∈ Ω). We define a nondegenerate equilibrium of the bargaining game as follows:

Definition 3 A nondegenerate equilibrium of the bargaining game with incomplete informa-
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tion is a tuple (ag, av, r, λ) where ag ∈ Ω, and the following conditions are satisfied

i. Rationality of genuine agents: given r, genuine agents’action satisfies ag ∈ arg maxa∈Aw
g(ag, r).

ii. Rationality of virtual agents: given r, virtual agents’action satisfies av ∈ arg maxa∈Aw
v(av, r).

iii. Rationality of merchant: given λ(x, z), the merchant’s response r(x, z) follows (16).

iv. Consistency of beliefs: given the actions (ag, av), the merchant’s belief λ(x, z) is derived

from Bayes’s rule.

v. Refinement: there does not exist an alternative offer (x′, z′) ∈ Ω that satisfies conditions

(ICv) to (ICg).

We name a nondegenerate equilibrium an equilibrium with fraud if virtual agents and

genuine agents propose the same offer (av = ag); and we name a nondegenerate equilibrium

an equilibrium with no fraud if a virtual agent chooses to propose an offer different from that

proposed by a genuine agent (av 6= ag) or to be idle (a = I).

Lemma 1 There is no equilibrium with fraud.

Let (x∗, z∗) form an equilibrium with fraud, and we show that the genuine agent can

obtain a greater payoff by deviating to an out-of-equilibrium offer, say (x′, z′). That is,

(x′, z′) satisfies conditions (ICv) to (ICm). First, we set x′ to be strictly smaller than x∗,

then because virtual agents value only the day good, they will never deviate to (x′, z′), so

(ICv) must hold. Given x′ < x∗, merchants should believe that the out-of-equilibrium offer

is proposed by a genuine agent and be willing to accept the offer with a greater ratio of

day-to-night productions than that of (x∗, z∗). A genuine agent can thereby reduce her night

production by sacrificing an arbitrarily small day production and thus can obtain a greater

payoff from the deviation. Thus, there is a pair of (x′, z′) that satisfies (ICg) and (ICm).

Lemma 2 In an equilibrium with no fraud, virtual agents choose to be idle (av = I).

In an equilibrium with no fraud, if genuine and virtual agents propose different offers,

merchants know whether the offer is proposed by a genuine or virtual agent. Because virtual
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agents will not repay at night, merchants will accept an offer only if the day production is

zero. Because of the entry cost, the virtual agent will obtain a negative payoff from either

proposing an offer with a zero day production or an offer that will be rejected. Thus, a

virtual agent must choose to be idle in an equilibrium with no fraud. Note that the offer

(x, z) proposed by a genuine agent in an equilibrium with no fraud must satisfy the following

no-fraud constraint

−d− c+ v(x) ≤ 0; (17)

otherwise, a virtual agent will deviate to the offer proposed by the genuine agent. The no-

fraud constraint, (17), places an upper bound on the day production, x. Let (x†, z†) denote

the optimal no-fraud offer, the offer that generates the greatest payoff to the genuine agent

among all offers that satisfy the no-fraud constraint and merchants’rationality constraint.

Then (x†, z†) solves

max
x,z∈R+

−d+ u(x)− (1− δ)z (P2)

subject to


−c− d+ v(x) ≤ 0

x ≤ (1− δ)z

z ≤ β(V1 − V0)

The first constraint is the no-fraud constraint; the second constraint is the merchant’s ra-

tionality constraint that ensures that the merchant would like to accept the offer under the

belief that her counterparty is genuine; and the third constraint is the feasibility constraint

that guarantees the genuine agent would like to repay the debt. Because u(x) is strictly con-

cave and limx→∞ u(x) = 0, the solution of (P2) exists and is unique. The following lemma

shows that the optimal no-fraud offer forms a nondegenerate equilibrium if it generates a

positive payoff to the genuine agent.

Lemma 3 The optimal no-fraud offer (x†, z†) forms an equilibrium with no fraud if and only

if

w̃g(x†, z†) ≥ 0. (18)

First, given that (x†, z†) satisfies the constraints in (P2), we can construct a merchant’s
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belief under which the rationality conditions for genuine agents, virtual agents, and mer-

chants hold and the consistency condition is also satisfied. The remaining is to show that

the refinement is also satisfied. Suppose not, then there is an out-of-equilibrium offer that

satisfies conditions (ICv) to (ICm). Let (x′, z′) be the offer, then by (ICg), (x′, z′) generates

a greater payoff to the genuine agent than (x†, z†) does; and by (ICm), (x′, z′) satisfies the

merchant’s rationality constraint in (P2). Thus, given that (x†, z†) solves (P2), (x′, z′) must

violate the no-fraud constraint, so (ICv) will not hold, producing a contradiction. Note that

we need to check that the optimal no-fraud offer generates a nonnegative payoff to genuine

agents, that is, (18) must hold; otherwise, a genuine agent would like to deviate to be idle

and obtain 0 payoff.

Lemma 4 If (x∗, z∗) forms an equilibrium with no fraud, then (x∗, z∗) solves (P2) and sat-

isfies (18).

Suppose that (x∗, z∗) does not solve (P2), we show that there is an alternative offer

that satisfies conditions (ICv) to (ICm), so (x∗, z∗) will violate the refinement. Consider an

alternative offer, (x′, z′), such that the day production, x′, is smaller than that of the optimal

no-fraud offer, x†, and z′ satisfies x′ ≤ (1 − δ)z′. Because (x∗, z∗) does not solve (P2), the

offer must provide a payoff smaller than w̃g(x†, z†) to genuine agents. First, because x′ is

smaller than x† and x† satisfies the no-fraud constraint, virtual agents will not deviate to

(x′, z′), and (ICv) holds. Moreover, because x′ ≤ (1 − δ)z′, a merchant will accept this

alternative offer given the belief that the offer is proposed by a genuine agent, meaning that

(ICm) holds. Finally, if x′ is suffi ciently close to x†, a genuine agent will be better off by

deviating to the alternative offer, (x′, z′), given that the merchant will accept the offer, so

(ICg) holds. Finally, (x∗, z∗) must satisfy (18) because otherwise a genuine agent will choose

to be idle.

Combining Lemma 1, 2, 3, and 4, we have the following proposition:

Proposition 4 An offer (x, z) forms a nondegenerate equilibrium of the bargaining game

with incomplete information if and only if (x, z) solves (P2) and satisfies (18). Moreover,

the nondegenerate equilibrium is an equilibrium with no fraud in which virtual agents do not

enter the market and propose an offer.
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3.2 Anonymous credit equilibria under the threat of fraud

We now incorporate the bargaining game with incomplete information into the credit equi-

librium under the threat of fraud. For age 0 meetings, by Proposition 4, the debt contract

(x0, z0) solves (P2) and satisfies (18). For bargaining in meetings with age s ≥ 1, there is

no asymmetric information problem, so the bargaining solution is the same as that in the

benchmark model, and the equilibrium offer (xs, zs) solves the optimization problem (P1).

To study the credit equilibrium under the threat of fraud, we first characterize the value

of households. Note that a household’s value comes from the genuine agent’s payoff only

because virtual agents choose to be idle and obtain zero payoffs. If a household does not

have an account with a repayment record, its genuine agent must incur a cost of conducting

the deterrence activity, d, to create a new account. Thus, given the terms of trade, (xs, zs),

the value of a household without an account with a repayment record is

V0 = −d+
∞∑
j=0

(1− δ)jβj [u (xj)− (1− δ)zj] . (19)

Finally, because no deterrence activity is required in meetings with an account age greater

than one, the account value Vs satisfies (3) for s ≥ 1.

Definition 4 Given the entry cost, c, and the deterrence activity, d, an anonymous credit

equilibrium under the threat of multi-account fraud is given by nonnegative sequences {xs, zs, Vs}∞s=0
such that

i. given {Vs}∞s=0, for age 0 meetings, the term of trade, (x0, z0), solves (P2) and satisfies

(18);

ii. given {Vs}∞s=0, for meetings with age s ≥ 1, the term of trade, (xs, zs), solves (P1);

iii. given {xs, zs}∞s=0, the value V0 satisfies (19);

iv. given {xs, zs}∞s=0, for s ≥ 1, the value Vs satisfies (3).

As in the benchmark model, we transform the system into the recursive form. Note that

(3) and (19) imply

V0 = −d+ u (x0)− (1− δ)z0 + (1− δ)βV1. (20)
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Thus, an equilibrium path of account values, {Vs}∞s=0, satisfies (P1), (P2), (4), (20), and the

boundedness condition (5) must also hold.

In age 0 meetings, the debt contract solves problem (P2), so the day and night good

transfers satisfy

x0 = min{x̃, (1− δ)β (V1 − V0) , u−1(c/α + d/α)}, (21)

(1− δ)z0 = x0. (22)

The day production in age 0 meetings, x0, is subject to the credit limit, (1− δ)β (V1 − V0),

and the limit generated by the no-fraud constraint, u−1(c/α + d/α). This additional limit

says that if the cost for virtual agents to create an account to make an offer, c + d, is

smaller, or if virtual agents’gain from conducting fraud, which is captured by the discount

on utility, α, is greater, the equilibrium day transfer should be smaller to deter multi-account

fraud. Let C ≡ c/α and D ≡ d/α denote the normalized entry cost and the normalized cost

of deterrence activity, respectively, then the limit generated by the no-fraud constraint is

determined by C +D. For conciseness, we call C and D the entry costs and the deterrence

activity hereafter.

We define the forward-looking function under the threat of fraud by:

f †(Vs+1, V0) ≡ −αD + u(x∗s)− x∗s + (1− δ)βVs+1,

where x∗s = min{x̃, (1− δ)β (Vs+1 − V0) , u−1(C +D)}.
(23)

The relationship between V0 and V1 can be characterized by taking s = 0 into the equation

Vs = f †(Vs+1, V0).8 For meetings with age s ≥ 1, because there is no threat of fraud and

a household holding an account with an age greater than or equal to one does not need

to create a new account to trade, the relationship between Vs and Vs+1, for s ≥ 1, can be

characterized by Vs = f(Vs+1, V0), as in (9). To summarize, the relationship between Vs and

8The equation Vs = f†(Vs+1, V0) is obtained by combining (20), (21), and (22) and replacing V0 and V1
with Vs and Vs+1, respectively. This substitution allows us to compare the forward-looking function with
the threat of fraud, f†(Vs+1, V0), and without the threat of fraud, f(Vs+1, V0).
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Vs+1 in the extended model under the threat of multi-account fraud satisfies:9 Vs = f †(Vs+1, V0) for s = 0,

Vs = f(Vs+1, V0) for s ≥ 1.
(24)

As in the benchmark model, there can be multiple equilibria driven by beliefs. Given V0,

let g†(Vs, V0) denote the inverse function of f †(Vs+1, V0); that is,

g†(Vs, V0) ≡
{
Vs+1 : f †(Vs+1, V0) = Vs

}
. (25)

The law of motion of account values follows: Vs+1 = g†(Vs, V0) for s = 0,

Vs+1 = g(Vs, V0) for s ≥ 1.
(26)

Thus, the changing of account values from V0 to V1 follows g†(Vs, V0), and the changing of

account values from Vs to Vs+1 follows g(Vs, V0) for s ≥ 1.

3.3 Discussion

In the following section, we discuss how the entry costs and deterrence activity influence

the dynamics of equilibrium paths and the upper bound of households’lifetime values. We

take the entry cost as exogenously determined by the environment and let the size of the

deterrence activity be chosen by the mechanism designer.

Entry Costs To focus on the role of the entry cost, we take as given that the size of

deterrence activity is set at 0. Figure 3 demonstrates the law of motion functions, g(Vs, V0)

and g†(Vs, V0), described in (26) and the equilibrium paths, {V0, V1, V2, . . . }, under a given V0
9The equilibrium condition (18) holds automatically given that all other conditions hold. To see this,

letting V0 and V1 be nonnegative and satisfy (20), we have

−d+ u(x0)− (1− δ)z0 + (1− δ)β(V1 − V0)
= V0 − (1− δ)βV0 ≥ 0.
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and various entry costs. We find that, first, different from the benchmark model, when the

threat of fraud is present, equilibrium credit limits can not only increase, but also decrease

or remain constant over the account age. This occurs because the threat of multi-account

fraud generates an additional constraint– the no-fraud constraint– on the trade volume for

age 0 meetings, and an agent encounters the constraint on the trade volume once she defaults

and create a new account for future transactions. This effect serves as a punishment and

generates an additional cost for default, so increasing-credit-limit schemes are not the only

mechanism that can be applied to motivate the repayment of debt. Given V0, if the entry cost

is smaller, the trade volume for age 0 meetings will be smaller, meaning that the punishment

for default will be more severe. If the punishment is severe enough, using an increasing-

debt-limit scheme as a reward is not needed to motivate the repayment of the debt, and the

credit limit can decrease or remain constant over the account age.

To formalize these results, we first observe from (23) that if C is larger, the limit of trade

imposed by the no-fraud constraint will be greater, so the required V1 to generate a given V0

will be smaller. Figure 3 (V) demonstrates a case wherein C is suffi ciently large such that V1

is smaller than than V l, the lower intersection between the law of motion function, g(Vs, V0),

and the 45-degree line. In this case, the equilibrium account values follow V1 < V2 < V3 < . . . ,

and the credit limits increase over the account age. The intuition is that if C is suffi ciently

large, the punishment for default is not severe enough, so an increase-credit-limit scheme

is required to generate the given V0. If C is smaller such that V1 is between the lower and

higher intersections, V1 ∈ [V l, V h], the punishment for default is suffi ciently severe, so the

credit limit can be constant or decreasing over the account age. If V1 = V l (Figure 3 (IV))

or V1 = V h (Figure 3 (II)), the equilibrium account values follow V1 = V2 = V3 = . . . . ,

and credit limits are constant over the account age in these cases. If V1 ∈ (V l, V h) (Figure

3 (III)), the equilibrium account values follow V1 > V2 > V3 > . . . , and credit limits are

decreasing over the account age. When C is suffi ciently small such that V1 is greater than

the higher intersection, V1 > V h, the dynamic path will explode and violate the boundedness

condition, so V0 cannot be generated by a credit equilibrium, as shown in Figure 3 (I). For

V0 > V̄ , where V̄ is the upper bound of lifetime values in the economy without the threat

of fraud, there is no intersection between g(Vs, V0) and the 45-degree line, so the dynamic
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path must explode, and V0 cannot be generated by a credit equilibrium. In summary, a

credit equilibrium exists if and only if, first, there is an intersection between g(Vs, V0) and

the 45-degree line and this occurs when V0 ≤ V̄ ; and, second, the value of an age 1 account

is smaller than the higher intersection between g(Vs, V0) and the 45-degree line, that is,

V1 ≤ V h.

To explore how entry costs influence the upper bound of lifetime value, we denote by

ṽMs (V0) the value of a household holding an age s account given the lifetime values, V0; then

ṽMs (V0) can be derived iteratively by:

ṽMs (V0) =


V0

g†(ṽMs−1(V0), V0)

g(ṽMs−1(V0), V0)

for

s = 0

s = 1

s > 1.

(27)

Let V̄ M denote the upper bound of lifetime values that can be generated by a credit equi-

librium under the threat of multi-account fraud, then V̄ M is the greatest V0 that satisfies

V0 ≤ V̄ and ṽM1 (V0) ≤ ṽh(V0).

We focus on the parameter set under which ṽM1 (V̄ ) > ṽh(V̄ ) when C = 0 and D = 0,

because in this case, V̄ cannot be achieved when the entry cost and the deterrence activity

are absent, so this situation provides a space for the entry cost and the deterrence activity

to improve the upper bound of lifetime values of households.10 We illustrate the relationship

between C and V̄ M in Figure 4. We observe that there is a threshold value of entry costs

C̄ such that for C < C̄, a greater C implies a greater upper bound of lifetime values, V̄ M ;

for C ≥ C̄, the upper bound of lifetime values reaches its greatest possible values, V̄ , and a

further increase in C does not increase V̄ M .

To understand the result shown in Figure 4, we demonstrate the functions ṽM1 (V0), ṽh(V0),

and ṽl(V0) under various entry costs in Figure 5. Because the no-fraud constraint only

impacts the terms of trade for age 0 meetings, the entry cost has no impact on ṽh(V0)

10Under the parameter set wherein ṽM1 (V̄ ) ≤ ṽh(V̄ ) when C = 0 and D = 0, V̄ can be generated by
a credit equilibrium even if C = 0 and D = 0, so a greater entry cost cannot further improve the upper
bound of lifetime values. Note that whether ṽM1 (V̄ ) > ṽh(V̄ ) or ṽM1 (V̄ ) ≤ ṽh(V̄ ) when C = 0 and D = 0
depends on the time discount factor, β, the leaving rate, δ, and the functional form of the utility function.
See Appendix A.13 for a detailed discussion.
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and ṽl(V0), but it influences V̄ M through changing ṽM1 (V0). We observe from Figure 5 that

whether the no-fraud constraint is binding implies two branches of ṽM1 (V0), and there is

a threshold of account values, say V c, such that for V0 < V c, the no-fraud constraint is

nonbinding, and we name this branch of ṽM1 (V0) the nonbinding branch; for V0 > V c, the

no-fraud constraint is binding, and we name this branch of ṽM1 (V0) the binding branch.11

When the entry cost, C, is suffi ciently small under which ṽM1 (V̄ ) > ṽh(V̄ ) (Figure 5

(I) and (II)), the upper bound of lifetime values, V̄ M , satisfies ṽM1 (V̄ M) = ṽh(V̄ M) and

is smaller than V̄ because ṽM1 (V0) is increasing and ṽh(V0) is decreasing in V0. In this

case, V̄ M must be located at the binding branch of ṽM1 (V0) because otherwise we will have

ṽM1 (V̄ M) = ṽ1(V̄
M) < ṽh(V̄ M), and the fact that ṽ1(V̄ M) = ṽh(V̄ M) will be contradicted.

As C increases, the binding branch of ṽM1 (V0) shifts downward because an increase in C

makes the no-fraud constraint less stringent and allows greater gains from trade, so the

required V1 to generate a given V0 is smaller. Thus, a greater C implies a greater V̄ M in this

circumstance, and this result can be seen by comparing Figure 5 (I) and (II). The threshold

value of entry costs, C̄, is equal to the entry cost under which ṽ1(V̄ ) = ṽh(V̄ ). If the entry

cost is greater than the threshold value (C ≥ C̄), we will have ṽM1 (V̄ ) ≤ ṽh(V̄ ) (Figure 5

(III) and (IV)); thus, V̄ can be generated by a credit equilibrium, and V̄ M = V̄ .

Deterrence Activity In this subsection, we take as given the entry cost and analyze

the roles of the deterrence activity. Figure 6 demonstrates the law of motion functions

g(Vs, V0) and g†(Vs, V0), and shows the impacts of the deterrence activity on the functions

and equilibrium paths. We observe that the credit limits can increase, decreasing, or remain

constant over the account age. The reason is that when a deterrence activity is imposed, a

defaulter encounters not only the restriction on the trade volume for age 0 meeting but also

the disutility of conducting the deterrence activity again. These two effects both generate

costs to default, so increasing-credit-limit schemes are not the only mechanism that can be

applied to motivate repayment.

11To see this result, suppose that the no-fraud constraint is nonbinding; in that case, then according
to Proposition 2, the credit limit for age 0 meetings will approach 0 when V0 approaches 0, and the day
production will be determined by the credit limit and equal to φ̃0(V0) when V0 is suffi ciently small, but the
no-fraud constraint will be nonbinding. If V0 is suffi ciently large, the credit limit will be greater than the
limit generated by the no-fraud constraint, meaning that the no-fraud constraint will be binding.
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We analyze how the size of deterrence activities influences the upper bound of lifetime

values. As in the analysis of the entry cost, we also focus on the parameter set in which

ṽM1 (V̄ ) > ṽh(V̄ ) when C = 0 and D = 0. Moreover, we focus on the entry costs that are

smaller than C̄, under which V̄ M < V̄ when D = 0, so there is a space for the deterrence

activity to improve V̄ M .

Figure 7 illustrates the impact of the deterrence activity on V̄ M under various values of

utility discounts for virtual agents, α, and entry costs, C, that are the key parameters that

determine the effectiveness of the deterrence activity. The figure shows that different from

the entry cost, a greater deterrence activity may result in a smaller upper bound of lifetime

values. For instance, in Figure 7 (I) wherein α is taken as given, an increase in D from

zero decreases V̄ M when the entry cost C is large, while it increases V̄ M when C is small.

Moreover, if D is suffi ciently large, an increase in D decreases V̄ M regardless of the size of

C.

To understand this result, we illustrate in Figure 8 functions ṽ1(V0), ṽh(V0), and ṽl(V0)

under various sizes of deterrence activities. We observe that given V0, an increase in D may

increase or decrease ṽ1(V0) because a greater deterrence activity not only provides a greater

limit of trade for age 0 meetings but also generates a greater disutility when a household is

creating an account.

We start from the case wherein no deterrence activity is imposed (D = 0) and analyze

under what circumstances increasing the size of the deterrence activity from 0 can improve

V̄ M . As in the discussion of the entry cost, for C < C̄ and D = 0, the upper bound of

lifetime value, V̄ M , satisfies ṽM1 (V̄ M) = ṽh(V̄ M), and V̄ M is at the binding branch of ṽM1 (V0).

Thus, studying how D influences V̄ M is equivalent to studying how D influences the binding

branch of ṽM1 (V0).

The binding branch of ṽM1 (V0) is equal to the value of V1 that solves

V0 = −αD + (C +D)− u−1(C +D) + (1− δ)βV1, (28)

and (28) is obtained by setting the age 0 day production to the limit generated by the no-

fraud constraint x∗0 = u−1(C+D). In (28), the first term, −αD, is the disutility of conducting
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the deterrence activity, and the second term, (C +D)− u−1(C +D), is the household’s gain

from trade, a gain which is equal to the utility generated by consuming the day goods,

(C +D), minus the disutility generated by producing the night goods, u−1(C +D).

By (28), the marginal benefit of increasing the size of the deterrence activity is equal

to the marginal gain from trade, 1 − (u−1)
′
(C + D), and the marginal cost is equal to the

marginal disutility, α. An increase in D shifts downward the binding branch of ṽM1 (V0) and

increases V̄ M if and only if the marginal benefit is greater than the marginal cost. We obtain

the following results.

1) The role of the entry cost, C (Figure 7 (I)): When the entry cost approaches 0 and

when D = 0, the marginal benefit of increasing the size of the deterrence activity is equal

to limC→0
[
1− (u−1)

′
(C)
]

= 1 and is greater than the marginal cost, α. Thus, imposing

a deterrence activity will increase V̄ M as long as C is suffi ciently small. As C increases,

the marginal benefit decreases because the marginal utility of consumption decreases; thus,

imposing a deterrence activity is less effective on increasing V̄ M .

2) The role of the utility discount for virtual agent, α (Figure 7 (II)): For C < C̄ and

D = 0, because the no-fraud constraint is binding, the marginal benefit of increasing the size

of the deterrence activity, 1 − (u−1)
′
(C), must be positive. Thus, if α is suffi ciently small,

the marginal cost will be smaller than the marginal benefit, so an increase in the size of the

deterrence activity from 0 increases the upper bound of lifetime value. As α increases, the

marginal cost of increasing D increases, so an increase in D is less effective on increasing

V̄ M .

Finally, given C and α, if the size of the deterrence activity is larger, the marginal

benefit of increasing D will be smaller. If D is suffi ciently large, the marginal benefit will

be smaller than the marginal cost, α. In this circumstance, an increase in D will decrease

the upper bound of the lifetime value, V̄ M . Note that there will be no credit equilibrium

if the deterrence activity is too large such that ṽM1 (0) > ṽh(0). In this circumstance, the

cost of engaging in the credit trade will be too large, so no equilibrium path can generate a

nonnegative lifetime value to households.
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4 Conclusion

We study credit in an environment wherein traders’ true identities are hidden, but they

can freely create transaction accounts as identities to engage in transactions and incur debt,

and repayment records can be preserved and attached to transaction accounts. The main

issue raised by this greater privacy is two-fold. First, a defaulter can create a new account

to borrow again right after default and cannot be excluded from the economy indefinitely

no matter how many times the borrow defaults. Second, a borrower can create multiple

accounts to borrow and default intentionally. We propose multiple mechanisms to solve

these issues generated by anonymity. We show that increasing credit limits over the account

age can motivate borrowers to repay the debt rather than defaulting and starting over again.

If the threat of multi-account fraud is present, requiring a deterrence activity can help deter

households from conducting fraud and permit a greater trade volume. Finally, repayment

records can also be applied to diminish the number of accounts that can be maintained by

households and mitigate the multi-account fraud problem.

Note that although actions are fully observable in our model, in many transactions using

digital accounts, such as transactions on blockchains, whether the transactions occurred or

not is not observable by the public. Under this situation, if participants are all anonymous,

a trader may have opportunities to fake transaction records and manipulate the reputation

of accounts, for instance, by acting as both borrower and lender simultaneously. A potential

solution to this problem is to introduce into the credit system financial intermediaries with

publicly known identities. If a trader must borrow from a publicly known commercial bank

or the central bank, it is not possible for the trader to forge transaction records. While the

incentive problem of the intermediary can be a further issue, we leave analysis of these issues

for future research.

In summary, the raising of anonymous credit greatly relies on the credibility of record-

keeping technology and the methods available to help identify a trader’s true identity. The

results of this paper provide usable insight into the design of future blockchain protocol and

CBDC.
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A Proofs of Propositions and Lemmas

A.1 Proof of Lemma 1

We prove the lemma by induction.

i. For V0 > 0. We first show that ṽ1(V0) > ṽ0(V0) = V0. Note that we must have

ṽ1(V0) ≥ V0 in a credit equilibrium because the credit limit (1− δ)β(ṽ1(V0)− V0) must

be nonnegative. By (9), if ṽ1(V0) = V0, we will have f(ṽ1(V0), V0) = (1 − δ)βV0 < V0.

Moreover, f(V1, V0) is increasing in V1 and goes to infinity as V1 goes to infinity, so there

is a unique V1 > 0 that solves f(V1, V0) = V0. Thus, ṽ1(V0) > V0. Second, given s > 0,

we assume that ṽs(V0) > ṽs−1(V0) holds. Because f(Vs+1, V0) is strictly increasing in

Vs+1, the presumption ṽs(V0) > ṽs−1(V0) implies f(ṽs(V0), V0) > f(ṽs−1(V0), V0). This

result implies ṽs+1(V0) > ṽs(V0). Thus, ṽs(V ∗0 ) is strictly increasing in s.

ii. For V0 = 0. By (9), given that V0 = 0, we must have ṽ1(V0) = 0. Moreover, by (9), for

s > 0, if ṽs(V0) = V0 = 0, we must also have ṽs+1(V0) = 0. Thus, ṽs(V0) = 0 for all

s ≥ 0.

A.2 Proof of Lemma 2

i. We prove by induction.

For s = 0: Recall that ṽ1(V0) is equal to the V1 that solves

f(V1, V0)− V0 = 0. (29)

By combining (8) and (29) and applying implicit differentiation, we obtain

dṽ1(V0)
dV0

= (1−δ)β[u′(x̃0(V0))−1]+1
(1−δ)β[u′(x̃0(V0))−1]+(1−δ)β

where x̃0(V0) = min{(1− δ)β (ṽ1(V0)− V0) , x̃}
(30)

Because (1 − δ)β < 1, by (30), we have dṽ1(V0)/dV0 > 1. Thus, dφ̃0/dV0(V0) =

(1− δ)β(dṽ1(V0)/dV0 − 1) > 0.
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For s ≥ 1: we assume that dṽs(V0)/dV0 > 1 holds. Given Vs ≡ ṽs(V0), ṽs+1(V0) is equal

to the Vs+1 that solves

f(Vs+1, V0)− Vs = 0. (31)

By combining (8) and (31) and applying implicit differentiation, we obtain

dṽs+1(V0)
dV0

=
(1−δ)β[u′(x̃s(V0))−1]+ dṽs(V0)

dV0

(1−δ)β[u′(x̃s(V0))−1]+(1−δ)β

where x̃s(V0) = min{(1− δ)β (ṽs+1(V0)− V0) , x̃} > 0
(32)

Because dṽs(V0)/dV0 > 1 > (1 − δ)β, by (32), we have dṽs+1(V0)/dV0 > 1. Conse-

quently, dφ̃s/dV0(V0) = (1− δ)β(dṽ1+1(V0)/dV0 − 1) > 0.

ii. First, we prove that limV0→0 ṽs(V0) = 0 and limV0→0 φ̃s(V0) = 0. Given V0, let Vs =

ṽs(V0), because u(xs)− xs ≥ 0 for all s ≥ 0, we have

V0 =
s−1∑
τ=0

(1− δ)τβτ [u(xτ )− xτ ] + (1− δ)sβsVs

≥ (1− δ)sβsVs.

Thus, Vs ≤ (1− δ)−sβ−sV0. Given ε > 0, we have Vs < ε if V0 < (1− δ)sβsε. Moreover,

φs−1 = (1− δ)β (Vs − V0) ≤ (1− δ)βVs ≤ (1− δ)−(s−1)β−(s−1)V0, and thus, φs−1 < ε if

V0 < (1− δ)s−1βs−1ε.

Second, we prove that limV0→∞ ṽs(V0) =∞ and limV0→∞ φ̃s(V0) =∞. Because Vs ≥ V0,

we have Vs → ∞ as V0 → ∞. Moreover, given s ≥ 1, because u(xs) − xs is bounded

above by f̃ ≡ u(x̃)− x̃, we have (1−δ)τβτVs+Ms ≥ V0, whereMs ≡
∑s−1

τ=0(1−δ)τβ
τ f̃ .

Thus,

φs−1 ≡ (1− δ)β (Vs − V0)

≥ (1− δ)β
{[

(1− δ)−τβ−τ − 1
]
V0 − (1− δ)−τβ−τMs

}
Because (1− δ)−τβ−τ > 1, φ̃s−1(V0)→∞ as V0 →∞.
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A.3 The Upper Bound of Lifetime Values in Anonymous Credit

Equilibrium

Lemma 5 In an anonymous credit equilibrium, the upper bound of V0 that can be generated

by a credit equilibrium is

V̄ =
1

1− (1− δ)βu(x̂)−
{

1

(1− δ)β [1− (1− δ)β]

}
x̂,

where u′(x̂) =
1

(1− δ)β .

Proof. First, we observe that given V0, the function f(Vs+1, V0) is an increasing, concave,

continuous differentiable function with limVs+1→V0 f(Vs+1, V0) =∞ and

∂

∂Vs+1
f(Vs+1, V0) =

 u′ [(1− δ)β (Vs+1 − V0)] (1− δ)β for (1− δ)β(Vs+1 − V0) ≤ x̃

(1− δ)β for (1− δ)β(Vs+1 − V0) ≥ x̃
.

(33)

Second, as V0 increases, the function moves up and to the right along Vs+1 = Vs/ [(1− δ)β].

The existence of credit equilibrium requires that there is an intersection between the graph

of Vs = f(Vs+1, V0) and the 45 degree line. Thus, V̄ is equal to the value of V0 under

which the graph of Vs = f(Vs+1, V0) and the 45-degree line is tangent. Let V̂ denote the

value of Vs+1 such that f(Vs+1, V̄ ) tangent the 45-degree line, and thus, ∂f(V̂ , V̄ )/∂Vs+1 = 1

and f(V̂ , V̄ ) = V̂ . We denote by x̂ the day production when Vs+1 = V̂ . By (33), because

∂f(V̂ , V̄ )/∂Vs+1 = 1, we must have (1− δ)β(V̂ − V0) ≤ x̃; thus,

x̂ = (1− δ)β
(
V̂ − V̄

)
. (34)

By (33), ∂f(V̂ , V̄ )/∂Vs+1 = 1 if and only if u′ [(1− δ)β (Vs+1 − V0)] (1 − δ)β = 1; thus, x̂

also satisfies

u′(x̂) =
1

(1− δ)β . (35)

Moreover, f(V̂ , V̄ ) = V̂ if and only if

V̂ = u(x̂)− x̂+ (1− δ)βV̂ . (36)
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Combining (34) and (36), we obtain

V̄ =
1

1− (1− δ)βu(x̂)−
[

1

(1− δ)β [1− (1− δ)β]

]
x̂.

A.4 The Upper Bound of Lifetime Values in True-Identity Credit

Equilibria

Let fR(Vt+1) denote the forward-looking function in the true-identity credit system. The

equilibrium value of households satisfies

Vt = fR(Vt+1) ≡ u(xt)− xt + (1− δ)βVt+1,

where xt = min{x̃, (1− δ)βVt+1}.
(37)

Let gR(Vt) denote the Vt+1 that solves fR(Vt+1) = Vt. The dynamics of households’value

can be characterized by Vt+1 = gR(Vt). We illustrate the dynamic paths under the rue-

identity credit equilibrium in Figure 9. We observe that there are two intersections between

gR(Vt) and the 45-degree line. Let V h denote the upper intersection. Then for V0 > V h,

households’values will go to infinite as time goes to infinite and will violate the boundedness

condition. Thus, let V̄ R denote the upper bound of households’lifetime values, and then

V̄ R = V h. We solve V̄ R in the following lemma:

Lemma 6 In a true-identity credit equilibrium, if (1−δ)βu(x̃) ≥ x̃, then V̄ R = [u(x̃)− x̃] / [1− (1− δ)β],

where x̃ solves u′(x̃) = 1. Otherwise, V̄ R =
[
u(xR)− xR

]
/ [1− (1− δ)β], where xR solves

xR = (1− δ)βu(xR).

Proof. In a true-identity credit equilibrium, the greatest lifetime value is generated by the

stationary equilibrium, in which the trade volume x∗ and the account value V R∗ satisfy

V̄ R =
1

1− (1− δ)β
[
u(xR)− xR

]
(38)
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where

xR = min{x̃, (1− δ)βV̄ R}. (39)

We first consider the case that (1 − δ)βV̄ R ≥ x̃. In this case, xR = x̃, and V̄ R =

[u(x̃)− x̃] /[1 − (1 − δ)β]. We need to check that (1 − δ)βV̄ R = (1 − δ)β [u(x̃)− x̃] /[1 −

(1− δ)β] ≥ x̃ and the inequality holds if and only if (1− δ)βu(x̃) ≥ x̃.

Second, we consider the case that (1 − δ)βV̄ R < x̃. In this case, xR = (1 − δ)βV̄ R. By

(38), we have
1

(1− δ)βx
R =

1

1− (1− δ)β
[
u(xR)− xR

]
,

and thus, xR solves

xR = (1− δ)βu(xR).

A.5 Proof of Proposition 3

We apply Lemma 5 and Lemma 6 to prove the proposition. First, if (1−δ)βu(x̃) ≥ x̃, we have

xR = x̃, and V̄ R = [u(x̃)− x̃] /[1− (1−δ)β]. By (35) and (36), V̂ = [u(x̂)− x̂] /[1− (1−δ)β]

and x̂ < x̃, so V̄ R > V̂ . Second, if (1− δ)βu(x̃) < x̃, then xR satisfies xR = (1− δ)βu(xR),

and by the concavity of u(x), we have u′(xR) < 1/[(1 − δ)β]; thus, xR > x̂, and this also

implies that V̄ R > V̂ . Finally, by (34), V̂ > V̄ holds. Thus, we must have V̄ R > V̄ .

A.6 Equilibrium Condition

First, we show that (3) implies (4). Let {Vs}∞s=0 be a sequence that satisfies (3) for all s ≥ 0,

then

Vs = u (xs)− (1− δ)zs + (1− δ)β
∞∑
j=1

(1− δ)jβj [u (xs+j)− (1− δ)zs+j] (40)

= u (xs)− (1− δ)zs + (1− δ)βVs+1, (41)

so (4) holds.

Second, we show that if (5) holds, then (4) implies (3). Let {Vs}∞s=0 satisfy (4) for all s,
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then

Vs = u (xs)− (1− δ)zs + (1− δ)βVs+1

=

S∑
j=0

(1− δ)jβj [u (xs+j)− (1− δ)zs+j] + (1− δ)S+1βS+1VS.

Taking S to infinity, we obtain

Vs =

∞∑
j=0

(1− δ)jβj [u (xs+j)− (1− δ)zs+j] + lim
S→∞

(1− δ)S+1βS+1VS. (42)

Given that (5) holds, (42) implies (3).

A.7 Divergent Path

We show that for a path {Vs}∞s=0 that satisfies (8) for all s ≥ 0 and Vs →∞ as s→∞, then

{Vs}∞s=0 violates the boundedness condition (5). Because Vs diverges to infinity, there is a

s̃ > 0 such that (1 − δ)β(Vs − V0) ≥ x̃ for all s ≥ s̃. Let f̃ = u(x̃) − x̃, then for s ≥ s̃, we

have

Vs = f̃ + (1− δ)βVs+1. (43)

By (43), for T > s > s̃, we have

Vs =

T−s∑
t=0

(1− δ)tβtf̃ + (1− δ)T−sβT−sVT ,

VT =
T−s∑
t=0

−f̃
(1− δ)tβt

+
Vs

(1− δ)T−sβT−s
, .

(1− δ)TβTVT =

[
−

T∑
t=s

(1− δ)tβtf̃
]

+ (1− δ)sβsVs.

Taking T to infinity, we obtain

lim
T→∞

(1− δ)TβTVT = (1− δ)sβs
[

−f̃
1− (1− δ)β + Vs

]
. (44)
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Because Vs+1 > Vs, (43) implies

Vs >
f̃

[1− (1− δ)β]
. (45)

Thus, (44) and (45) imply

lim
T→∞

(1− δ)TβTVT > 0,

so the path {Vs}∞s=0 violates the boundedness condition and does not generate a credit

equilibrium.

A.8 Proof of Lemma 1

We prove by contradiction. Suppose that there is an equilibrium with fraud, and let (x∗, z∗)

denote the offer proposed by genuine and virtual agents in the equilibrium, and let W g∗

and W v∗ denote the genuine and virtual agents’payoffs in the equilibrium, respectively. We

construct an offer (x′, z′) that satisfies (ICg) to (ICm). The virtual agent’s payoff in the

equilibrium with fraud must be nonnegative, and this implies that −d − c + v(x∗) ≥ 0;

otherwise the virtual agent would deviate to being idle. Thus, because c > 0, we must

have x∗ > 0. Let x′ = x∗ − ε > 0, where ε > 0, and let z′ satisfy −x′ + (1 − δ)z′ = 0.

First, we show that (x′, z′) satisfies (ICg) if ε is suffi ciently small. Because both genuine

and virtual agents propose (x∗, z∗) in the equilibrium with fraud, we have λ(x∗, z∗) < 1;

and by (16), we have −x∗ + (1 − δ)λ(x∗, z∗)z∗ ≥ 0. Moreover, because x∗ > 0, we have

−d + u(x∗) − x∗ > −d + u(x∗) − x∗/λ(x∗, z∗). If ε is set suffi ciently small, we will have

−d+ u(x′)− x′ > −d+ u(x∗)− x∗/λ(x∗, z∗). Therefore,

−d+ u(x′)− (1− δ)z′ + (1− δ)β(V1 − V0)

= −d+ u(x′)− x′ + (1− δ)β(V1 − V0)

> −d+ u(x∗)− x∗/λ(x∗, z∗) + (1− δ)β(V1 − V0)

≥ −d+ u(x∗)− (1− δ)z + (1− δ)β(V1 − V0)

= W g∗.
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Moreover, because x′ < x, we have −d − c + v(x′) < −d − c + v(x) = W v∗, so (ICv) holds.

Third, (ICm) holds because by construction, −x′ + (1 − δ)z′ = 0. Finally, because x′ < x,

we have z′ < z ≤ β(V1 − V0), so (x′, z′) ∈ Ω. Thus, (x′, z′) satisfies (ICv) to (ICm), and this

result excludes the existence of an equilibrium with fraud.

A.9 Proof of Lemma 2

Suppose that a genuine agent proposes an offer (x∗, z∗) in an equilibrium with no fraud. If

a virtual agent proposes an offer (x̃, z̃) in the equilibrium, the offer must be different from

(x∗, z∗); thus, the merchant must believe that an agent that proposes (x̃, z̃) is a virtual agent,

so λ(x̃, z̃) = 0. If x̃ > 0, by (16), the offer will be rejected by the merchant, and the virtual

agent will obtain a value equal to −d − c < 0. Thus, a virtual agent does not propose an

offer with x̃ > 0. If x̃ = 0, by (16), the offer will be accepted by the merchant, but this

implies that the virtual agent obtains a value equal to −d − c + v(x̃) = −d − c < 0. Thus,

a virtual agent does not propose x̃ = 0. Consequently, in an equilibrium with no fraud, a

virtual agent must choose to be idle.

A.10 Proof of Lemma 3

We first prove that the optimal no-fraud offer (x†, z†) forms an equilibrium with no fraud

if w̃g(x†, z†) ≥ 0. Suppose that (x†, z†) satisfies (18). We construct the merchant’s beliefs

as follows. Let the merchant believes that the agent is genuine if the agent propose (x, z)

such that −d − c + v(x) ≤ 0 and −x + (1− δ)z ≥ 0; otherwise, the merchant believes that

the agent is virtual. If the offer satisfies −d − c + v(x) ≤ 0 and −x + (1 − δ)z ≥ 0, the

merchant will accept the offer. If −d− c + v(x) > 0, we must have x > 0, and because the

merchant believes that the agent is virtual in this case, the merchant must reject the offer.

If −x+ (1− δ)z < 0, we must also have x > 0, and because the merchant believes that the

agent is virtual, the merchant must also reject the offer. Thus, given that −d− c+v(x†) ≤ 0

and −x† + (1 − δ)z† ≥ 0, the merchant will accept the offer (x†, z†). The genuine agent’s

payoff from proposing (x†, z†) will be equal to w̃g(x†, z†), and her payoff from proposing any

other offer will be 0. Thus, it is the genuine agent’s best response to propose (x†, z†) if

41



w̃g(x†, z†) ≥ 0. Moreover, a virtual agent obtains at most zero by proposing any offer, so it

is the virtual agent’s best response to be idle.

We prove that the refinement is also satisfied. First, suppose that V1 − V0 > 0 and that

there is an alternative offer (x′, z′) ∈ Ω satisfying (ICv) to (ICm). LetW g† denote the genuine

agent’s payoff in the original equilibrium. By (ICg), the alternative offer (x′, z′) generates

a payoff greater than W g†. By (ICg), (x′, z′) satisfies the constraint −x′ + (1 − δ)z′ ≥ 0.

Moreover, because (x′, z′) ∈ Ω, (x′, z′) also satisfies z′ ≤ β(V1 − V0). Because W g† is the

solution of problem (P2), given that (x′, z′) generates a payoff greater thanW g† and satisfies

constraints −x′+(1−δ)z′ ≥ 0 and z′ ≤ β(V1−V0), the offer (x′, z′) must violate the no-fraud

constraint, −d−c+v(x′) ≤ 0, and this result contradicts (ICv), so the refinement is satisfied.

Second, suppose that V1 − V0 = 0, then there is only one offer in the feasible set, and this

must be the equilibrium offer, and an alternative offer that satisfies (ICv) to (ICm) does not

exist, so the refinement is satisfied.

We now show that the optimal no-fraud offer (x†, z†) forms an equilibrium with no fraud

only if w̃g(x†, z†) ≥ 0. We prove by contradiction. Suppose that (x†, z†) does not satisfy

(18), a genuine agent must deviate to be idle (ag = I) and obtain zero payoff, so (x†, z†)

cannot form an equilibrium with no fraud.

A.11 Proof of Lemma 4

We first consider the case under which V1 − V0 > 0. We prove by contradiction. If (x∗, z∗)

forms an equilibrium with no fraud, we must have −d − c + v(x∗) ≤ 0, x∗ ≤ (1 − δ)z∗,

and z∗ ≤ β(V1 − V0). We assume that (x∗, z∗) does not solve (P2), and we show that

(x∗, z∗) will violate the refinement. Because (x∗, z∗) does not solve (P2), we have W g∗ <

W g†. Moreover, we have W v∗ = 0 because the value of virtual agents in an equilibrium

with no fraud must be zero. Because limx→0 u
′(x) = ∞ and V1 − V0 > 0, the optimal

no-fraud offer (x†, z†) satisfies x†, z† > 0. Let x′ = x† − ε > 0 for some ε > 0 and let

z′ = x′/(1 − δ), then (x′, z′) satisfies (ICm). Moreover, we take ε to be suffi ciently small

such that −d+ u(x′)− (1− δ)z′ + (1− δ)β(V1 − V0) > W v∗, so (ICg) is satisfied. Moreover,

because (x†, z†) solves (P2), we have −d − c + v(x†) ≤ 0; thus, because x′ < x†, we have

−d − c + v(x′) < 0 = W v∗, so (ICv) holds. Consequently, because (x′, z′) satisfies (ICv) to
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(ICm), (x∗, z∗) does not form an equilibrium with no fraud.

We then consider the case that V1 − V0 = 0. In this case, the only feasible offer is

x = z = 0, so the equilibrium offer (x∗, z∗) must satisfy x∗ = z∗ = 0, and (x∗, z∗) must solve

(P2).

Finally, (x∗, z∗) must satisfy (18) in either case; otherwise the genuine agent would rather

choose to be idle.

A.12 Proof of Proposition 4

We first prove the “if”part of the Proposition. Suppose that (x, z) forms a nondegenerate

equilibrium. By Lemma 1, the equilibrium must be no-fraud. Thus, by Lemma 4, the offer

must solve (P2) and satisfy (18).

We now prove the “only if”part of the Proposition. Suppose that (x, z) solves (P2) and

satisfies (18). By Lemma 3, (x, z) must form a nondegenerate equilibrium.

Finally, by Lemma 2, virtual agents are idle in the nondegenerate equilibrium.

A.13 Implementability of V̄ in the Extensive Model

We analyze under what circumstance the greatest possible lifetime value V̄ can be generated

in a credit equilibrium with multi-account fraud when C → 0 and D = 0. The steady state

account value V̂ satisfies

V̂ = u(x̂)− x̂+ (1− δ)βV̂ , (46)

where x̂ is the steady state trade volume, and u′(x̂) = 1/[(1− δ)β]. Moreover V̄ satisfies

x̂ = (1− δ)β
(
V̂ − V̄

)
, (47)

and because C → 0, V1 = ṽM1 (V̄ ) satisfies

V̄ = (1− δ)βV1. (48)
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By (46), we obtain

V̂ =
1

1− (1− δ)β [u(x̂)− x̂] . (49)

By (47), we obtain

V̄ = V̂ − x̂

(1− δ)β . (50)

By (49) and (50),

V1 =
1

(1− δ)β

[
V̂ − x̂

(1− δ)β

]
. (51)

Thus,

V̄

V̂
= 1− 1

(1− δ)β
x̂

V̂
,

V1

V̂
=

1

(1− δ)β

[
1− 1

(1− δ)β
x̂

V̂

]
.

By (49),
V1

V̂
≥ 1 ⇐⇒ u(x̂)− x̂

x̂
≥ 1

(1− δ)β .

We observe that whether V̄ can be generated depends on the relative size of the steady state

trade surplus, u(x̂) − x̂, and the steady state trade volume, x̂. Note that their relative size

can be determined by the curvature of the utility function. If the curvature is greater, the

trade surplus relative to the trade volume will be greater, and this will result in a smaller

V̄ to V̂ ratio. Because V1 is a fixed proportion of V̄ , a greater curvature also results in a

smaller ratio of V1 to V̂ . Thus, if the curvature of the utility function is suffi ciently large, V1

will be greater than V̂ , meaning that V̄ will not be generated by a credit equilibrium. We

take a CRRA utility function for example. Let

u(x) =
x1−γ

1− γ , γ ∈ (0, 1).

Then

x̂ = [(1− δ)β]
1
γ ,
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and

u(x̂)− x̂ = [(1− δ)β]
1
γ

[
[(1− δ)β]−1

1− γ − 1

]
.

We observe that
V1

V̂
T 1 ⇐⇒ γ T 1− 1

1 + [(1− δ)β]
.
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B Figures

In all figures, the utility function is u(x) = x1−γ/(1 − γ), and the parameters are: β = 0.9,

δ = 0.5, γ = 0.5.
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Figure 1: Dynamics of account values: benchmark model.
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(−𝑑 − 𝑐 + 𝑣 𝑥 )

(0)

(−𝑑) (−𝑑 − 𝑐)
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Virtual agent [1 − ε]
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Figure 2: Bargaining game with incomplete information
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Figure 3: Dynamics of account values under various entry costs (virtual agents’utility dis-
count: α = 0.4).
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Figure 4: Effects of deterrence activity on the upper bound of lifetime values (virtual agents’
utility discount: α = 0.4).
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Figure 5: The functions ṽM1 (V0), ṽh(V0), and ṽl(V0) under various entry costs (virtual agents’
utility discount: α = 0.4).
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Figure 6: Dynamics under various deterrence activities (virtual agents’ utility discount:
α = 0.4; the entry cost: C = 0).
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Figure 7: Effects of deterrence activity on the upper bound of lifetime values. (Left panel:
α = 0.9. Right panel: C = 0.05)
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Figure 8: The functions ṽM1 (V0), ṽh(V0), and ṽl(V0) under various size of deterrence activity
(virtual agents’utility discount: α = 0.4; the entry cost: C = 0).
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Figure 9: Dynamics of account values: true identity credit.
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