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Abstract

Virtual assistants powered by artificial intelligence are present in virtually every as-

pect of daily life. Although they are computer algorithms, most are represented with

humanized personal characteristics. We study whether assigning them a gender af-

fects the propensity to delegate a search in two online experiments and compare it

to human counterparts of identical characteristics. Virtual assistants generally receive

higher delegation than humans. Gender has differential effects in delegation rates im-

pacting the user’s welfare. The results are entirely driven by female subjects. We find

mild spillover effects, primarily decreasing selection of male humans after interacting

with low-quality male virtual assistants.
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1 Introduction

Even though artificial intelligence (AI) has been used for decades, recent advances that

provide easy (and inexpensive) access to the masses, have generated a frenzy combination

of enthusiasm and fear. While AI enthusiasts foresee countless applications with signifi-

cant efficiency gains, others are more apprehensive about potential job losses and ethical

concerns. AI-powered virtual assistants (VA) have become regular household items that

significantly enhance convenience by assuming decision-making responsibilities on behalf of

users. VA have appeared in a multiplicity of domains, including entertainment where among

others, Amazon’s Alexa and Google Assistant offer personalized recommendation to music

and movies; in transportation, VA offer personalized navigation route planning and even

assisted vehicle driving. In recent years, VA are increasingly overtaking pivotal roles in cru-

cial decision-making processes. For example, medical doctors are using AI to assist with

complex healthcare diagnosis and treatment decisions (e.g., the IBM Watson AI system).

Similarly, investment firms have adopted AI to inform and enhance their financial investment

strategies. When designing VA, it has become common practice for developers and engineers

to embed anthropomorphic characteristics. This practice is grounded in the belief that hu-

manizing VA can make them seem more familiar and increase the connection, engagement,

satisfaction and trust with users of these AI-powered tools (De Visser et al., 2016; Waytz

et al., 2014).

Anthropomorphizing VA by incorporating gender features, such as female or male voices,

names, and appearance, is one of the most important features in humanizing a VA. The

widespread application of gender cues on VA raise compelling inquiries about their impact

on human decision-making. Specifically, it remains unclear how the gender attributes as-

signed to a computerized VA affect their perception and use, which may ultimately lead to

different outcomes. The main hypothesis of this paper is that users may perceive the trust-

worthiness and capability of a gendered VA differently than a gender-less VA. This in turn

can significantly affect whether individuals choose to delegate important decision making

tasks to the VA. The choices made by users concerning the delegation of such decisions can

influence the final outcomes and welfare of the users.

Previous literature raise potential concerns for humanizing VA, such as assigning them

a specific gender through naming conventions, which could inadvertently reinforce prevalent

gender stereotypes (Weidinger et al., 2022).1 It is widely accepted that gender features, such

1Other concerns reflect the fear of robotic technology adoption overtaking human jobs. For example,
Gunadi and Ryu (2023) find that in the United States, a 10% increase in robot exposure is linked to a
2.5% increase in college enrollment rates, with long-term effects pointing to a higher likelihood of individuals
obtaining a college degree with greater exposure to robots during their school years.
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as voices, names and appearance, can effectively manipulate the users’ perception of the

VA’s gender (Jung et al., 2016). Previous research has shown that people tend to transfer

the gender and racial biases prevalent in human society onto VA with the corresponding

gender or racial attributes. This may reinforce and perpetuate existing gender and racial

biases (Cave and Dihal, 2020; Hwang et al., 2019). One concern arising from this potential

spillover is that the positive or negative experiences with a gendered VA may contribute to

the formation of favorable or unfavorable stereotypes toward specific groups. This in turn

may negatively impact human-to-human interactions and amplify biases in the way humans

engage with each other.

We investigate how assigning gender attributes to Virtual Assistants (VA) may impact in-

dividuals’ willingness to delegate a decision-making search task with economic consequences.2

More specifically our paper has two main objectives. First, we examine how the gender of

a VA influences users’ delegation choices and whether these effects mirror patterns observed

in interactions with human assistants of identical characteristics. Second, we investigate

whether interactions with gendered VA (of high or low quality) raise concerns regarding

reinforcement of prevalent gender stereotypes and biases, potentially affecting subsequent

interactions with human assistants.

Our paper consists of two studies each addressing one of the main objectives. We adapt

the authority-delegation game in Fehr et al. (2013) where participants search for information

in an investment decision. Participants have to decide whether to conduct an information

search task on their own, which is costly, or to delegate the search to a VA, which is cost-free,

but produces sub-optimal returns. In Study 1 we adopt a 2×3 between-subject design, vary-

ing the type of assistant (Virtual Assistant or Human Assistant) and the gender attributes

(male, female, or gender-less). We manipulate the assistants’ gender cues by naming the

assistant with a male name, a female name, or providing no name and referring to it as

Virtual Assistant or Assistant (in the human treatments). Moreover, we vary the quality

of the assistants on a within-subject basis, which has implications for the optimal strategy

of subjects: subjects should always delegate to the assistant under high quality and should

always self-search under low quality. The results from Study 1 suggest that the impact of

2Bauer et al. (2023) explores delegation decisions to an AI as well, albeit they focus on the AI sys-
tem explainability on a real estate agents’ decision making context. Sunstein and Reisch (2023) find that
males tend to favor algorithms more than females, and approximately one-third of individuals already hold
a preference for either humans or algorithms that remains unchanged by brief information favoring one over
the other. In a large scale field study on ridesharing platforms, Liu et al. (2023) find that drivers are less
likely to follow recommendations from an algorithm when the recommendation does not align with their
past experience at a given location-time unit and when their peers’ actions contradict the algorithmic rec-
ommendations. Ajzenman et al. (2023) show that a human-delivered intervention boosted students’ interest
in education majors, but the scalable chatbot equivalent had limited impact, emphasizing the importance of
testing scalability during experiment design.
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gender attributes largely depends on whether the assistant is virtual or human. In gen-

eral virtual assistants receive higher delegation rates than human counterparts of identical

characteristics. More, specifically, conditional on high-quality assistants, assigning gender

features to the assistant increases delegation when the assistant is human; conversely, as-

signing gender attributes decreases delegation to VA. In the case of low-quality assistants,

a notable pattern emerges: human males tend to receive higher delegation rates compared

to human females and gender-less human assistants. Strikingly, these results are reversed

for VA, where delegation rates are higher for female and gender-less VA compared to male

VAs. There are persistent differential gender effects after controlling for socio-demographic

factors and clustering at the individual level in logit regressions showing that a male gender

increases delegation to human assistants while it decreases delegation for virtual assistants.

These effects are only observed among female subjects while male subjects are not sensitive

to gender queues.

This observation raises an intriguing point. The overwhelming majority of VA in the

market tend to be predominantly female. This prevalence of female VA may inadvertently

contribute to reinforcing gender stereotypes, particularly in roles associated with assistant-

type jobs and may help to explain the high delegation rates for female VA in low-quality

conditions. Perhaps more concerning is the fact that gender-less VA while not perceived to be

female, receive delegation rates on par with females VA. This suggests that the absence of a

gender attribute might itself reinforce prevailing stereotypes in low-quality VA markets where

people may perceive assistants to be predominantly female raising questions of potential

spillover effects to human labor markets.

Study 2 further explores spillover effects from the interaction with a gendered VA to the

subsequent choice of a male vs. a female human assistant. Participants first engage in a block

of the authority-delegation game with a VA that varies in gender and quality on a between-

subjects basis. After having experienced the VA (high-quality or low quality) in the first block

of the authority-delegation game, participants choose whether they prefer to engage with a

male or a female Human Assistant for one additional block of the authority-delegation game.

We find limited evidence of spillovers from interactions with VA to the choices of male vs.

female human assistants. Such effects are mainly observed with low-quality, male-featured

VA, where interactions appear to lower the subsequent selection of male human assistants,

primarily among female subjects. We find that there are no significant spillover effects among

male subjects.

In recent years people are witnessing a growing integration of AI and robotics in aid-

ing significant decision-making in critical domains, such as medical diagnosis and financial

investments. There is a growing body of literature delving into users’ perception of AI com-
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petence in assisting decision-making and their willingness to utilize algorithms. Dietvorst

et al. (2015) have shown the existence of “algorithm aversion”, i.e., humans are less tolerant

of mistakes made by algorithms and are less willing to collaborate with algorithms com-

pared to human collaborators. More recently, studies have assessed the real-world adoption

of algorithms in medical decision-making. For instance, Agarwal et al. (2023) found that

the under-utilization of AI’s potential in diagnosis widely exists among radiologists due to

their belief updating errors, while Baldauf et al. (2020) found a willingness amongst patients

to use AI-driven self-diagnosis apps as supplements to professional medical advice. Further-

more, the influence of AI on users’ decision-making and performance has gathered increasing

attention, with mixed findings regarding AI’s role in team collaboration and performance

(Dell’Acqua et al., 2023; Koster et al., 2022).

Building upon existing research, our study attempts to study users’ willingness to delegate

decisions to a VA and examines how this decision is influenced by the VA’s gender attributes.

While existing literature in the fields of Psychology and Computer Science have studied

the influence of gender, perceptions, and trust on human-robot interactions (Azaria et al.,

2016; Eyssel and Hegel, 2012; Hu et al., 2022; Nomura, 2017; Tay et al., 2013; Vodrahalli

et al., 2022), our study takes a unique approach by systematically examining the impact

of subtle gender cues on decision-making tasks with economic and welfare relevance under

environments with an optimal strategic behavior. More specifically, our study demonstrates

that a VA’s gender attribute significantly influences users’ delegation decisions, particularly

when the VA exhibits high competence. Surprisingly, we find that assigning gender attribute

reduces users’ delegation frequency towards virtual assistants, while these gender attributes

of human assistants enhance users’ delegation. Additionally, we highlight the variability

in user responses, revealing that female users are more responsive to the gender cues of a

VA compared to their male counterparts. Given the novelty of this topic, we selected a

delegation task with no a priori expectations connected to specific gender stereotypes, but it

is possible that the type of task may induce differential outcomes. This is a relevant question

for future research.

Additionally, our study adds to the existing literature on autonomy and delegation. Pre-

vious studies have shown a preference for autonomy, even when delegating decision making

to others is objectively optimal (Ertac et al., 2020; Fehr et al., 2013). However, most of these

studies focus on human-to-human interaction, while both our studies extend to human-to-

VA interaction. Consistent with prior research, we observe that subjects are inclined to

maintain autonomy even when delegating tasks could yield superior outcomes. Interestingly,

our study reveals that individuals are more willing to delegate decisions to VA compared to

their human counterparts.

4



The rest of the paper is structured as follows. Section 2 presents the methods for the

authority delegation game and its parameters. In Section 3 we present the study of the

impact of Humanization of AI on delegation decisions and in Section 4 we describe the study

of how experience with a humanized AI may spillover to interaction with humans assistants.

We conclude with discussion and conclusions in Sections 5 and 6, respectively.

2 Methods

We first introduce the structure of the authority-delegation game and explain the choice of

parameters in the model and optimal search intensity predictions.3

2.1 The Authority-Delegation Game

We adapt the authority-delegation (AD) game in Fehr et al. (2013). In the AD game subjects

are presented with a set of 35 cards aligned in 7 columns and 5 rows as shown in Figure

1. There are three cards that offer positive payoffs: the Green Card (returning A0), the

Blue Card (returning A1), and the Red Card (returning A2). It is common knowledge that

A2 > A1 > A0, indicating that the Red Card provides the highest payoff, while the Green

Card offers the lowest. The remaining cards are blank and yield no payoff. The cards are

shuffled and the Green Card is the only card always visible, while the remaining 34 cards are

facing down. The subjects’ objective is to select one card that will determine their payoff.

Figure 1: Example Screenshot of A Successful Self-Search

3Both our studies were preregistered with the AEA’s RCT registry (AEARCTR-0010921) at https:

//www.socialscienceregistry.org/trials/10921.
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Subjects have the opportunity to conduct an information search to reveal all the cards.

There are two options available for conducting the information search: “self-search” or “as-

sistant search”. The characteristics of the assistants are the manipulating factor we introduce

in our treatments described in the experimental design section.

Self-search. Subjects opting to conduct their own information search have to exert costly

effort. They specify a costly search intensity E = {0, 0.1, 0.2, ..., 0.9, 1}, which represents the

probability of a successful search. In other words, E represents the probability of subjects

discovering the position of all 35 cards which will allow them to select the payoff maximizing

card. The search intensity is associated with an effort cost function g(E) = 25 × E2. If

the search is successful, all 35 cards are revealed, allowing the subjects to fully observe the

entire set of cards and their corresponding payoffs and maximize their payoff by clicking on

the red card. An unsuccessful search reveals only the always visible green card. See Figure

1 for an example screenshot of the revealed card positions after a successful search.

Assistant search. Subjects can choose to delegate the search to an assistant, whose char-

acteristics are predetermined by the treatment conditions as described in the experimental

design section. The assistant searches with a fixed intensity of e = {eL, eH}, depending on

the quality treatment assignment (low or high) and upon completing the search, the assis-

tant always selects the medium payoff Blue card on behalf of the subject. Note that while

the assistant’s search is cost-free, a successful search always results in the assistant choosing

the medium payoff Blue Card, and not the highest payoff Red Card. If the assistant search

is not successful, then the assistant picks the Green Card, thus ensuring participants of at

least the lowest payment.

This experimental design introduces a scenario wherein subjects face a trade-off between

conducting the search on their own or delegating it to an assistant. Self-searching is costly,

but it allows subjects the possibility to select the highest-paying Red Card upon a successful

search. On the other hand, delegating the search to the assistant is cost-free, but there is

an incentive misalignment: if a search is successful, the assistant always selects the medium

payoff Blue Card. Our design is representative of environments where users choose between

searching for information independently or relying on VAs before making decisions. Relying

on virtual assistants reduces the searching cost and produces a reward that could be im-

proved by engaging in a costly self-information search. There are many emerging markets

where consumers delegate searching for products and services to assistants, but due to a

lack of perfect customization to fit individual users, there is a misalignment between the

recommendation algorithms and the user’s specific requirements which denies the maximum

payoff.4

4Busy lifestyles have resulted in emerging automatic selections for music, food, clothing and many other
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2.2 Experimental Parameters and Predictions

We set up the parameters to generate an optimal information search strategy. The Green

Card returns A0 = 10 tokens, the Blue Card returns A2 = 24 tokens, and the Red Card

returns A1 = 40 tokens. Tokens are exchanged at a rate of 1 token = $0.10. Based on the

parameter setup, there are three predictions.

Prediction 1 The optimal search intensity for a self-search is E∗ = 0.6.

Prediction 1 is derived from the subjects’ expected payoff under self-search: E × 40 +

(1−E)× 10− 25×E2. By taking the first and second order conditions, we obtain E∗ = 0.6

as the optimal search intensity for maximizing subject’s payoff.

Prediction 2 Subjects’ optimal choice is to delegate the search to the assistant if the assis-

tant’s search intensity e ≥ 9
14
, and to conduct their own search if e < 9

14
.

The reasoning behind Prediction 2 is as follows. The expected payoff from self-search is

E∗ × 40 + (1 − E∗) × 10 − 25 × E∗2 = 19. The expected payoff from the assistant search

with intensity e is e× 24 + (1− e)× 10 = 14e+ 10. Therefore, the assistant search is more

profitable if e > 9
14
, and self-search is more profitable if e < 9

14
. Hence the optimal strategy

for participants is to delegate the search to the assistants if their success rate (i.e. quality)

is higher than 64% and to self-search otherwise. In our experimental design we vary the

quality of the assistant below and above this threshold to generate differences in the optimal

search strategy depending on the quality of the assistant. The high-quality treatments have

a success rate of 80% and participants should always delegate the search to the assistants,

while the low-quality treatments have a success rate of 60% and the participants should

always self-search.

Prediction 3 The type of assistant, whether it is human or virtual, and assistant’s gender as

signaled through a name, do not exert an influence on the subjects’ optimal choice regarding

delegation or self-search.

Prediction 3 claims that Prediction 2 persists regardless of the assistant’s feature (gender

attribute; human vs. virtual), because the design of the assistant does not change the

incentive structure or any of the parameters. However, previous literature have raised the

market goods. For example, prominent companies like Amazon use recommendation algorithms to suggest
products based on user behavior and preferences. Similarly, for entertainment streaming, platforms like
Netflix or Spotify utilize algorithms to curate personalized content recommendations for their subscribers.
However, automated selections may not fully encompass individual preferences and specific needs albeit they
do shape users’ choices and influence consumption patterns.
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possibility that such characteristics could influence subjects’ perceptions of the assistant,

potentially leading subjects to adjust their behavior in response to anthropomorphic features

of the assistants.5 We will explore the validity of this prediction and the potential impact of

these non-competence-related attributes on delegation choices in Study 1 in Section 3.

3 Study 1: The Impact of the Gender of Virtual As-

sistants on Delegation Decisions

The goal of Study 1 is to investigate whether assigning a gender to a virtual assistant changes

the propensity of participants to delegate the searching decision, given that there exists an

optimal delegation strategy based on the structure of the game parameters. The optimal

delegation strategy should be unaffected by the gender designation.

3.1 Treatment Conditions

Subjects are randomly assigned to one of six between-subject treatments, varying both the

gender characteristics of the assistant and the assistant’s type as either a Virtual Assistant

(VA thereafter) or a Human Assistant (HA thereafter). Gender was signaled by naming

the assistant as either ‘Jennifer’ or ‘Charles’ (we discuss the names selection procedures

momentarily). For the gender-less treatments we did not provide a name for the assistant:

Female VA. In this treatment the assistant is introduced to the subject as a pre-programmed

virtual assistant with humanized female characteristics by naming it “Jennifer”.

Male VA. In this treatment the assistant is introduced to the subject as a pre-programmed

virtual assistant with humanized male characteristics by naming it “Charles”.

Gender-less VA. In this treatment the assistant is introduced to the subject as a pre-

programmed virtual assistant, without any reference to gender or name.

Female HA. In this treatment the assistant is introduced as a female Human assistant

named “Jennifer”, and subjects are informed that the name is a fictitious name chosen by a

real human participant who previously recorded the search intensity and the search results.

Male HA. In this treatment the assistant is introduced as a male Human assistant named

“Charles”, and subjects are informed that the name is a fictitious name chosen by a real

human participant who previously recorded the search intensity and the search results.

5The optimal strategy described in Predictions 1 and 2 assumes risk neutrality. Since participants are
randomly assigned to between-subject treatments that differ in the type and gender of the assistants, but
the parameters remain the same across all conditions, risk does not change Prediction 3, as long as there is
balance across treatments. Our main research question is about delegation comparisons across the gender
assignment in the treatments.
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Gender-less HA. In this treatment, the assistant is introduced to the subject as a partic-

ipant from a previous session who already chose the search intensity and the search results

were recorded without any gender or name reference.

To avoid deception, prior to implementing the main Study, we recruited 13 participants

for two in-person sessions and recorded their choices of search intensity and the correspond-

ing search results. The search results were generated from a random-draw program with a

given random seed, ensuring that all HAs are identical. We asked participants to choose a

pseudonym to represent themselves as human assistants in subsequent sessions. We selected

two participants who chose the names “Charles” and “Jennifer” to construct our treatment

conditions. We used the computer random-draw generation process to obtain identical re-

sponses for the VA and used the exact same names as the human counterparts to represent

them. This process results in identical parameters and interactions of participants with the

assistants with the only difference being the humanization and gender components associated

with each treatment. For more information on how we constructed the assistant treatments

through the lab sessions, please check Appendix C in the Electronic Supplementary Material.

For each treatment described above, subjects played two blocks of the authority-delegation

game with each block repeating the game for 10 periods. The two blocks differ in the quality

of the assistant in terms of the probability of success for conducting the search and were

randomized within subjects:

Low-Quality Block. In this block, the assistant’s search intensity is e = 0.6. According

to Prediction 2, subjects’ optimal choice is to self-search.

High-Quality Block. In this block, the assistant’s search intensity is e = 0.8. According

to Prediction 2, subjects’ optimal choice is to delegate the search to the assistant.

3.2 Experimental Procedures

We implemented an online experiment in oTree (Chen et al., 2016) using general popula-

tion panelists from Forthright Access, an online research company that handles their own

recruitment through a variety of direct advertising channels. All potential panelists are pro-

cessed through a multi-step, double opt-in procedure to ensure informed consent, and to

collect basic profile information. Once participants are in the panel, the company continues

to capture new profiling metrics and monitor their data closely. All subjects participate in

studies where they are shown monetary compensation in dollar amounts and over half of

them have validated their personal phone numbers with the company that allows them to

receive instant rewards for their participation.

Subjects first experienced two blocks of the authority-delegation game in random order
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(10 periods × 2 blocks = 20 periods in total) as described in the previous section. After

completing the authority delegation game, subjects participated in a lottery choice task

(Dave et al., 2010), and completed a brief implicit association test (Sriram and Greenwald,

2009) to capture any individual-level implicit stereotype gender biases. Following these

tasks, participants completed a post-experimental questionnaire collecting information about

their perceptions of the assistants in terms of their gender characteristics, general trust

attitudes towards others, and previous use and perceptions of virtual assistants. A variety of

demographic characteristics for the panelists are routinely collected by the company which

can be matched to subjects’ unique identifier. Subjects were completely anonymous to the

experimenters.

We employed several quality controls to account for subjects’ attention and compre-

hension of the experimental procedures. First, all screens that included instructions had

minimum threshold timers, and at any point if a subject rushed out of the screen (i.e., less

than 3 seconds for short instruction pages or less than 6 seconds for long instruction pages),

the subject would be screened out and directed to a final termination screen.6

Second, we incorporated three attention check questions.7 Subjects who rushed through

the instructions or failed two or more attention check questions were ejected. A total of

1,472 subjects started the study and 46.2% completed it. In the analysis we use 660 complete

responses.8 See Table 1 for the sample size and descriptive statistics by treatment conditions.

As a manipulation check of our treatments, we asked subjects at the end of the exper-

iment to report their perception of the assistant as a human, female and male and report

results in Table A1 in the Electronic Supplementary Material.9 The average responses from

participants show that assigning a gender to the assistant increased their perception as hu-

6All subjects received a warning at the beginning of the study that they would be excluded at any point
if they did not pass a quality control check or did not pay attention.

7In the first question, subjects were asked a factual question and were guided to choose the counterfactual
answer. Failure to choose the counterfactual answer indicates low attention to the study. At a later point
in the study, subjects were explicitly asked to skip the question. In the third question, subjects were asked
another factual question and failure to answer it correctly indicates low attention. Any subject that failed
two attention checks was excluded from the study and received no payment.

8We excluded 20 subjects from a total of 680 valid responses who self-identified as non-binary. This is
because we will examine treatment effects depending on subjects’ gender. Given the limited representation
of non-binary participants, their inclusion in the regression analysis will potentially introduce sample im-
balances. To ensure consistency in the analysis, we decided to drop those 20 subjects. Therefore, finally
there are 660 subjects included in the analysis. The qualification procedures are acceptable given that we
are studying a delegation decision to assistants, which simulates a real-life scenario where users make sig-
nificant decisions, such as navigation route choices, investment decisions, and health-related decisions. In
these scenarios people normally carefully consider whether to rely on an assistant or to make their own de-
cisions. Therefore, it is important to include subjects who read the instructions carefully and pay attention
throughout the study.

9Screenshots of the questionnaire are included in the Electrinoic Supplementary Material.
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Table 1: Descriptive Statistics for Subjects in Study 1

Treatment Conditions

VA Assistants Human Assistants

Female Male Gender-less Female Male Gender-less

Female Subjects (%) 45.9 48.7 50.9 48.2 47.3 51.1

Age 45.2
(17.5)

43.3
(16.5)

47.7
(17.0)

45.2
(17.1)

44.8
(16.0)

44.7
(15.2)

Freq. of Voice Asst. Usage 2.5
(1.5)

2.5
(1.5)

2.4
(1.4)

2.6
(1.5)

2.4
(1.4)

2.6
(1.4)

Ethnicity (%)

White 69.2 68.1 74.6 81.5 68.5 82.6

Black/African American 12.0 17.7 13.1 7.4 17.4 6.5

Asian 6.8 4.4 3.5 6.5 7.6 4.4

More than 1 Ethnicity 7.5 5.3 6.1 2.8 3.3 4.4

Native Hawaiian/Pacific 0.8 0.0 0.0 0.0 0.0 0.0

American India/Alaska 0.0 0.9 0.0 0.0 1.1 1.1

Other 2.3 3.5 2.6 1.9 1.1 1.1

Prefer Not To Answer 1.5 0.0 0.0 0.0 1.1 0.0

N 134 115 116 110 93 92
a Standard deviations are in parentheses;
b “Freq. of Voice Asst. Usage” is the average of responses from the post-experimental questionnaire

question “How often do you use any voice assistant, for example Siri, Alexa, or Google?”, and the

responses is coded into “1 = I don’t use them or rarely use them, 2 = Once a week, 3 = Once a day,

4 = 2-5 times a day, 5 = More than 5 times a day”.
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man. Moreover, both the Female VA and Female HA treatments led participants to view the

assistant as a female, as intended. Similarly, the Male VA and Male HA treatments yielded

a stronger perception of the assistant as male. These outcomes indicate a successful ma-

nipulation of the treatment conditions to effectively influence participants’ anthropomorphic

perceptions of VA while keeping all the quality characteristics constant.

3.3 Study 1 Results

Figure 2 shows the proportion of delegation to HA and VA by quality of assistant treatment.

Recall that regardless of whether the assistant is virtual or human, by design, subjects’ opti-

mal strategy is to self-search if the assistant’s search intensity is 60% (low-quality assistant),

and to delegate the search if the assistant’s search intensity is 80% (high-quality assistant).

Figure 2 indicates that subjects over-delegate to Low-Quality assistants, and under-delegate

to High-Quality assistants. However, subjects delegate significantly more in the High-Quality

block compared to the Low-Quality, which is consistent with our model prediction (p-values

< 0.001 for signed-rank tests (Wilcoxon, 1945)). More importantly, despite the fact that

the assistant type (Virtual or Human) does not affect the expected returns from delegation,

subjects delegate significantly more to Virtual assistants than to Human assistants in both

the low quality (p-value < 0.001 for a Wilcoxon-Mann-Whitney (WMN) test (Mann and

Whitney, 1947; Wilcoxon, 1945)) and the high quality (p-value = 0.006 for a WMN test)

treatments. These initial aggregated results seem to point out that participants in general,

trust and delegate the search more often to VA rather than HA.

Figure 3 further breaks down subjects’ delegation rate by the gender of the assistants.

Figure 3a shows the results for the low-quality assistants. The results shows that male

VA receive lower delegation rates compared to female (p-value = 0.018) and gender-less

assistants (p-value = 0.019). Interestingly, these results are completely reversed for HA,

with significantly more delegation to male HA compared to female HA (p-value < 0.001)

and gender-less HA (p-value < 0.001). These results point out differences in the perception

of the gender of virtual and human assistants. It is worth noting here that most virtual

assistants in real life tend to be female and it is possible that the stereotypes of virtual

assistants are reversed from human stereotypes due to repeated interactions with female VA.

We explore this issue for the underlying mechanism behind the results in more detail in a

later section.

Figure 3b shows the corresponding results for high-quality assistants. The results show

that the gender-less VA in the high quality condition significantly increases delegation com-

pared to the female (p-value = 0.011) and male (p-value = 0.001) VA; in the case of high
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Figure 2: Delegation to Assistants by Assistant’s Type and Quality

Note. “Low-Quality Asst” are assistants with search intensity of 60%, and “High-Quality Asst” are
assistants with search intensity of 80%. p-values of Human vs. VA assistants are from Mann-Whitney U

tests, and p-values of Low- vs. High-Quality assistants are from signed-rank tests.

quality HA, gender-less HA receive less delegation compared to female HA (p-value = 0.003)

and male HA (p-value = 0.007). These findings indicate that the assistants’ gender impacts

the propensity for delegation and this decision is affected by the quality and type of assis-

tant. In particular, conditional on high-quality assistants, revealing the assistants’ gender

significantly reduces the delegation to VA, and it significantly increases delegation to HA. A

possible explanation for this result is that under high quality conditions, participants expect

interaction with an expert and the perception of expertise increases when assigning more

specific gender features to humans and more impersonal (i.e., computerized) features to vir-

tual assistants. In other words, providing more characteristics for a human expert seems

to improve their perception and enhance delegation, while virtual assistants appear to be

more useful when presented as a gender-less computer. This finding is consistent with the

concept of the Uncanny Valley Hypothesis that predicts that presenting a nonhuman entity

with human features enhances its appeal up to a point, but too much human resemblance

backfires and results in cold responses (Mori et al., 2012). Our results show that assigning

gender features to a VA strengthens subjects’ perception about it as a human, which triggers

an effect that aligns with the uncanny valley hypothesis and discourages delegation to the

VA.10

10Table A1 in the Electronic Supplementary Material shows that when subjects are asked how they
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Figure 3: Proportion of Delegations by Treatment Conditions

Note. “Low-Quality Assistants” are assistants with search intensity of 60%, and “High-Quality Assistants”
are assistants with search intensity of 80%. p-values are from Mann-Whitney U tests.

To verify the robustness of the findings, in Table 2 we show results from logit regressions

of delegation to the assistant (vs. self-search) as the dependent variable, with standard errors

clustered at the individual level. Table 2 shows separate regressions by quality level while

models 3, 4, 5 and 6 further split regressions by subjects’ gender. We include the following

as independent variables in these models: a dummy for a VA (vs. HA); categorical variables

for the assistant’s gender (female, and male, with gender-less as the base); controls for the

periods, subjects’ risk preferences, trust in others, age, and ethnicity. In Columns (1) and

(2), we run logit regressions conditional on High-Quality Blocks and Low-Quality Blocks

separately. In Columns (3) and (4) we restrict the sample to only female subjects. Columns

(5) and (6) only include male subjects.11

perceive the assistant, they have stronger perceptions of VAs as a human under the female and male conditions
compared to the gender-less condition.

11 Separate regressions as in Table 2 are meant to capture treatment effect heterogeneity due to gender
and quality level. Recently, Feigenberg et al. (2023) pointed out that an alternative framing to the separate
regression framework that involves interacting the treatment variable with the source of heterogeneity may
suffer from an omitted variables problem if the source of heterogeneity is not interacted with the rest of the
controls. As a litmus test they propose that the model with the interacted variables produces a heterogeneous
treatment effect and that separate regressions produce heterogeneous effects as well. We provide results from
logit regressions that include all two-way effects with gender and quality in Table A2 and these are consistent
with results in Table 2. In order to address potential omitted variable problems we also estimated models
that interacted gender with the treatment variables as well as all of the rest of the controls, however, Wald
tests of the joint significance of these additional interaction terms fail to reject the null (p-value= 0.104).
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Table 2: Logit Regressions: Marginal Effects of Gender Attributes on Delegation to Assistant

DV: Indicator of Delegation to Assistant

Male & Female Subjects Female Subjects Male Subjects

(1) (2) (3) (4) (5) (6)
Low Quality High Quality Low Quality High Quality Low Quality High Quality

Female vs. Gender-less (Asst=HA) 0.009 0.064 0.043 0.169∗∗ -0.042 -0.062
(0.049) (0.047) (0.071) (0.067) (0.068) (0.062)

Male vs. Gender-less (Asst=HA) 0.092∗ 0.073 0.122∗ 0.175∗∗∗ 0.051 -0.045
(0.048) (0.048) (0.068) (0.067) (0.067) (0.063)

Female vs. Gender-less (Asst=VA) 0.0003 -0.048 -0.106∗ -0.081 0.100 -0.020
(0.044) (0.040) (0.061) (0.057) (0.062) (0.056)

Male vs. Gender-less (Asst=VA) -0.039 -0.056 -0.130∗∗ -0.069 0.039 -0.074
(0.046) (0.042) (0.059) (0.056) (0.070) (0.062)

Individual Controls Yes Yes Yes Yes Yes Yes
Period Control Yes Yes Yes Yes Yes Yes
Observations 6510 6510 3140 3140 3370 3370
N of Individuals 651 651 314 314 337 337
a Standard errors clustered at individual levels in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b Individual controls include rounds, age, ethnicity dummies, subjects’ risk tolerance measured by lottery game from Dave et al. (2010), and
subjects’ trust in others measured by post-experimental survey question;

c Subject demographic information (gender, age, and ethnicity) was primarily collected and provided by Forthright Access. There were 9 subjects
in the dataset whose demographic information was missing, so they are not included in the analysis in this table;

d “Low Quality” are those experimental periods where the assistant’s search intensity is 60%; “High Quality” are those experimental periods
where the assistant’s research intensity is 80%.
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Column (1) of Table 2 shows a statistically significant effect at the 10% of the coefficient

“Male vs. Gender-less (Asst=HA)” indicating that conditional on a low-quality HA, reveal-

ing the male attribute increases the probability of delegation by 9.2%. In contrast, there is

lack of any effect from male attributes on the delegation to low-quality VA, suggesting that

when the VA is of low-quality, assigning them gender attributes does not change subjects’

delegation decisions. Column (2) shows marginal effect results when conditioning on the

high-quality assistants. The results show that none of these effects are statistically signifi-

cant at conventional significance indicating that the gender attribute of assistants, regardless

of being HA or VA, does not change subjects’ delegation decisions.

Since gender is the main focus in our study, we further break down the analysis by the

gender of the subjects. Columns (3) and (4) show the results for female subjects uncovering

interesting effects from the gender attributes of assistants on delegation. In Column (3),

conditional on low-quality assistants, revealing a male attribute for HA increases delegation

by 12.2%, but this effect is reversed to an almost symmetrical decrease of 13.0% if the

assistant is a VA. In addition, for low-quality VA, assigning a female attribute reduces

delegation by 10.6%. We fail to reject the null hypothesis for the corresponding effect for

HA and the magnitude is much lower than any other effect shown in column (3). Moving

to Column (4) which focuses on high-quality assistants, we find that revealing HA’s gender

attributes (either male or female), significantly increases the probability of delegation: a

female gender cue increases delegation by 16.9%, while a male gender cue increases delegation

by 17.5%. In contrast, for VA we find no statistically significant effect —in terms of sign

and magnitude, both effects are negative and much smaller. These patterns indicate that for

female subjects, quality of the assistant and gender cues can significantly impact delegation

decisions.

Columns (5) and (6) show the marginal effects for male subjects by quality type. As

evident, none of the treatment coefficients have any effect on the probability of delegation

decisions. This finding indicates that male subjects are not responsive to gender cues and

the treatment effects on delegation are solely driven by female subjects.

Result 1a. When the assistant is of low quality, a male cue increases delegation if the

assistant is a human, while significantly decreases delegation if the assistant is a virtual one.

A female gender cue decreases delegation rates for virtual assistants only. These effects are

driven by female subjects.

Result 1b. When the assistant is of high quality, both male and female gender cues,

increase delegation if the assistant is a human. Such effects are absent for virtual assistants.

These effects are driven by female subjects.

Consequently, we did not pursue this approach any further.
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Figure 4 depicts the average earnings by treatment. Figure 4a shows the average earnings

in the Low-Quality Block where assistants’ search intensity is 60%. In this block, if subjects

behave optimally (i.e. choose to self-search and search with an intensity of 60%), the expected

earnings are $2.1. Since subjects over-delegate in this condition, their earnings are below

this level (p-value < 0.001 for a one-sample t-test of the average payoffs in Low-Quality

Blocks being $2.1). Similarly, in the high-quality condition in Figure 4b, the subjects’

average earnings are below the optimal predicted earnings of $3.4 (p-value < 0.001 for a

one-sample t-test of the average payoffs in High-Quality Blocks being $3.4). This welfare

loss is primarily driven by subjects sub-optimal delegation decisions as shown in Figure 3b.

Moreover, Prediction 1 posits that the optimal search intensity for a self-search is 60%.

However, Figure A1 in the Electronic Supplementary Material highlights that the average

search intensities under various treatment conditions do not consistently align with the

optimal 60% level under one-sample t-tests.12 Deviation from the optimal intensity level is

particularly pronounced in the High-Quality condition, where subjects tend to under-invest

in self-searching. Consequently, this under-investment in self-search further reduces subjects’

earnings.

So far, our results have established that the gender of the assistants plays a role in the

propensity to delegate. Yet, it remains uncertain whether interactions with gendered VA may

impact subsequent perceptions or reinforce gender-related stereotypes prevalent in society.

During the experiment, subjects engaged with assistants of two quality levels —low and

high quality— in a randomized sequence. While randomization aimed to minimize ordering

effects on delegation decisions, it is possible that the sequence of these two quality blocks

may have an impact on subjects’ preferences for delegation or it may affect gender-related

perceptions and stereotypes.

Following the authority-delegation game, subjects responded to a brief Implicit Asso-

ciation Test (Brief IAT, from Sriram and Greenwald (2009)). This test measures subjects’

implicit associations between gender and pleasant words, and allows us to compute a D-score

based on subjects’ choices and reaction speeds, where positive values indicate an association

between women and pleasant words and negative values indicate an association between men

and pleasant words. We created an indicator that equals 1 if the D-score from the test is

positive (i.e. the individual has an implicit association between women and pleasant words)

and 0 if otherwise (the subject implicitly associates men with pleasant words). Addition-

12One may be interested in whether the assistant’s quality affects subjects’ search intensity when choosing
to self-search. Specifically, subjects may try to outperform assistants by searching with a higher intensity.
In Table A3, we show regression results of subjects’ search intensity on assistants’ quality. None of the
coefficients across the different treatments, are statistically significant at conventional significance levels.
Therefore, we do not find evidence that subjects are trying to outperform assistants of any type.
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Figure 4: Average Payoffs by Treatment Conditions

Note: “Low-Quality Blocks” are the experimental blocks (10 periods) where the assistant’s search intensity
is 60%, and “High-Quality Blocks” are the experimental blocks (10 periods) where the assistant’s search
intensity is 80%. The “Optimal Expected Payoff” is the expected payoff conditional on the optimal choice
in each block, i.e., self-search with intensity 60% in the low-quality block and delegating to assistant in the

high-quality block. p-values are from two-sample t-tests.

ally, we created a binary indicator variable “High-Quality First” that equals 1 if subjects

encountered the high-quality block before the low-quality block. Results presented in Table

3, show the marginal effect of logit regressions with the positive D-score as the dependent

variable on the “High-Quality First” indicator. Columns (1) through (6) show six regression

specification results, one for each of the six treatment conditions.

Column (1) of Table 3 is restricted to the Female VA condition, and the results show a sta-

tistically significant positive coefficient for the “High-Quality First” indicator. This suggests

that, compared to interacting with a low-quality female VA first, the initial interaction with

a high-quality female VA increases the probability of a favorable implicit association towards

females by 46.2%. In Column (2), for male VA, the coefficient is negative and significant,

also suggesting that encountering a high-quality male VA first reduces the probability of an

implicit stereotype favoring females by 46.9% (this can also be interpreted as an increase

in the probability of favoring males). In Columns (4) and (5) for the treatments condi-

tions involving HA, we observe similar patterns. These results highlight the impact of the

“first impression”. More specifically, interacting with a high-quality assistant first amplifies

the subject’s gender preferences towards the corresponding assistant’s gender. Interestingly,
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Columns (3) and (6) demonstrate a different pattern for gender-less assistants. In these

cases, experiencing high-quality assistants first favors a positive view towards females, which

may not be as a surprising finding if we consider that the majority of VA in the real world

are framed as females.

Insights from Table 3 suggest that the interaction with virtual assistants has discernible

effects on subjects’ inclinations or stereotypes related to gender. In the next section, we

present the results of a second experiment specifically designed to properly identify potential

spillover effects from the interaction with virtual assistants in subsequent interactions with

humans.

Table 3: Marginal Effect from Logit Regressions: Spillover of Block Orders to Implicit
Association of Gender

DV: Binary Indicator of Positive D-Score from Brief Implicit Association Test
Virtual Assistant Human Assistant

(1) (2) (3) (4) (5) (6)
Female Male Gender-less Female Male Gender-less

High-Quality First 0.462∗∗∗ -0.469∗∗∗ 0.421∗∗∗ 0.447∗∗∗ -0.457∗∗∗ 0.465∗∗∗

(0.016) (0.059) (0.045) (0.048) (0.027) (0.024)
Individual Controls Yes Yes Yes Yes Yes Yes
N of Individuals 127 112 114 108 89 90
a Robust standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b Individual controls include gender, age, and ethnicity dummies;
c “High-Quality First” is a binary indicator that equals 1 if the subject experiences the block where the assistant with

search intensity of 80% first and then the block where the assistant search intensity is 60%.

4 Study 2: Do Interactions with Humanized AI Spillover

to Human Assistants?

The goal of Study 2 is to investigate the potential spillover effect of the interaction with

humanized virtual assistants on subsequent interaction with human assistants.

4.1 Treatment Conditions

To study the spillovers from the interaction with virtual assistants (VA thereafter) to the

interaction with human assistants (HA thereafter), we run two blocks of the authority-

delegation game, with the first block involving interactions with VA and the second block

with HA. Similar to the experiment in Study 1, each block consists of 10 periods.
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In Block 1, we manipulate a 3 × 2 between-subjects design involving VA’s characteris-

tics: gender (Female VA, Male VA, Gender-less VA) and their quality (Low-Quality, High-

Quality). We use the same names to represent the gender and quality levels as in Study

1. In short, we manipulate the VA’s perceived gender by naming it as “Jennifer” (Female

VA), “Charles” (Male VA), or just “Virtual Assistant” (Gender-less VA). Consistent with

Study 1, for the Low-Quality condition the VA’s search intensity is 60%, and for the High-

Quality condition this intensity is 80%. Subjects are randomly assigned to one of the six

between-subject treatments.

In Block 2, subjects are presented with four HA, two with female names (“Mary” and

“Elizabeth”) and two male names (“Thomas” and “Richard”).13 Subjects have to choose

one of the four available human assistants to interact with throughout the 10 periods of

the authority-delegation game in Block 2. Subjects are informed that all HA have a fixed

searching intensity level of 80%, i.e. they are all high-quality assistants. As a result, there are

no differences among the four HA and the participant’s choice reflects only their assistant’s

gender preference.

In addition, at the end of Block 1 and Block 2, we asked subjects to rate the usefulness

and competence of the assistant they had interacted with. The inclusion of these questions

helps validate the distinct perceptions participants held regarding the varying quality levels

of VA; furthermore, it helps examine whether subjects’ perceptions of a VA influenced their

perceptions and choices concerning HA. Since the quality of the four HA is the same, we

expect to see no differences in the ratings of HA by gender unless there is discrimination in

their accreditation.

4.2 Experimental Procedures

We implemented the experiment in oTree (Chen et al., 2016) and collected the data using

the Forthright general population panel. Subjects in Study 2 were different than subjects in

Study 1. Subjects first experienced two blocks of the authority-delegation game as described

in the previous section. Then similar to Study 1, subjects also completed the same lottery-

choice task, a brief implicit association test, and a post-experiment questionnaire. We applied

the same exclusion criteria as in experiment 1 to ensure valid online responses. A total of

1,279 subjects started the study and the final sample included 637 subjects.14 See Table 4

13We followed a similar procedure as in Study 1 to construct the HA. We invited participants for an
in-person study and recorded their choices and the search results using random draws with a specific seed for
the search results. Participants chose pseudonyms, and we selected four names from their choices to create
the list of names in Study 2.

14In addition to unqualified responses, we further excluded 10 participants who self-identified as non-
binary from the dataset for the same reasons as in Study 1.
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for the sample size and descriptive statistics by treatment conditions.

Table 4: Descriptive Statistics for Subjects in Study 2

Treatment Conditions

Low-Quality VA High-Quality VA

Female Male Gender-less Female Male Gender-less

Female Subjects (%) 38.8 46.4 39.8 45.5 35.9 45.3

Age 47.3
(13.5)

50.0
(15.0)

47.0
(14.8)

50.2
(15.6)

49.0
(14.9)

48.2
(15.9)

Freq. of Voice Asst. Usage 2.4
(1.5)

2.6
(1.5)

2.6
(1.4)

2.4
(1.5)

2.7
(1.5)

2.7
(1.5)

Ethnicity (%)

White 72.6 81.3 72.5 73.0 74.4 74.0

Black/African American 16.7 10.7 11.2 14.0 12.8 9.6

Asian 3.9 2.7 6.1 4.0 4.3 2.9

More than 1 Ethnicity 3.9 3.6 8.2 5.0 6.0 6.7

Native Hawaiian/Pacific 0.0 0.0 0.0 1.0 0.0 1.0

American India/Alaska 0.0 0.0 0.0 0.0 0.9 1.9

Other 2.9 1.8 2.0 2.0 0.9 3.9

Prefer Not To Answer 0.0 0.0 0.0 1.0 0.9 0.0

N 103 112 98 101 117 106
a Standard deviations are in parentheses;
b “Freq. of Voice Asst. Usage” is the average of responses from the post-experimental questionnaire

question “How often do you use any voice assistant, for example Siri, Alexa, or Google?”, and the

responses is coded into “1 = I don’t use them or rarely use them, 2 = Once a week, 3 = Once a day,

4 = 2-5 times a day, 5 = More than 5 times a day”.

Table B1 in the Electronic Supplementary Material shows the perceptions of VA across

treatments as human, male, and female. This table indicates that regardless of the VA’s

quality, subjects tend to perceive female-named VA as more female than male, and vice

versa for male-named VA. This confirms the successful manipulation of participants’ per-

ceptions of VA’s gender. Moreover, in Table B2 in the Electronic Supplementary Material

we report subjects’ average perceptions of the gender of HA in Block 2. The results indi-

cate that female-named HAs are predominantly perceived as female, while male-named HA

are perceived as male more than female. These findings affirm the consistency of subjects’

perceptions of human assistants’ gender in Block 2 with our experimental manipulations.
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4.3 Study 2 Results

We first examine whether the gender attributes of VA in Block 1 change subjects’ perception

of the competence or helpfulness of VA. Immediately after playing the authority-delegation in

Block 1, subjects respond to a survey question on how helpful and competent the VA is, with

value 1 being “not helpful at all” and value 7 being “extremely helpful”. Table 5 reports linear

regressions with subjects’ responses of VA’s helpfulness and competence as the dependent

variable. Columns (1) and (2) pool both male and female subjects together, Column (3)

and (4) restrict the sample to female subjects, and Columns (5) and (6) restrict the sample

to male subjects only. Throughout those regression models, the coefficient associated with

the “High-Quality VA” indicator is positive and statistically significant, indicating that if

the subject is interacting with a high-quality VA, they perceive the VA as more helpful and

competent. This indicates that the quality of the assistants affects subjects’ perception of

VA’s helpfulness and competence based on the search intensity of VA. More importantly,

coefficients associated with indicators of “Female VA” and “Male VA” and their interactions

with “High-Quality VA” are not statistically significant. This finding suggests that the VA’s

gender attribute does not change subjects’ perceptions of the VA’s usefulness. Therefore,

while the gender attribute of VA manipulates subjects’ perception of VA’s gender as shown by

the manipulation check in Table B2, it does not change subjects’ judgment of VA’s efficacy.

Result 2a. Subjects perceive high-quality virtual assistants as being of higher competence

and helpfulness. Their perception is not influenced by virtual assistants’ gender attributes.

Figure 5a shows the proportion of subjects choosing a female-named HA in Block 2 by

treatment. Overall, more than 60% of subjects choose female HA in Block 2 regardless

of the random treatment manipulations in Block 1. In the Low-Quality condition, the

proportion of subjects opting for a female HA peaks at 69.6% under the Male VA condition.

This result shows that after interacting with a low-quality male VA, participants show the

highest rates of female HA in block 2. This proportion is higher than under the Female

(63.1%) and Gender-less (63.3%) conditions. In the High-Quality condition, female HA are

chosen at the highest rate after participants interacted with a female VA (68.3%). However,

there are no statistically significant differences from Mann-Whitney U tests among the three

gender treatment conditions within each quality level. Therefore, we do not find evidence

for spillovers from the interactions with VA to the choices of female vs. male HA. Next, we

will investigate this spillover effect further by narrowing subjects by their gender.

When restricting the sample to female subjects, Figure 5b shows that conditional on

Low-Quality VA in Block 1, the proportion of subjects choosing female HA is significantly

higher under the Male VA condition (73.1%) than under the Female VA condition (52.5%)
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Table 5: Linear Regression of Subjects’ Perception of VA’ Competence/Helpfulness

DV: Perceived VA Competence/Helpfulness

Male & Female Subjects Female Subjects Male Subjects

(1) (2) (3) (4) (5) (6)
Female VA 0.234 0.235 0.476 0.503 0.079 0.103

(0.227) (0.229) (0.342) (0.330) (0.302) (0.305)
Male VA 0.253 0.246 0.321 0.289 0.200 0.202

(0.210) (0.210) (0.341) (0.343) (0.268) (0.267)
High-Quality VA 0.737∗∗∗ 0.792∗∗∗ 0.614∗ 0.619∗ 0.845∗∗∗ 0.948∗∗∗

(0.209) (0.213) (0.344) (0.346) (0.261) (0.266)
Female VA × High-Quality VA -0.070 -0.090 -0.213 -0.134 0.003 -0.049

(0.287) (0.288) (0.438) (0.418) (0.378) (0.391)
Male VA × High-Quality VA -0.192 -0.223 -0.264 -0.196 -0.178 -0.215

(0.281) (0.280) (0.461) (0.463) (0.354) (0.352)
Constant 4.980∗∗∗ 4.959∗∗∗ 4.949∗∗∗ 4.077∗∗∗ 5.000∗∗∗ 5.435∗∗∗

(0.163) (0.351) (0.272) (0.521) (0.204) (0.448)
Individual Controls No Yes No Yes No Yes
N of Individuals 637 633 267 266 370 367
a Standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b Individual controls include gender, age, and ethnicity dummies;
c The outcome variable is the subject’s response to how helpful/competent the VA is, with value 1 being “not
helpful at all” and value 7 being “extremely helpful”;

d “High-Quality VA” is a binary variable that equals 1 if the subject is assigned to the treatment where the VA’s

search intensity is 80% in Block 1, and equals 0 if this intensity is 60% in Block 1; “Female VA” is a binary

variable that equals 1 if the subject is assigned to the treatment where the VA in Block 1 is named “Jennifer”

and 0 if otherwise; “Male VA” is a binary variable that equals 1 if the subject is assigned to the treatment where

the VA in Block 1 is named “Charles” and 0 if otherwise.

and Gender-less VA condition (43.6%). In other words, encountering a low-quality male

VA reduces subjects’ choices for male HA in the subsequent block. However, for the High-

Quality condition, the Female VA treatment does not yield a significantly higher proportion

of choices for female HA, despite the proportion being higher than those under the Male VA

and Gender-less VA treatments.

Conversely, when restricting the sample to male subjects as depicted in Figure 5c, male

subjects’ choices of HA’s gender in Block 2 seem to have no effect in the choice of gender,

given that none of the Mann-Whitney U tests between treatment conditions is statistically

significant. This is similar to our findings in Study 1 that female subjects are more responsive

than males to the VA’s gender.

To validate the findings from Figure 5, we run logit regressions with the indicator of

choosing a female HA as the dependent variable (vs. choosing a male HA). We include

categorical variables for the VA’s gender (female and male, with gender-less as the base) as
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the independent variable. We also include control variables for subjects’ risk preferences,

trust in others, age, and ethnicity. We run separate regressions conditional on the VA’s

quality (Low-Quality or High-Quality). Table 6 reports the marginal effects from these

estimations. Columns (1) and (2) include data from all subjects, with Column (1) focusing on

High-Quality VA and Column (2) focusing on Low-Quality VA. Columns (3) and (4) restrict

sample to female subjects, with one focusing on Low-Quality VA and another focusing on

High-Quality VA. Similarly, Columns (5) and (6) restrict sample to male subjects, each

corresponding to a quality level.15

Columns (1) and (2) show that the gender attribute of the VA does not yield statistically

significant effects on the choices of female vs. male HA. Therefore, pooling both male

and female subjects together, neither VA’s low quality nor high quality changes subjects’

subsequent likelihood of choosing a female HA. In Column (3), when focusing on female

subjects interacting with Low-Quality VA, we find that the marginal effect associated with

the “Male vs. Gender-less” variable is statistically significant. This effect indicates that

interacting with a low quality male VA increases the likelihood of subjects opting for a

female HA by 30.5%. In other words, interacting with a low-quality male VA significantly

decreases subjects’ probability of selecting male humans. This effect roughly reflects the

sharp peak on the left-hand side of Figure 5b. However, in Column (4) we do not find

any statistically significant marginal effects from VA’s gender attributes, indicating that for

High-Quality VA, their gender attributes do not change female subjects’ choices between

female and male HA. Finally, in Columns (5) and (6), concentrating on male subjects, no

statistically significant marginal effects arise from VA’s gender attributes. According to the

findings above, the spillover effect from VA’s gender attributes onto the selection of HA is

limited in scope: it primarily diminishes the female subjects’ preferences for male HA when

they are initially exposed to a low-quality male VA.

Result 2b. When interacting with a virtual assistant of low quality, the presence of

male gender cues spillovers to subjects’ subsequent choices of human assistants by decreas-

ing (increasing) their choices for male (female) assistants. This effect is driven by female

subjects.

15Separate regressions as in Table 6 are meant to capture treatment effect heterogeneity due to gender. As
an alternative framing, similar to what we discuss in Footnote 11, we provide results from logit regressions
that include all two-way interaction of treatment variables with the subject’s gender in Table B3; these are
consistent with results in Table 6. To address potential omitted variable problems discussed in Feigenberg
et al. (2023), we also estimated models that interact gender with the rest of the controls. A Wald test of the
joint significance of these additional interaction terms failed to reject the null (p-value = 0.143). Therefore,
we did not pursue this issue any further.
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Table 6: Logit Regressions: Marginal Effects of VA’s Gender on Choice of Female HAs

DV: Choice of Female Human Assistant

Male & Female Subjects Female Subjects Male Subjects

(1) (2) (3) (4) (5) (6)
Low Quality High Quality Low Quality High Quality Low Quality High Quality

Female vs. Gender-less 0.012 0.085 0.131 0.090 -0.050 0.051
(0.068) (0.067) (0.114) (0.100) (0.079) (0.088)

Male vs. Gender-less 0.077 0.058 0.305∗∗∗ -0.039 -0.108 0.058
(0.065) (0.065) (0.104) (0.103) (0.083) (0.082)

Individual Controls Yes Yes Yes Yes Yes Yes
Observations 312 314 126 132 177 179
a Robust standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b “HA” is the acronym of human assistant;
c Individual controls include age, ethnicity dummies, subjects’ risk tolerance measured by the lottery game from Dave et al. (2010),
and subjects’ trust in others measured by post-experimental survey questions;

d Subject demographic information (gender, age, and ethnicity) was primarily collected and provided by Forthright Access. There

were 4 subjects in the dataset whose demographic information was missing, so they are not included in the analysis in this table.

5 Discussion

Does assigning gender attributes to virtual assistant matter for human users’ willingness to

delegate decision-making to the VA? And do these gender cues spillover to human users’

perception of other humans of a particular gender? Our experimental procedures control for

the quality of the assistants to ensure that there are no differences among them except for the

framing of their gender manipulated through the use of names and whether they are human

or virtual. The results indicate that the gender attribute attached to a virtual assistant does

indeed influence users’ delegation decisions, but the impact differs depending on whether

the assistant is virtual or human. For low-quality Virtual Assistants, a male attribute re-

duces delegation by female users to the virtual assistant, yet it encourages delegation to

human assistants. Conversely, for high-quality virtual assistants, anthropomorphizing with

gender attributes, reduces female users’ probability of delegation to the virtual assistant but

increases their probability of delegation to human assistants. Interestingly, male users are

unresponsive to the gender attributes of either virtual or human assistants. However, the

spillover from interacting with virtual assistants to human assistants’ gender preference is

limited —negative experiences with a male virtual assistant reduce female users’ subsequent

preference for male human assistants.

Assigning gender attributes to algorithms and robotics is a widespread practice in the

diffusion of technology. In practical contexts, virtual assistants are often predominantly char-

acterized as female, possibly due to the perception that women are more inclined to possess

qualities such as friendliness, nurturing, and empathy —aligning with societal stereotypes
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that are believed to enhance user engagement. Borau et al. (2021), through online experi-

ments, demonstrated a preference for female chatbots over their male counterparts, as they

were perceived as more human-like and more considerate. It is also possible that the implied

characteristics of female assistants may dangerously spread stereotypes of women as more

submissive and obedient assistants.

Nonetheless, the results of Study 1 reveal that the effects of attributing gender to both

human and virtual assistants vary in their impact on users’ delegation decision. Specifically,

when an assistant demonstrates high competence, assigning gender attributes significantly

reduces the frequency of users’ engagement with virtual assistants, leading to sub-optimal

outcomes. In contrast, these same attributes encourage delegation to human assistants.

These findings suggest that users perceive gender attributes differently when associated with

a virtual assistant compared to a human assistant. Therefore, we caution against relying

solely on traditional gender perceptions within human society to forecast the influence of

such gender attributes on users’ perceptions and interactions with virtual assistants.

Taking a step further, our study unveils the heterogeneous effect of an assistant’s gender

attributes on male and female users. In our experimental environment, we observed that

female participants exhibited increased sensitivity to the gender attributes of both virtual

and human assistants, whereas male participants’ delegation decisions remained unaffected

by this information. This disparity may be attributed to a variety of factors, including soci-

etal norms, variations in sensitivity to gender differences, or divergent personal experiences

shaped by gender. These complexities warrant further exploration.

Given the observed gender-based differences, we cautiously suggest that the gendering

design of a virtual assistant should consider users’ gender as a significant variable. For

instance, if the predominant user demographic of a virtual assistant leans toward being

female, it is reasonable to anticipate that users’ engagement and usage patterns could be

more influenced by the virtual assistant’s gender features. Such considerations should be

integral to the design process to enhance user satisfaction and engagement.

An important concern regarding the gendering design of virtual assistants is the potential

for these gender attributes to perpetuate or reinforce gender stereotypes (Weidinger et al.,

2022). To illustrate, consider our study’s setting: interacting with a low-quality virtual

assistant of a specific gender may lead to the creation of negative impressions about that

gender, subsequently influencing users’ attitudes towards individuals of the same gender.

In Study 1, we indeed observe evidence of such spillover effects. Participants who had

interactions with both high and low-quality virtual assistants, exhibited spillover effects

based on their initial impressions —specifically, the quality level in the first block of the

delegation task, influenced their gender biases, as measured by a brief implicit association
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test conducted after the main game. Consequently, positive experiences with a gendered

virtual assistant in the first block led to a more favorable disposition towards that gender,

while negative experiences yielded the opposite effect.

However, in Study 2, we only observed limited evidence of spillover effects from interac-

tions with virtual assistants to participants’ preferences when selecting between male and

female human assistants. This suggests that concerns about interactions with virtual assis-

tants significantly altering human users’ preferences for human assistants performing similar

tasks, may not be strongly justified. Nonetheless, it is crucial to recognize that this does not

negate concerns about the potential for gender biases to be perpetuated or reinforced through

the anthropomorphism of robotics and algorithms. The divergent findings on spillover effects

of gendered virtual assistants between Study 1 and 2 underscore the role of context, task

nature, and initial interaction quality in shaping and reshaping individuals’ perceptions of

gender.

One limitation of the current study is that it does not delve into examining the mech-

anisms underlying the divergent outcomes of attributing gender characteristics to human

versus virtual assistants and their impact on users’ delegation decisions. We posit two po-

tential explanations that merit more in-depth investigation. Firstly, participants may hold

varying expectations for human and virtual assistants. While they are inclined likely to em-

brace and value human-like characteristics in human assistants, their priorities might shift

towards functionality and competence when assessing virtual assistants. This contrasting

emphasis on attributes could play a pivotal role in shaping their delegation choices.

Secondly, as discussed by Mori et al. (2012), anthropomorphizing virtual assistants might

trigger a sense of discomfort among users, a phenomenon known as the “uncanny valley”

effect. Assigning names to the virtual assistants in our study could have potentially induced

some discomfort among participants, diminishing their trust in the virtual assistant. In light

of these considerations, it becomes evident that further research is required to uncover the

underlying mechanisms contributing to the differential effects observed in the delegation of

tasks to humanized virtual and human assistants. A comprehensive understanding of these

mechanisms will serve as guidance in designing virtual assistants with the ultimate goal

of enhancing user experiences and mitigating unintended loss resulting from anthropomor-

phism.

6 Conclusion

With the development of artificial intelligence and the recent breakthrough in large language

models, AI-powered virtual assistants are increasingly involved in critical decision making
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processes. Humanizing virtual assistants by incorporating gender attributes is a common

practice, with the belief that this enhances user engagement and trust. In this paper, we

investigated how gender attributes assigned to a virtual assistant influence users’ choices

when it comes to delegating their decision-making responsibilities. We find compelling evi-

dence of an impact of these attributes on users’ delegation decisions. Moreover, our findings

reveal that this impact varies notably when compared to human assistants whose genders are

explicitly designated. In particular, when the virtual assistant is of high quality, assigning

gender attributes significantly reduces users’ delegation, resulting in suboptimal outcomes.

We also delve into the potential spillover effects stemming from interactions with gendered

virtual assistants on users’ attitudes toward individuals of the corresponding gender. Our

results unveil that this spillover only occurs among female users when interacting with low-

quality male virtual assistants.

This study contributes substantially to the human-computer interaction literature, em-

phasizing the importance of pertaining caution when designing the gender features of virtual

assistants. It underscores the nuanced differences in the impact of gender cues between

human and virtual assistants, thereby cautioning against the uncritical application of find-

ings derived from human-human interactions to the complex realm of humanizing of virtual

assistants.
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Figure 5: Choice of Female-Named Human Assistants in Block 2 by Treatments in Block 1

Note: This figure reports the proportion of subjects choosing a female-named human assistant over a
male-named assistant in Block 2, by treatment conditions in Block 1. The left panel restricts to female
subjects only; the right panel restricts to male subjects only. There are 4 non-binary subjects excluded.

p-values are from Mann-Whitney U tests.
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A Study 1 Additional Analysis

Table A1: Manipulation Check of Subjects’ Perception of Assistant Features in Study 1

Treatment Conditions

VA Assistants Human Assistants

Female Male Gender-less Female Male Gender-less

Perceived as Human 3.66
(2.33)

3.65
(2.32)

2.29
(1.51)

4.46
(2.09)

3.67
(2.16)

3.28
(1.94)

Perceived as Female 5.15
(2.20)

1.63
(1.10)

2.76
(1.79)

5.75
(1.82)

1.69
(1.21)

3.14
(1.92)

Perceived as Male 1.47
(.96)

4.88
(2.04)

2.47
(1.63)

1.41
(.90)

4.61
(2.19)

2.93
(1.72)

a This table reports the averages of subjects’ responses to three post-experimental survey ques-

tions about their perceptions of the VA/human assistant as a human/female/male respectively,

on a scale of 1 (the least) to 7 (the strongest), with standard deviations in parentheses.
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Table A2: Marginal Effects from Logit Regressions of Delegation to Assistant

DV: Indicator of Delegation to Assistant

Male & Female Subjects Female Subjects Male Subjects

(1) (2) (3) (4) (5) (6)
Low Quality High Quality Low Quality High Quality Low Quality High Quality

Female vs. Gender-less (Asst=HA) 0.010 0.062 0.047 0.189∗∗∗ -0.025 -0.056
(0.049) (0.046) (0.071) (0.067) (0.068) (0.063)

Male vs. Gender-less (Asst=HA) 0.098∗∗ 0.067 0.121∗ 0.181∗∗∗ 0.076 -0.039
(0.047) (0.047) (0.068) (0.069) (0.066) (0.064)

Female vs. Gender-less (Asst=VA) 0.000 -0.049 -0.100∗ -0.090 0.094 -0.012
(0.044) (0.040) (0.060) (0.057) (0.063) (0.057)

Male vs. Gender-less (Asst=VA) -0.036 -0.057 -0.115∗∗ -0.047 0.038 -0.067
(0.046) (0.043) (0.057) (0.054) (0.071) (0.064)

Individual Controls Yes Yes Yes Yes Yes Yes
Period Control Yes Yes Yes Yes Yes Yes
Observations 13020 13020 13020 13020 13020 13020
N of Individuals 651 651 651 615 615 651
a Standard errors clustered at individual levels in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b Individual controls include age, ethnicity dummies, subjects’ risk tolerance measured by lottery game from Dave et al. (2010), and subjects’
trust in others measured by post-experimental survey question;

c Subject demographic information (gender, age, and ethnicity) was primarily collected and provided by Forthright Access. There were 9 subjects
in the dataset whose demographic information was missing, so they are not included in the analysis in this table;

d “Low Quality” are those experimental periods where the assistant’s search intensity is 60%; “High Quality” are those experimental periods

where the assistant’s intensity is 80%.
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Figure A1: Average Search Intensity Conditional on Self Search, by Treatment Conditions

Note. “Low-Quality Assistants” are assistants with search intensity of 60%, and “High-Quality Assistants”
are assistants with search intensity of 80%. The p-values are from the one-sample t-tests of the average

search intensity = 60%.
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Table A3: Marginal Effect of Assistant’s High Quality on Intensity of Self-Search

DV: Intensity of Self-Search
(1) (2)

High vs. Low Quality (Asst=Female HA) 1.293 1.101
(1.543) (1.602)

High vs. Low Quality (Asst=Female VA) -1.531 -1.089
(1.457) (1.411)

High vs. Low Quality (Asst=Male Ha) 0.612 0.095
(2.197) (2.120)

High vs. Low Quality (Asst=Male VA) 0.419 0.875
(1.646) (1.590)

High vs. Low Quality (Asst=Gender-less HA) -4.853∗∗∗ -4.757∗∗∗

(1.595) (1.596)
High vs. Low Quality (Asst=Gender-less VA) 1.711 1.468

(2.205) (2.311)
Individual Controls No Yes
Round Control No Yes
Observations 4764 4706
a Standard errors clustered at individual levels in parentheses; *p < 0.1, **p < 0.05,
***p < 0.01;

b Individual controls include rounds, age, ethnicity dummies, subjects’ risk tolerance mea-
sured by lottery game from Dave et al. (2010), and subjects’ trust in others measured
by post-experimental survey question;

c The marginal effects are from panel regressions of subjects’ search intensity conditional
on self-search as the outcome variable, clustered at an individual level. Independent
variables include all the combinations of interactions of the following variables: indicator
of High-Quality condition (vs. Low-Quality), indicator of VA (vs. HA), and categorical
variables for assistants’ gender (female and male, with gender-less as the base.
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B Study 2 Additional Analysis

Table B1: Manipulation Check of Subjects’ Perception of Assistant Features in Study 2

Treatment Conditions

Low-Quality Assistants High-Quality Assistants

Female Male Gender-less Female Male Gender-less

Perceived as Human 2.95
(2.04)

2.96
(1.98)

3.46
(2.02)

3.61
(2.07)

3.12
(2.10)

2.96
(1.96)

Perceived as Female 4.20
(2.39)

1.88
(1.43)

3.31
(1.97)

4.83
(2.33)

1.97
(1.48)

2.89
(1.99)

Perceived as Male 1.76
(1.33)

4.19
(2.23)

2.90
(1.80)

1.88
(1.49)

4.61
(2.23)

2.79
(1.81)

a This table reports the averages of subjects’ responses to three post-experimental survey ques-

tions about their perceptions of the VA assistant in Block 1 as a human/female/male respec-

tively, on a scale of 1 (the least) to 7 (the strongest), with standard deviations in parentheses.
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Table B2: Manipulation Check of Subjects’ Perception of Assistant Features in Study 2

Chosen Human Assistant in Block 2

Female Assistants Male Assistants

Elizabeth Mary Richard Thomas

Perceived as Human 4.63
(2.13)

4.60
(2.23)

4.83
(2.23)

4.68
(2.17)

Perceived as Female 5.47
(2.06)

5.60
(2.00)

1.59
(1.18)

2.02
(1.60)

Perceived as Male 1.67
(1.35)

1.66
(1.29)

5.78
(1.79)

5.33
(1.99)

N 272 142 103 120

a This table reports the averages of subjects’ responses to three post-

experimental survey questions about their chosen human assistant in

Block 2 as a human/female/male respectively, on a scale of 1 (the least)

to 7 (the strongest), with standard deviations in parentheses.
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Table B3: Logit Regressions: Marginal Effects of VA’s Gender on Choice of Female HAs

DV: Indicator of Choosing Female Human Asst

(1) (2) (3)
Male & Female Subjects Female Subjects Male Subjects

Panel A: Female/Male VA vs. Gender-less VA (Conditional on VA Quality)
Female vs. Gender-less (Quality=Low) 0.006 0.077 -0.045

(0.065) (0.110) (0.078)
Female vs. Gender-less (Quality=High) 0.087 0.093 0.082

(0.066) (0.099) (0.089)
Male vs. Gender-less (Quality=Low) 0.070 0.302∗∗∗ -0.101

(0.063) (0.100) (0.082)
Male vs. Gender-less (Quality=High) 0.043 -0.014 0.086

(0.064) (0.102) (0.083)
Panel B: High-Quality vs. Low-Quality VA (Conditional on VA Gender)
High vs. Low Quality (VA=Female) 0.060 0.141 0.001

(0.065) (0.104) (0.083)
High vs.Low Quality (VA=Male) -0.047 -0.192∗∗ 0.060

(0.061) (0.096) (0.081)
High vs. Low Quality (VA=Gender-less) -0.020 0.125 -0.127

(0.066) (0.106) (0.085)
Individual Controls Yes Yes Yes
N of Individuals 633 633 633
a Robust standard errors in parentheses; *p < 0.1, **p < 0.05, ***p < 0.01;
b “VA” is the acronym of virtual assistant;
c Individual controls include age, ethnicity dummies, subjects’ risk tolerance measured by the lottery game from Dave
et al. (2010), and subjects’ trust in others measured by post-experimental survey questions;

d Subject demographic information (gender, age, and ethnicity) was primarily collected and provided by Forthright

Access. There were 4 subjects in the dataset whose demographic information was missing, so they are not included in

the analysis in this table.
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C Additional Information on Construction of Human

Assistants

In this appendix section, we provide a comprehensive outline of the procedure employed in
designing the human assistant treatments for both Study 1 and Study 2.

For both studies, there are treatment conditions in which participants interact with
human assistants. In order to construct the human assistants without deceiving participants,
we recruited 13 participants in total for two lab sessions to play the information search game
in the role of the human assistants. The primary objectives of these lab sessions were to
produce the human assistants’ search result data associated with certain search intensities
and to produce human assistants’ pseudonym names. These data are used to construct the
human assistant treatments for both Study 1 and Study 2.

Before the lab session, all participants gave informed consent acknowledging that their
decision data might be used for future research studies. Participants first participated in an
information search task, divided into two blocks. In each block, participants had to choose a
“search intensity” and then search for information 10 times at this “search intensity”. This
intensity determines the probability of a successful search to occur. For simplicity, they could
only choose between two options: 60% and 80%, which were the two search intensity levels
that we planned to impose for both human assistants and virtual assistants. For each search
intensity, we already produced a pre-determined series of “successful” and “not successful”
results with a random seed. This makes sure that all human assistants’ search data are
identical, with gender being the only variant. In this way, we avoid the concern of deceiving
subjects while still keeping human assistants comparable to each other. After two blocks of
the information search task, participants were asked to choose a pseudonym from a list of
names to represent themselves.

We picked six participants to construct the human assistant data, shown in Table C1.
This table shows the search results and the pseudonyms that we used to construct the
human assistant treatments. Both Study 1 and Study 2 shared the same series of successful
and unsuccessful search results. We also used the pseudonyms that participants picked to
construct the names for the human assistants in Study 1 and Study 2. Notice that in Study
1, we named the female virtual assistant “Jennifer” and the male virtual assistant “Charles”
to match the human assistants’ chosen names; in Study 2, we picked four chosen pseudonyms
that are different from the virtual assistants’ names to avoid the spillover effect from names
rather than from genders. Notice that we did not bound the virtual assistants by the pre-
determined search results, because we would like to allow more variations in their search
results.
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Table C1: Human Assistant Data (Constructed for Human Assisstant Treatments)

Study 1 Study 2

Genderless Female Male Female Male

N.A. Jennifer Charles Elizabeth Mary Thomas Richard

Intensity =60%
(successful = 1;

not successful = 0)

Trial 1 0 -
Trial 2 0 -
Trial 3 1 -
Trial 4 0 -
Trial 5 1 -
Trial 6 0 -
Trial 7 1 -
Trial 8 1 -
Trial 9 1 -
Trial 10 1 -

Intensity = 80%
(successful = 1;

not successful = 0)

Trial 1 1 1
Trial 2 1 1
Trial 3 0 0
Trial 4 0 0
Trial 5 1 1
Trial 6 1 1
Trial 7 1 1
Trial 8 1 1
Trial 9 1 1
Trial 10 1 1

a “0” indicates a unsuccessful search, and “1” indicates a successful search.
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