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1. Principia Universalia

Consider the noncooperative N -player normal-form game under uncertainty

〈N, {Xi}i∈N, Y, {fi(x, y)}i∈N〉, (1)

where N = {1, 2, . . . , N ≥ 2} denotes the set of players; each player i ∈ N chooses
and uses a pure strategy xi ∈ Xi ⊂ Rni ( i ∈ N ), which yields a strategy profile
x = (x1, . . . , xN) ∈ X =

∏
i∈NXi ⊆ Rn

(
n =

∑
i∈N ni

)
; regardless of the players actions,

an uncertainty y ∈ Y ⊂ Rm is realized in game (1); the payoff function fi(x, y) of player
i is defined on the pairs (x, y) ∈ X × Y , and its value is called the payoff of player i.

At a conceptual level, the goal of each player in the standard setup considered before
was to choose his strategy so as to achieve as great payoff as possible.

The middle of the twentieth century was a remarkable period for the theory of non-
cooperative games. In 1949, 21 years old Princeton University postgraduate J. Nash
suggested and proved the existence of a solution [1] that subsequently became known as
the Nash equilibrium: a strategy profile xe ∈ X is called Nash equilibrium in a game〈
N, {Xi}i∈N , {fi[x]}i∈N

〉
if

max
xi∈Xi

fi [x
e‖xi] = fi [x

e] (i ∈ N),

where [xe‖xi] =
[
xe1, . . . , x

e
i−1, xi, x

e
i+1, . . . , x

e
N

]
.

This concept (and the approach driven by it) has become invaluable for resolving
global (and other) problems in economics, social and military sciences. After 45 years,
in 1994, J. Nash together with R. Selten and J. Harsanyi were awarded the Nobel Prize
in Economic Sciences "for their pioneering analysis of equilibria in the theory of non-
cooperative games." In 1951, American mathematician, economist and statistician L.
Savage, who worked as a statistics assistant for J. von Neumann during World War II,
proposed [2] the principle of minimax regret (the Savage–Niehans risk). In particular, for
a single-criterion choice problem under uncertainty Γ = 〈X, Y, ϕ(x, y)〉, the principle of
minimax regret can be written as

min
x∈X

max
y∈Y

R(x, y) = max
y∈Y

R (xe, y) = R (2)

where the Savage–Niehans risk function [2] has the form

R(x, y) = max
z∈X

ϕ(z, y)− ϕ(x, y) (3)

The value R(x, y) is called the Savage–Niehans risk in a single-criterion choice problem
Γ. It describes the risk of decision makers while choosing an alternative x (the difference
between the desired value of the criterion maxx∈X ϕ(x, y) and the realized value ϕ(x, y)).
Note that a decision maker seeks to reduce precisely this risk as much as posible by
choosing x ∈ X. In fact, the combination of the concept of Nash equilibrium with the
principle of minimax regret is the fundamental idea of this work. Such an approach
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matches the desire of each player not only to increase his playoff, but also to reduce his
risk with realizing this desire.

In this context, two questions arise naturally:
1. How can we combine the two objectives of each player (payoff increase with simulta-
neous risk reduction) using only one criterion?
2. How can we combine these actions (alternatives) in a single strategy profile, in such a
way that uncertainty is also accounted for?

2. How Can We Combine the Objectives of Each Player to
Increase the Payoff and Simultaneously Reduce the Risk?

Construction of Savage–Niehans Risk Function
Recall that, in accordance with the principle of minimax regret, the risk of player i is

defined by the Savage–Niehans risk function [3, 4, 5]

Ri(x, y) = max
z∈X

fi(z, y)− fi(x, y), (4)

where fi(x, y) denotes the payoff function of player i in game (1). Thus, to construct the
risk function Ri(x, y) for player i, first we have to find the dependent maximum

max
x∈X

fi(x, y) = fi[y]

for all y ∈ Y. To calculate fi[y], in accordance with the theory of two-level hierarchical
games, it is necessary to assume the discrimination of the lower-level player, who forms
the uncertainty y ∈ Y and sends this information to the upper level for constructing
counterstrategies x(i)(y) : Y → X so that

max
x∈X

fi(x, y) = fi
(
x(i)(y), y

)
= fi[y] ∀y ∈ Y.

The set of such counterstrategies is denoted by XY . (Actually, this set consists of n-
dimensional vector functions x(y) : Y → X with the domain of definition Y and the
codomain X.) Thus, to construct the first term in (4) at the upper level of the hierarchy,
we have to solve N single-criterion problems of the form〈

XY,Y, fi(x, y)
〉

(i ∈ N),

for each uncertainty y ∈ Y; here XY is the set of counterstrategies x(y) : Y → X, i.e.,
the set of pure uncertainties y ∈ Y. The problem itself consists in determining the scalar
functions fi[y] defined by the formula

fi[y] = max
x(·)∈XY

fi(x, y) ∀y ∈ Y.

After that, the Savage-Niehans risk functions are constructed by formula (4).
Continuity of Risk Function, Guaranteed Payoffs and Risks
Hereinafter, the collection of all compact sets of Euclidean space Rk is denoted by

comp Rk, and if a scalar function ψ(x) on the set X is continuous, we write ψ(·) ∈ C(X).
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The main role in this work will be played by the following result.

Proposition 1. If X ∈ compRn,Y ∈ compRm, and fi(·) ∈ C(X× Y), then
(a) the maximum function maxx∈X fi(x, y) is continuous on Y;
(b) the minimum function miny∈Y fi(x, y) is continuous on X.

These assertions can be found in most monographs on game theory, operations re-
search, systems theory, and even in books on convex analysis [6].

Corollary 1. If in game (1) the sets X ∈ comp Rn and Y ∈ comp Rm and the functions
fi(·) ∈ C(X × Y), then the Savage-Niehans risk function Ri(x, y) (i ∈ N) is continuous
on X× Y.

Indeed, by Proposition 1 the first term in (4) is continuous on Y and a difference of
continuous functions is itself continuous for all (x, y) ∈ X× Y.

Let us proceed with guaranteed payoffs and risks in game (1). In a series of publi-
cations [7, 8], three different ways to account for uncertain factors of decision-making in
conflicts under uncertainty were proposed. Our analysis below will be confined to one
of them presented in [8]. The method that will be applied here consists in the follow-
ing. Each payoff function fi(x, y) in game (1) is associated with its strong guarantee
fi[x] = miny∈Y fi(x, y) (i ∈ N). As a consequence, choosing their strategies from a strat-
egy profile x ∈ X, the players ensure a payoff fi[x] ≤ fi(x, y) ∀y ∈ Y to each player
i, i.e., under any realized uncertainty y ∈ Y . Such a strongly-guaranteed payoff fi[x]

seems natural for the interval uncertainties y ∈ Y, because no additional probabilistic
characteristics of y (except for information on the admissible set Y ⊂ Rm ) are available.
An example of such uncertainties can be the length of women’s skirts [9]. For a clothing
factory, production planning for a next year heavily affects its future profits; however, in
view of the vagaries of fashion and female logic dictating fashion trends, availability of any
probabilistic characteristics would be hardly expected. In such problems, it is possible
to establish only some obvious limits of length variations. Proposition 1, in combination
with Corollary 1 as well as the continuity of fi(x, y) and Ri(x, y) on X × Y , leads to the
following result.

Proposition 2. If in game (1) the sets Xi(i ∈ N) and Y are compact and the payoff
functions fi(x, y) are continuous on X × Y , then the guaranteed payoffs

fi[x] = min
y∈Y

fi(x, y) (i ∈ N) (5)

and the guaranteed risks
Ri[x] = max

y∈Y
Ri(x, y) (i ∈ N) (6)

are scalar functions that are continuous on X.

Remark 1. First, the meaning of the guaranteed payoff fi[x] from (5) is that, for any
y ∈ Y, the realized payoffs fi(x, y) are not smaller than fi[x]. In other words, using his own
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strategies from a strategy profile x ∈ X in game (1), each player ensures a payoff fi(x, y)

of at least fi[x] under any uncertainty y ∈ Y (i ∈ N). Therefore, the guaranteed payoff
fi[x] gives a lower bound for all possible payoffs fi(x, y) occurring when the uncertainty
y runs through all admissible values from Y. Second, the guaranteed risk Ri[x] also gives
an upper bound for all Savage–Niehans risks Ri(x, y) that can be realized under any
uncertainties y ∈ Y. Indeed, from (6) it immediately follows that

Ri(x, y) ≤ Ri[x] ∀y ∈ Y (i ∈ N).

Thus, adhering to his strategy xi from a strategy profile x ∈ X, player i ∈ N obtains
a guarantee in the playoff fi[x], because fi[x] ≤ fi(x, y) ∀y ∈ Y , and simultaneously a
guarantee in the risk Ri[x] ≥ Ri(x, y) ∀y ∈ Y .

3. Transition from Game (1) to a Noncooperative Game with
Two-Component Payoff Function

The new mathematical model of a noncooperative N -player game under uncertainty
with a two-component payoff function of each player in the form

G = 〈N, {Xi}i∈N, Y, {fi(x, y),−Ri(x, y)}i∈N〉

matches the desire of each player to increase his payoff and simultaneously reduce his risk.
Here, N, Xi and Y are the same as in game (1); the novelty consists in the transition from
the one-component function fi(x, y) of each player i to the two-component counterpart
{fi(x, y),−Ri(x, y)}, where Ri(x, y) denotes the Savage-Niehans risk function for player
i. Recall that Ri(x, y) figures in the game G with the minus sign, as in this case player
i seeks to increase both criteria simultaneously by an appropriate choice of his strategy
xi ∈ Xi. In this model, we expect any uncertainty y ∈ Y to occur. Since Ri(x, y) ≥ 0 for
all (x, y) ∈ X× Y, an increase of −Ri(x, y) is equivalent to a reduction of Ri(x, y).

Since the game G involves interval uncertainties y ∈ Y only (the only available infor-
mation is the range of their variation), each player i ∈ N should focus on the guaranteed
payoffs fi[x] from (5) and the guaranteed risks Ri[x] from (6), This approach allows one
to pass from the game G to the game of guarantees

Gg =
〈
N, {Xi}i∈N , {fi[x],−Ri[x]}i∈N

〉
,

in which each player i ∈ N chooses his strategy xi ∈ Xi so as to simultaneously maximize
both criteria fi[x] and −Ri[x]. By "freezing" the strategies of all players in Gg except for
xi, we arrive at the bi-criteria choice problem

Gg
i = 〈Xi, {fi[x],−Ri[x]}〉

for each player i. Recall that, in the bi-criteria choice problem Gg
i , the strategies of all

players except for player i are considered to be fixed ("frozen"), and this player i chooses
his strategy xi ∈ Xi so that for xi = xSi the maximum possible values of fi[x] and −Ri[x]
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are simultaneously realized. Right here it is necessary to answer the first of the two major
questions formulated at the end of article.

4. How Can We Combine the Objectives of Each Player (Increase
Payoff and Simultaneously Reduce Realized Risk) Using Only

One Criterion?

To answer this question, we will apply the concept of vector optimum-the Pareto
efficient solution-proposed in 1909 by Italian economist and sociologist Pareto [10].

In what follows, for the choice problem Gg
i , introduce the notations fi [xi] = fi[x] and

Ri [xi] = Ri[x] for the frozen strategies of all players except for the strategy xi of player
i. Then the problem Gg

i = 〈Xi, {fi[x],−Ri[x]}〉 can be transformed into

〈Xi, {fi [xi] ,−Ri [xi]}〉 . (7)

Proposition 3. If in problem (7) there exists a strategy xei ∈ Xi and a value σi ∈ (0, 1)

such that xei maximizes the scalar function

Φi [xi] = fi [xi]− σiRi [xi] (8)

i.e.,
Φi [x

e
i ] = max

xi∈Xi

(fi [xi]− σiRi [xi]) (9)

then xei is the Pareto-maximal alternative in (7); in other words, for any xi ∈ Xi the
system of two inequalities

fi [xi] > fi [x
e
i ] , −Ri [xi] > −Ri [x

e
i ] ,

with at least one strict inequality, is inconsistent.

Assume on the contrary that the strategy xei yielded by (9) is not the Pareto-maximal
alternative in problem (7) . Then there exists a strategy x̄i ∈ Xi of player i such that the
system of two inequalities

fi [x̄i] > fi [x
e
i ] , −Ri [x̄i] > −Ri [x

e
i ]

with at least one strict inequality, is consistent.
Multiply both sides of the first inequality by 1−σi > 0 and of the other inequality by

σi > 0 and then add separately the left- and right-hand sides of the resulting inequalities
to obtain

(1− σi) fi [x̄i]− σiRi [x̄i] > (1− σi) fi [xei ]− σiRi [x
e
i ]

or, taking into account (8),
Φi [x̄i] > Φi [x

e
i ]

This strict inequality contradicts (9), and the conclusion follows.
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A new approach to optimal solutions of noncooperative games 7

Remark 2. The combination of criteria (5) and (6) in form (8) is of interest for two rea-
sons. First, even if for x̄i 6= xei we have an increase of the guaranteed result fi [x̄i] > fi [x

e
i ],

then due to the Pareto maximality of xei and the fact that Ri [xi] ≥ 0 such an improvement
of the guaranteed payoff fi [x̄i] > fi [x

e
i ] inevitably leads to an increase of the guaranteed

risk Ri [x̄i] > Ri [x
e
i ]; conversely, for the same reasons, a reduction of the guaranteed risk

Ri [x̄i] < Ri [x
e
i ] leads to a reduction of the guaranteed payoff fi [x̄i] < fi [x

e
i ] (both cases

are undesirable for player i). Therefore, the replacement of the bi-criteria choice problem
(7) with the single-criterion choice problem 〈Xi, fi [xi]− σiRi [xi]〉 matches the desire of
player i to increase fi[xi] and simultaneously reduce Ri[xi].

Second, since Ri [xi] ≥ 0, an increase of the difference fi [xi] − σiRi [xi] also matches
the desire of player i to increase the guaranteed payoff fi[x] and simultaneously reduce
the guaranteed risk Ri[x].

5. Formalization of Guaranteed Equilibrium in Payoffs and Risks
for Game (1)

Now, let us answer the second question from the begining: how can we combine the
efforts of all N players in a single strategy profile taking into account the existing interval
uncertainty? To do this, from game (1) we will pass sucessively to noncooperative games
Γ1,Γ2 and Γ3, where

Γ1 =
〈
N, {Xi}i∈N ,Y, {fi(x, y),−Ri(x, y)}i∈N

〉
,

Γ2 =
〈
N, {Xi}i∈N , {fi[x],−Ri[x]}i∈N

〉
,

Γ3 =
〈
N, {Xi}i∈N , {Φi[x] = fi[x]− σiRi[x]}i∈N

〉
.

In all these three games, N = {1, 2, . . . , N ≥ 2} is the set of players; xi ∈ Xi ⊂ Rni(i ∈ N)

denote the strategies of player i;x = (x1, . . . , xN) ∈ X =
∏

i∈N Xi ⊂ Rn
(
n =

∑
i∈N ni

)
forms a strategy profile; y ∈ Y ⊂ Rm are uncertainties; the payoff function fi(x, y) of
each player i ∈ N is defined on the pairs (x, y) ∈ X × Y, in (4), Ri(x, y) denotes the
Savage–Niehans risk function of player i; finally, σi ∈ (0, 1) (i ∈ N) are some constants.
In the game Γ1, the payoff function of player i becomes two-component as the difference
between the payoff function fi(x, y) of player i from (1) and the risk function Ri(x, y)

from (4).
In the game Γ2, the payoff function fi(x, y) and the risk function Ri(x, y) are replaced

with their guarantees fi[x] = miny∈Y fi(x, y) and Ri[x] = maxy∈Y Ri(x, y), respectively.
Finally, in the game Γ3, the linear combination of the guarantees fi[x] and −Ri[x] (see
Proposition 3) is used instead of the payoff function of player i.
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6. Internal Instability of the Set of Nash Equilibria

Consider a noncooperative N -player game in pure strategies (a non-zero-sum game of
guarantees) of the form

Γ =
〈
N, {Xi}i∈N , {Φi[x]}i∈N

〉
(10)

Each player i chooses and uses his pure strategy xi ∈ Xi ⊂ Rni without making
coalitions with other players, thereby forming a strategy profile x = (x1, . . . , xN) ∈
X =

∏
i∈NXi ⊆ Rn

(
n =

∑
i∈N ni

)
; a payoff function Φi[x] is defined for each i ∈ N on

the set of strategy profiles X, and its value is called the payoff of player i. Below, we will
again use the notations [xe‖xi] =

[
xe1, . . . , x

e
i−1, xi, x

e
i+1, . . . , x

e
N

]
and Φ = (Φ1, . . . ,ΦN).

Definition 1. A strategy profile xe = (xe1, . . . , x
e
N) ∈ X is called a Nash equilibrium in

game (10) if
max
xi∈Xi

Φi [x
e‖xi] = Φi [x

e] (i ∈ N) (11)

denote by Xe the set {xe} of Nash equilibria in game (10).

Let us analyze the internal instability of Xe. A subset X∗ ⊂ Rn is internally unstable
if there exist at least two strategy profiles x(j) ∈ X∗(j = 1, 2) such that[

Φ
[
x(1)
]
< Φ

[
x(2)
]]
⇔
[
Φi

[
x(1)
]
< Φi

[
x(2)
]

(i ∈ N)
]

(12)

and internally stable otherwise.
For example, let us consider the two-player game〈

{1, 2}, {Xi = [−1, 1]}i=1,2 ,
{
fi(x) = −x2i + 2x1x2

}
i=1,2

〉
(13)

A strategy profile xe = (xe1, x
e
2) ∈ [−1, 1]2 is a Nash equilibrium in game (13) if (see (11))

−x2i + 2x1x
e
2 ≤ − (xei )

2 + 2xe1x
e
2 ∀xi ∈ [−1, 1](i = 1, 2)

which is equivalent to

− (x1 − xe2)
2 6 − (xe1 − xe2)

2 , − (xe1 − x2)
2 6 − (xe1 − xe2)

2

Therefore, xe1 = xe2 = α ∀α = const ∈ [−1, 1], i.e., in (13) we have the sets

Xe = {(α, α) | ∀α ∈ [−1, 1]}

and fi (X
e) =

⋃
xe∈Xe fi (x

e) =
⋃
α∈[−1,1] (α

2, α2). Thus, the set Xe is internally
unstable, since for game (13) with x(1) = (0, 0) and x(2) = (1, 1) we obtain
fi
(
x(1)
)

= 0 < fi
(
x(2)
)

= 1(i = 1, 2)(see (12)).

Remark 3. In the zero-sum setup of game (10) (i.e., with N = {1, 2} and f1 = −f2 = f̄
)
,

the equality f̄
(
x(1)
)

= f̄
(
x(2)
)
holds for any two saddle points x(k) ∈ X(k = 1, 2) (by the

equivalence of saddle points). Therefore, the set of saddle points in the zero-sum game is
always internally stable. Note that a saddle point is a Nash equilibrium in the zero-sum
set-up of game (10).
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Remark 4. In the non-zero-sum setup of game (10), internal instability (see the previous
example) does not occur if there is a unique Nash equilibrium in (10).

Let us associate with game (10) an auxiliary N -criteria choice problem of the form

Γc =
〈
Xe, {Φi[x]}i∈N

〉
(14)

where the set Xe of alternatives x coincides with the set of Nash equilibria xe of game
(10) and the ith criterion Φi[x] is the payoff function (8) of player i.

Definition 2. An alternative xP ∈ Xe is a Pareto-maximal (weakly efficient) alternative
in (14) if for all x ∈ Xe the system of inequalities

Φi[x] > Φi

[
xP
]

(i ∈ N),

with at least one strict inequality, is inconsistent. Denote by XP the set
{
xP
}
of all such

strategy profiles.

In accordance with Definition 2, the set XP ⊆ Xe is internally stable.
The following assertion is obvious. If∑

i∈N

fi(x) 6
∑
i∈N

fi
(
xP
)

(15)

for all x ∈ Xe, then xP is a Pareto-maximal alternative in problem (14).

Remark 5. A branch of mathematical programming focused on numerical methods of
Nash equilibria design in games (10) has recently become known as equilibrium program-
ming. At Moscow State University, research efforts in this field are being undertaken by
the groups of Professors F.P. Vasiliev and A.S. Antipin at the Faculty of Computational
Mathematics and Cybernetics. However, the equilibrium calculation methods developed
so far yield a Nash equilibrium that is not necessarily Pareto-maximal (in other words, the
methods themselves do not guarantee Pareto maximality). At the same time, such a guar-
antee appears (!) if equilibrium is constructed using the sufficient conditions below-see
Theorem 1.

7. Formalization of Pareto-Nash Equilibrium

Let us return to the noncooperative game (10)

Γ =
〈
N, {Xi}i∈N , {Φi[x]}i∈N

〉
associating with it the N -criteria choice problem (14)〈

Xe, {Φi[x]}i∈N
〉
.

Recall that the set of Nash equilibria xe of game (10) (Definition 1) is denoted by Xe,
while the set of Pareto-maximal alternatives xP of problem (14) (Definition 2) is denoted
by XP.

«Таврический вестник информатики и математики», 201?’ ?
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Definition 3. A strategy profile x∗ ∈ X is called a Pareto-Nash equilibrium in game (10)
if x∗ is simultaneously
(a) a Nash equilibrium in (10) (Definition 1) and
(b) a Pareto-maximal alternative in (14) (Definition 2).

Remark 6. The existence of x∗ in game (10) with Xe 6= ∅, compact sets Xi and contin-
uous payoff functions Φi[x](i ∈ N) follows directly from the fact that Xe ∈ comp X.

8. Sufficient Conditions of Pareto-Nash Equilibrium in Game (10)

Relying on (11) and (15), introduce N + 1 scalar functions of the form

ϕi(x, z) = fi (z‖xi)− fi(z) (i ∈ N),

ϕN+1(x, z) =
∑
r∈N

fr(x)−
∑
r∈N

fr(z), (16)

where z = (z1, . . . , zN) , zi ∈ Xi (i ∈ N), z ∈ X, and x ∈ X. The Germeier convolution [11,
p.66] of the scalar functions (16) is given by

ϕ(x, z) = max
j=1,...,N+1

ϕj(x, z). (17)

Finally, let us associate with game (10) and the N -criteria choice problem (14) the zero-
sum game

〈X,Z = X, ϕ(x, z)〉, (18)
in which the first player chooses his strategy x ∈ X to increase the payoff function, while
the opponent (the second player) forms his strategy z ∈ X, seeking to decrease as much
as possible the payoff function ϕ(x, z) from (16) and (17).

A saddle point (x0, z∗) ∈ X2 in game (18) is defined by the chain of inequalities

ϕ (x, z∗) 6 ϕ
(
x0, z∗

)
6 ϕ

(
x0, z

)
∀x, z ∈ X. (19)

In this case, the saddle point is formed by the minimax strategy z∗,(
min
z∈X

max
x∈X

ϕ(x, z) = max
x∈X

ϕ (x, z∗)

)
,

in combination with the maximin strategy x0,(
max
x∈X

min
z∈X

ϕ(x, z) = min
z∈X

ϕ
(
x0, z

))
,

in game (18).
The next result provides a sufficient condition for the existence of a Pareto equilibrium

in game (10).

Theorem 1. If there exists a saddle point (x0, z∗) in the zero-sum game (18) (i.e., in-
equalities (19) hold), then the minimax strategy z∗ is a Pareto-Nash equilibrium in game
(10).
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A new approach to optimal solutions of noncooperative games 11

Proof. Let z = x0 in the right-hand inequality of (19). Then, using (16) and (17), we
obtain

ϕ
(
x0, x0

)
= max

j=1,...,N+1
ϕj
(
x0, x0

)
= 0

In accordance with (19), it appears that

0 > ϕ (x, z∗) = max
j=1,...,N+1

ϕj (x, z∗) ∀x ∈ X.

Therefore, the following chain of implications is valid for all x ∈ X :[
0 > max

j=1,...,N+1
ϕj (x, z∗) > ϕj (x, z∗)

]
=⇒ [ϕj (x, z∗) 6 0(j = 1, . . . , N + 1)]

(16)
=⇒ {[fi (z∗‖xi)− fi (z∗) 6 0 ∀xi ∈ Xi (i ∈ N)]∧[∑

i∈N

fi(x)−
∑
i∈N

fi (z
∗) 6 0 ∀x ∈ Xe

]}

=⇒
{[

max
xi∈Xi

fi (z
∗‖xi) = fi (z

∗) (i ∈ N)

]
∧[

max
x∈Xe

∑
i∈N

fi(x) =
∑
i∈N

fi (z
∗)

]}
(11),(15)

=⇒
{

[z∗ ∈ Xe]
∧[

z∗ ∈ XP
]}

,

due to the inclusion Xe ⊆ X. �

Remark 7. Theorem 1 suggests the following design method for a Pareto–Nash equilib-
rium x∗ in game (10).

Step 1. Using the payoff function Φi[x](i ∈ N) from (5.2.10) and also the vectors
z = (z1, . . . , zN) , zi ∈ Xi, and x = (x1, . . . , xN) , xi ∈ Xi(i ∈ N), construct the function
ϕ(x, z) by formulas (16) and (17).

Step 2. Find the saddle point (x0, z∗) of the zero-sum game (18). Then z∗ is the
Pareto-Nash equilibrium solution of game (10).

As far as we know, numerical calculation methods for the saddle point (x0, z∗) of the
Germeier convolution

ϕ(x, z) = max
j=1,...,N+1

ϕj(x, z)

are lacking; however, they are crucial (see Theorem 1) for constructing Nash equilibria
that are simultaneously Pareto-maximal strategy profiles. Seemingly, this is a new field
of equilibrium programming and it can be developed, again in our opinion, using the
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12 V. I. Zhukovskiy, L. V. Zhukovskaya, Y. S. Mukhina

mathematical tools of Germeier convolution optimization maxj ϕj(x) that were introduced
by Professor V. F. Demyanov.

Remark 8. The next statement follows from results of operations research (see Propo-
sition 1) and is a basic recipe for proving the existence of a Pareto-Nash equilib-
rium in mixed strategies in game (10). Namely, in game (10) with the sets Xi ∈
comp Rni and the payoff functions Φi[·] ∈ C(X) ( i ∈ N), the Germeier convolution
ϕ(x, z) = maxj=1,...,N+1 ϕj(x, z)(16), (17) is continuous on X× X.

9. Formalization of Strongly-Guaranteed Equilibrium in Payoffs
and Risks

Let us consider the concept of guaranteed equilibrium in game (1) from the view-
point of a risk-neutral player. Assume each player i exhibits a risk-neutral behav-
ior, i.e., chooses his strategy to increase the payoff (the value of the payoff function
fi(x, y)) and simultaneously reduce the risk (the value of the Savage–Niehans risk func-
tion Ri(x, y) = maxz∈X fi(z, y)− fi(x, y)) under any realization of the uncertainty y ∈ Y.
Hereinafter, we use three N -dimensional vectors f y (f1, . . . , fN) , R = (R1, . . . , RN), and
Φ = (Φ1, . . . ,ΦN) as well as N values σi ∈ (0, 1)(i ∈ N).

Definition 4. A triplet
(
xP, fP, RP

)
is called a strongly-guaranteed Nash

equilibrium in payoffs and risks in game (1) if first, fP = f
[
xP
]

and
RP = R

[
xP
]
; second, there exist scalar functions fi[x] = miny∈Y fi(x, y) and Ri[x]

= maxy∈Y Ri(x, y), Ri(x, y) = maxz∈X fi(z, y)− fi(x, y)(i ∈ N), that are continuous on X;
third, the set Xe of all Nash equilibria xe in the game of guarantees

Γ3 =
〈
N, {Xi}i∈N , {Φi[x] = fi[x]− σiRi[x]}i∈N

〉
is non-empty at least for one value σi ∈ (0, 1), i.e.,

max
xi∈Xi

Φi [x
e‖xi] = Φi [x

e] , (i ∈ N),

where Xe = {xe} and [xe‖xi] =
[
xe1, . . . , x

e
i−1, xi, x

e
i+1, . . . , x

e
N

]
; fourth, xP is a Pareto-

maximal alternative in the N -criteria choice problem of guarantees〈
Xe, {Φi[x]}i∈N

〉
,

i.e., the system of inequalities

Φi[x] > Φi

[
xP
]

(i ∈ N) ∀x ∈ Xe,

with at least one strict inequality, is inconsistent.

Remark 9. Let us list a number of advantages of this equilibrium solution. First, as
repeatedly mentioned, economists often divide decision makers (in our game (1), players)
into three groups. The first group includes those who do not like to take risks (risk-averse
players); the second group, risk-seeking players; and the third group, those who consider
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the payoffs and risks simultaneously (risk-neutral players). Definition 4 treats all players
as risk-neutral ones, though it would be interesting to analyze the players from different
groups (risk-averse, risk-seeking and risk-neutral players). We hope to address these issues
in future work.

Second, lower and upper bounds on the payoffs and risks are provided by the in-
equalities fi

[
xP
]
6 fi

(
xP, y

)
∀y ∈ Y and Ri

[
xP
]
> Ri

(
xP, y

)
∀y ∈ Y, respectively; note

that the continuity of the guarantees fi[x] and Ri[x] follows directly from the inclusions
Xi ∈ compRni(i ∈ N),Y ∈ comp Rm, and fi[·] ∈ (X× Y ) (see Proposition 2).

Third, an increase of the guaranteed payoffs for a separate player (as compared to
fi
[
xP
]
) would inevitably cause an increase of the guaranteed risk (again, as compared

to Ri

[
xP
])
, whereas a reduction of this risk would inevitably cause a reduction of the

guaranteed payoff.
Fourth, it is impossible to increase the difference Φi

[
xP
]
for all players simultaneously

(this property follows from the Pareto maximality of the strategy profile xP ).
Fifth, the best solution has been selected from all guaranteed solutions, as the differ-

ence Φi

[
xP
]
takes the largest value (in the sense of vector maximum).

Sixth, under the assumption that the sets Xi(i ∈ N) and Y are compact and the
payoff functions fi(x, y) are continuous on X×Y, the guarantees fi[x] and Rl[x] exist and
are continuous on X (Proposition 2). Therefore, the existence of solutions formalized by
Definition 4 rests on the existence of Nash equilibria in the game of guarantees. Note
that the framework developed in this section can be also applied to the concepts of Berge
equilibrium, threats and counterthreats, and active equilibrium.

Below we will present a new method of proving the existence of a strongly. guaranteed
Nash equilibrium in payoffs and risks. In particular, using the Germeier convolution of
the payoff function, we have already established sufficient conditions for the existence of
Nash equilibria in pure strategies that are simultaneously Pareto maximal with respect
to all other equilibria (see Theorem 1).

Concluding this section, we will show the existence of such an equilibrium in mixed
strategies under standard assumptions of noncooperative games (compact strategy sets
and continuous payoff functions of all players).

10. Existence of Pareto Equilibrium in Mixed Strategies

The hope that game (10) has a Pareto equilibrium in pure strategies (Deflnition 3) is
delusive. Such an equilibrium may exist only for a special form of the payoff functions,
a special structure of the strategy sets, and a special number of players. Therefore,
adhering to an approach that stems from Borel [12], von Neumann [13], Nash [1] and
their followers, we will establish the existence of a Pareto equilibrium in mixed strategies
in game (10) under standard assumptions of noncooperative games (compact strategy sets
and continuous payoff functions).
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14 V. I. Zhukovskiy, L. V. Zhukovskaya, Y. S. Mukhina

Thus, suppose that in game (10) the sets Xi of pure strategies xi are convex and
compact in Rni (i.e., convex, closed and bounded; denote this by Xi ∈ cocomp Rni )
while the payoff function fi[x] of each player i(i ∈ N) is continuous on the set of all pure
strategy profiles X =

∏
i∈NXi.

Consider the mixed extension of game (10). For each of the N compact sets Xi(i ∈ N),
construct the Borel σ-algebra B (Xi) and probability measures vi(·) of B (Xi) (i.e., non-
negative countably-additive scalar functions defined on the element of B (Xi) that are
normalized to 1 on Xi). Denote by {vi} the set of such measures, a measure vi(·) is called
a mixed strategy of player i(i ∈ N) in game (5.2.10) Then, for the same game (10), con-
struct mixed strategy profiles, i.e., the product measures v(dx) = v1 (dx1) · · · vN (dxN).
Denote by {v} the set of such strategy y profiles. Finally, calculate the expected values

fi(ν) =

∫
X

fi(x)ν(dx) (i ∈ N). (20)

As a result, we associate with the game Γ3 (10) its mixed extension

Γ̃3 =
〈
N, {vi}i∈N , {fi(ν)}i∈N

〉
.

In the noncooperative game Γ̃3,
vi(·) ∈ {vi} is a mixed strategy of player i;
v(·) ∈ {v} is a mixed strategy profile;
fi(v) is the payoff function of player i, defined by (10).

In what follows, we will use the vectors z = (z1, . . . , zN) ∈ X, where zi ∈ Xi(i ∈ N),
and x = (x1, . . . , xN) ∈ X, as well as the mixed strategy profiles ν(·), µ(·) ∈ {v} and the
expected values

Φi(v) =

∫
X

Φi(x)v(dx), Φi(µ) =

∫
X

Φi(z)µ(dz)

Φi (µ‖vi) =

∫
X1

· · ·
∫

Xi−1

∫
Xi

∫
Xi+1

· · ·
∫
XN

Φi (z1, . . . , zi−1, xi, zi+1,

. . . , zN)µN (dzN) · · ·µi+1 (dzi+1) vi (dxi)µi−1 (dzi−1) · · ·µ1 (dz1) .

(21)

Once again, take notice that xi, zi ∈ Xi(i ∈ N) and x, z ∈ X.
The following concept of Nash equilibrium in mixed strategies ve(·) ∈ {v} in game

(10) corresponds to Definition 1 of a Nash equilibrium in pure strategies xe ∈ X in the
same game (10).

Definition 5. A strategy profile νe(·) ∈ {ν} is called a Nash equilibrium in the game Γ̃3

if
Φi [v

e‖vi] 6 Φi [v
e] ∀v(·) ∈ {vi} (i ∈ N) (22)
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A new approach to optimal solutions of noncooperative games 15

sometimes, the same strategy profile νe(·) ∈ {ν} will be also called a Nash equilibrium in
mixed strategies in game (10).

By Glicksberg’s theorem, under the conditions Xi ∈ cocompRni and fi(·) ∈
C(X)(i ∈ N), there exists a Nash equilibrium in mixed strategies in game (10). De-
note by Y the set of such mixed strategy profiles {v}. With the game Γ̃3 we associate the
N -criteria choice problem

Γ̃ν =
〈
Y, {Φi[ν]}i∈N

〉
. (23)

In (23), the DM chooses a strategy profile ν(·) ∈ Y in order to simultaneously max-
imize all elements of a vector criterion Φ(v) = (Φ1(v), . . . ,ΦN(v)). Here a generally
accepted solution is a Pareto-maximal alternative.

Definition 6. A strategy profile vP(·) ∈ Y is called a Pareto-maximal alternative for the
N -criteria choice problem Γ̃v from (23) if for any ν(·) ∈ Y the system of inequalities

Φi[ν] > ΦP
i [ν] (i ∈ N),

with at least one strict inequality, is inconsistent.

An analog of (15) states the following. If∑
i∈N

fi(v) 6
∑
i∈N

fi
(
vP
)
, (24)

for all v(·) ∈ Y, then the mixed strategy profile vP(·) ∈ Y is a Pareto-maximal alternative
in the choice problem Γ̃ν (23).

Definition 7. A mixed strategy profile v∗(·) ∈ {ν} is called a Pareto-Nash equilibrium
in mixed strategies in game (10) if
v∗(·) is a Nash equilibrium in the game Γ̃3 (Definition 5);
v∗(·) is a Pareto-maximal alternative in the multicriteria choice problem (23) (Defini-
tion 6).

Now, we will prove the existence of a Nash equilibrium in mixed strategies that is
simultaneously Pareto-maximal with respect to all other Nash equilibria.

Proposition 4. Consider the noncooperative game (10), assuming that
1. the set of pure strategies Xi of each player i is a nonempty, convex, and compaet set
in Rni(i ∈ N);
2. the payoff function Φi[x] of player i(i ∈ N ) is continuous on the set of all strategy
profiles X =

∏
i∈NXi.

Then there exists a Pareto equilibrium in mixed strategies in game (10).

Proof. Using formulas (16) and (17), construct the scalar function

ϕ(x, z) = max
j=1,...,N+1

ϕj(x, z),
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16 V. I. Zhukovskiy, L. V. Zhukovskaya, Y. S. Mukhina

where, as before,
ϕi(x, z) = fi (z‖xi)− fi(z) (i ∈ N),

ϕN+1(x, z) =
∑
r∈N

fr(x)−
∑
r∈N

fr(z),

z = (z1, . . . , zN) ∈ X, zi ∈ Xi (i ∈ N), and x = (x1, . . . , xN) ∈ X, xi ∈ Xi (i ∈ N). By the
construction procedure and Remark 9, the function ϕ(x, z) is well-defined and continuous
on the product of compact sets X×X.

Introduce the auxiliary zero-sum game

Γa = 〈{I, II},X,Z = X, ϕ(x, z)〉.

In this game, player I chooses his strategy x ∈ X to maximize a continuous payoff function
ϕ(x, z) on X×Z (Z = X) while player II seeks to minimize it by choosing an appropriate
strategy z ∈ X.

Next, we can apply a special case of Glicksberg’s theorem to the game Γa, since the
saddle point in the game Γa coincides with the Nash equilibrium in the noncooperative
two-player game

Γ2 = 〈{I, II}, {X,Z = X}, {fI(x, z) = ϕ(x, z), fII(x, z) = −ϕ(x, z)}〉 .

In this game, player I chooses his strategy x ∈ X to maximize fI(x, z) = ϕ(x, z), while
player II seeks to maximize fII(x, z) = −ϕ(x, z). In the game Γ2, the sets X and Z = X

are compact, while the payoff functions fI(x, z) and fII(x, z) are continuous on X × Z.
Therefore, by the before mentioned Glicksberg theorem, there exists a Nash equilibrium
(νe, µ∗) in the mixed extension of the game Γ2, i.e.,

Γ̃2 =

〈
{I, II}, {v}, {µ},

fi(ν, µ) =

∫
X

∫
X

fi(x, z)ν(dx)µ(dz)


i=I,II

〉
.

Moreover, (νe, µ∗) obviously represents a saddle point in the mixed extension of the game
Γa,

Γ̃a =

〈
{I, II}, {ν}, {µ}, ϕ(ν, µ) =

∫
X

∫
X

ϕ(x, z)v(dx)µ(dz)

〉
Consequently, by Glicksberg’s theorem, there exists a pair (νe, µ∗) representing a saddle
point of ϕ(v, µ), i.e.,

ϕ (ν, µ∗) 6 ϕ (νe, µ∗) 6 ϕ (νe, µ) , ∀ν(·), µ(·) ∈ {v}. (25)

Setting µ = νe in the right-hand inequality in (25), we obtain ϕ (νe, νe) = 0, and hence
for all ν(·) ∈ {ν} inequalities (25) yield

0 > ϕ (ν, µ∗) =

∫
X

∫
X

max
j=1,...,N+1

ϕj(x, z)ν(dx)µ∗(dz) (26)
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As established in [14],

max
j=1,...,N+1

∫
X

∫
X

ϕj(x, z)v(dx)µ(dz)

6
∫
X

∫
X

max
j=1,...,N+1

ϕj(x, z)v(dx)µ(dz)

(27)

(This is an analog of the property that the maximum of a sum is not greater than the
sum of corresponding maxima.) From (26) and (27) it follows that

max
j=1,...,N+1

∫
X

∫
X

ϕj(x, z)v(dx)µ∗(dz) 6 0 ∀v(·) ∈ {ν}

but then for each j = 1, . . . , N + 1 we surely have∫
X

∫
X

ϕj(x, z)ν(dx)µ∗(dz) 6 0 ∀v(·) ∈ {v}. (28)

Recall the normalization conditions of the mixed strategies and mixed strategy, profiles,
namely, ∫

X

vi (dxi) = 1,

∫
X

µi (dzi) = 1(i ∈ N),

∫
X

v(dx) = 1,

∫
X

µ(dz) = 1, (29)

which hold ∀vi(·) ∈ {vi} and ∀µi(·) ∈ {µi} as well as ∀ν(·) ∈ {ν} and ∀µ(·) ∈ {µ}. Taking
these conditions into account, we will distinguish two cases, j ∈ N and j = N + 1, and
further specify inequalities (28) for each case.

Case 1: j ∈ N Using (16) and (29) for each i ∈ N, inequality (28) is reduced to∫
X

∫
X

[fi (z‖xi)− fi(z)] v(dx)µ∗(dz) =

∫
X

∫
Xi

[fi (z‖xi)

−fi(z)] vi (dxi)µ
∗(dz) =

∫
X

∫
Xi

fi (z‖xi) vi (dxi)µ∗(dz)

−
∫
X

fi(z)µ∗(dz)

∫
Xi

vi (dxi)
(29)
=

∫
X1

· · ·
∫

Xi−1

∫
Xi

∫
Xi+1

· · ·
∫
XN

fi (z1

. . . zi−1, xi, zi+1, . . . zN)µ∗N (dzN) · · ·µ∗i+1 (dzi+1) vi (dxi)µ
∗
i−1 (dzi−1)

. . . µ∗1 (dz1)]− fi (µ∗) = fi (µ
∗‖vi)− fi (µ∗) 6 0 ∀vi(·) ∈ {vi} .

In combination with (22), this inequality shows that µ∗(·) ∈ N, i.e., the mixed strategy
profile µ∗(·) is a Nash equilibrium in game (10) (Definition 5).
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Case 2: j = N + 1 Now inequality (28) takes the form∫
X

∫
X

ϕN+1(x, z)v(dx)µ∗(dz) =

∫
X

∫
X

∑
i∈N

fi(x)v(dx)µ∗(dz)

−
∫
X

∫
X

∑
i∈N

fi(z)v(dx)µ∗(dz) =

∫
X

∑
i∈N

fi(x)v(dx)

∫
X

µ∗(dz)

−
∫
X

∑
i∈N

fi(z)µ∗(dz)

∫
X

v(dx) =
∑
i∈N

∫
X

fi(x)v(dx)

−
∑
i∈N

∫
X

fi(z)µ∗(dz)
(5.2.24)

=
∑
i∈N

fi(v)−
∑
i∈N

fi (µ
∗) 6 0 ∀v(·) ∈ N

since N ⊆ {v}. Hence, for vP = µ∗ we directly get (24), i.e., the strategy profile µ∗(·) is
a Pareto-maximal alternative in the N -criteria choice problem Γ̃c (23) (Definition 2).

This result, together with the inclusion µ∗(·) ∈ N, completes the proof of Proposi-
tion 4. �

11. De omni re scibili et quibusdam aliis

As easily noticed, all the constructions, and lines of reasoning used in our work can
be successfully carried over to the case of Berge equilibrium. We will do this below.

To avoid repetitions, we will emphasize the moments in the proof that are dictated
by the specifics of Berge equilibrium. Again consider the N -player game (1)〈

N, {Xi}i∈N ,Y, {fi(x, y)}i∈N
〉

and, using formulas (4), define the Savage-Niehans risk functions

Ri(x, y) = max
z∈X

fi(z, y)− fi(x, y).

Next, by formulas (5) and (6), construct the strongly-guaranteed payoff fi[x] of player i
and the corresponding guaranteed Savage-Niehans risk Ri[x]. As a result, we arrive at
the game of guarantees

Γg =
〈
N, {Xi}i∈N , {fi[x],−Ri[x]}i∈N

〉
Then it is natural to pass to the auxiliary game (10),〈

N, {Xi}i∈N , {Φi[x] = fi[x]− σiRi[x]}i∈N
〉

with a constant σi ∈ (0, 1).
Recall that, if in the two-player game (N = {1, 2}) the players exchange their payoff

functions, then a Nash equilibrium in the new game is a Berge equilibrium in the original
game. Therefore, all the properties intrinsic to Nash equilibria remain in force for Berge
equilibria. In particular, the set of Berge equilibria is internally unstable. With this
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instability in mind, let us introduce an analog of Definition 3 for the auxiliary game (10).
As before, [x‖zi] = [x1, . . . , xi−1, zi, xi+1, . . . , xN ].

Definition 8. A strategy profile xB ∈ X is called a Pareto-Berge equilibrium in game
(10) if xB =

(
xB1 , . . . , x

B
N

)
is simultaneously

1. a Berge equilibrium in (10), i.e.,

max
x∈X

Φi

[
x‖xBi

]
= Φi

[
xB
]

(i ∈ N),

and
2. a Pareto-maximal alternative in the N -criteria choice problem〈

XB, {Φi[x]}i∈N
〉
,

i.e., for any x ∈ XB the system of inequalities

Φi[x] > Φi

[
xB
]

(i ∈ N),

with at least one strict inequality, is inconsistent.

Denote by XB the set of all
{
xB
}
.

Sufficient conditions for the existence of a Pareto-Berge equilibrium also involve
the Germeier convolution, with the N -dimensional vectors x = (x1, . . . , xN) ∈
X, z = (z1, . . . , zN) ∈ X, f = (f1, . . . , fN) , R = (R1, . . . , RN), and Φ = (Φ1, . . . ,ΦN),
as well as N constants σi ∈ [0, 1] (i ∈ N). Specifically, consider the N + 1 scalar functions

ψ1(x, z) = Φ1 [z1, x2, . . . , xN ]− Φ1[z]

ψ2(x, z) = Φ2 [x1, z2, . . . , xN ]− Φ2[z]

· · ·
ψN(x, z) = Φ2 [x1, x2, . . . , zN ]− Φ2[z]

ψN+1(x, z) =
N∑
j=1

Φj[x]−
N∑
j=1

Φj[z]

(30)

and their Germeier convolution

ψ(x, z) = max
j=1,...,N+1

ψj(x, z). (31)

Proposition 5. If there exists a saddle point
(
x0, zB

)
∈ X× X in the zero-sum game

〈X,Z = X, ψ(x, z)〉

i.e.,
max
x∈X

ψ
(
x, zB

)
= ψ

(
x0, zB

)
= min

z∈X
ψ
(
x0, z

)
then the minimax strategy zB is a Pareto-Berge equilibrium in game (10).

Like in Proposition 4, we may establish the existence of a Pareto-Berge equilibrium
in mixed strategies.
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Proposition 6. Consider the noncooperative game (10), assuming that
1. the sets Xi(i ∈ N) and Y are nonempty, convex and compact in Rni(i ∈ N);
2. the payoff functions fi(x, y)(i ∈ N) are continuous on the Cartesian product X×Y.

Then there exists a Pareto-Berge equilibrium in mixed strategies in this game.

12. A la fin des fins

Classical scholars believe that the whole essence of mathematical game theory is to
provide comprehensive answers to the following three questions:
1. What is an appropriate optimality principle for a given game?
2. Does an optimal solution exist?
3. If yes, how can one find it?
The answer to the first question for the noncooperative N -player game (1) is the concept
of Pareto-Nash equilibrium (Definition 4) or the concept of Pareto–Berge equilibrium
(Definition 8).

Next, the answer to the second question is given by Propositions 4 or 6: if the sets of
strategies are convex and compact and the payoff functions of the players are continuous
on X×Y, then such equilibria exist in mixed strategies.

Finally, the answer to the third question is provided by the following procedure: first,
construct the guarantees of the outcomes fi[x] (5) and risks Ri[x] (6): second, define the
functions Φi[x] = fi[x]−σiRi[x](i ∈ N); third, find the Germeier convolution of the payoff
functions ϕ(x, z) using formulas (16) and (17) for Nash equilibrium or using formulas
(30) and (31) for Berge equilibrium; fourth, calculate the saddle point (x0, z∗) of this
convolution; then the minimax strategy z∗ is the desired Pareto-Berge (or Pareto-Nash)
equilibrium.
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