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Abstract

We investigate the predictive power of different ma-
chine learning algorithms to nowcast Madagascar’s
gross domestic product (GDP). We trained popular re-
gression models, including linear regularized regres-
sion (Ridge, Lasso, Elastic-net), dimensionality re-
duction model (principal component regression), k-
nearest neighbors algorithm (k-NN regression), sup-
port vector regression (linear SVR), and tree-based en-
semble models (Random forest and XGBoost regres-
sions), on 10 Malagasy quarterly macroeconomic lead-
ing indicators over the period 2007Q1–2022Q4, and
we used simple econometric models as a benchmark.
We measured the nowcast accuracy of each model by
calculating the root mean square error (RMSE), mean
absolute error (MAE), and mean absolute percentage
error (MAPE). Our findings reveal that the Ensemble
Model, formed by aggregating individual predictions,
consistently outperforms traditional econometric mod-
els. We conclude that machine learning models can de-
liver more accurate and timely nowcasts of Malagasy
economic performance and provide policymakers with
additional guidance for data-driven decision making.

Keywords: nowcasting, gross domestic product, ma-
chine learning, Madagascar
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autres entités mentionnées dans ce document de tra-
vail.

Disclaimer. The opinions expressed in this working
paper are the sole responsibility of the authors and do
not reflect the views of the Ministry of Economy and
Finance or any other mentioned entities.

1 Introduction

In economic context, nowcasting refers to the ability to
estimate current Gross Domestic products (GDP) be-
fore data official release. This technique relies on a
diverse set of high frequency indicators and other real-
time economic variables to generate rapid and accu-
rate estimates [25, 29]. It enables policymakers and
researchers to gain insights into current economic con-
ditions, especially in situations where official data may
be incomplete or subject to delays.

Machine Learning algorithms have now become a
valuable tool in economic modelling, demonstrating
remarkable efficacy in the challenging task of nowcast-
ing and forecasting GDP across diverse global contexts.
This effectiveness is evident in advanced economies
(e.g., Canada [54], China [67, 69], Finland [26], Italy
[21], Netherlands [42], New Zealand [55, 56, 60],
South Africa [17], Sweden [40], USA [31, 45], mul-
tiple European countries [23]), emerging markets and
developing countries (e.g., Albania [66], Bangladesh
[32], Belize and El Savador [5], Brazil [57], Egypt
[1], Georgia [46], India [28], Indonesia [62], Lebanon
[64], Malaysia [38], Peru [63])). Moreover, Machine
learning algorithms are also proved to be very compet-
itive with respect to standard econometric methods.

For Madagascar particularly, the task of nowcasting
is more challenging due to the scarcity of high fre-
quency indicators as well as their relatively short time
span. In this study, we embrace this challenge by de-
veloping several machine learning models tailored to
nowcast Madagascar’s real GDP. We take into account
the variability in model performance and we adopt the
forecast combination technique. This strategy aims to
mitigate the risks associated with relying solely on in-
dividual models, as our experiment revealed distinct
performances among models in adapting to economic
changes.
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Table 1: Data description.

Variables Notation Units Source

Real gross domestic products GDP Billions of Ariary, at
2007 constant prices

INSTAT [34]

Electricity consumption ELEC GWh JIRAMA & INSTAT [36, 39]
Petroleum consumption PETR Cubic decameter OMH & INSTAT [36, 50, 51]
Value-added tax VAT Billions of Ariary Trésor Public Malagasy [65]
Foreign direct investment FDI Millions of SDRs BFM [9, 14]
Credit to the economy CRED Billions of Ariary BFM [9, 14]
Government current expenditure (excl.
debt interests payment)

GCUREX Billions of Ariary Trésor Public Malagasy [65]

Government capital expenditure GCAPEX Billions of Ariary Trésor Public Malagasy [65]
Tourist arrivals TOUR Number of arrivals MINTOUR & INSTAT [36, 48]
Exports of goods XG Kilotons Douane Malagasy [24]
Imports of goods MG Kilotons Douane Malagasy [24]

Our results show that in all cases, machine learn-
ing models provide smaller forecast errors than econo-
metric models which are the workhorses of Malagasy
economists. In fact, our study contributes to the on-
going dialogue on the adoption of advanced model-
ing techniques in economic forecasting, emphasizing
the adaptability and superior performance of machine
learning models in capturing the intricacies of Mada-
gascar’s economic dynamics

2 Experimental setup

2.1 Dataset and features

Our empirical assessment is grounded in the Keynesian
theory of aggregate demand, which posits that changes
in this demand determines the level of real output and
employment in the short-run [16]. Hence, the pro-
posed methodology relies on the aggregate demand
equation:

Y ad
t = Ct + It + Gt + NX t , (1)

where Y ad
t denotes aggregate demand, Ct is private

consumption, It is private investment, Gt is govern-
ment expenditure, NX t are net exports. Within the
context of Madagascar, the leading indicators listed in
Table 1 are regarded as those capable of anticipating
potential short-term fluctuations in the GDP. Moreover,
these indicators are consistent with existing empirical
research on real-time monitoring of economic activities
[7, 15, 23, 30, 44, 52, 53].

Given the structure of (1), our primary model incor-
porates the following functional relationship:

GDPt = f (ELECt , PETRt , VAT t , FDIt , CREDt ,

GCUREX t , GCAPEX t , TOURt , XG, MGt),
(2)

where variables are defined in Table 1. The dataset
consist of quarterly observations that cover the period
2007Q1 to 2022Q4, and are issued by Malagasy au-
thorities, including the National Institute of Statistics
(INSTAT), the General Directorate of Customs (Douane
Malagasy) and the General Directorate of Treasury
(Trésor Public Malagasy) within the Ministry of Econ-
omy and Finance, the Malagasy Office of Hydrocar-
bons (OMH), Jiro sy Rano Malagasy (JIRAMA) – the
national electricity and water company of Madagascar,
the Ministry of Tourism (MINTOUR), and the Central
Bank of Madagascar (BFM).

2.2 Data prepocessing

We converted all nominal data into real data by de-
flating their value with the consumer price index [35].
Next we applied robust scaling to the dataset which
is done by removing the median and scaling to unit
interquartile range, i.e., scaling the data in the range
between the first quartile and third quartile. We used
the formula

x scaled
i =

x i −Q2(x)
Q3(x)−Q1(x)

,

where Q1, Q2 and Q3 denote the first, the second (me-
dian) and the third quartile, respectively.

2.3 Data split

To conduct our analysis effectively, we divided our
dataset into distinct training and test sets, by em-
ploying various partitions to assess the performance
of the machine learning models across different eco-
nomic scenarios. Table 2 illustrates the scenarios de-
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signed to evaluate model efficiency during four dis-
tinct economic periods: a stable period (2019Q1–Q4)
displaying a good economic performance compared to
the last five years [10], a COVID-19 period (2020Q1–
Q4) marked by an economic recession [11, 33], a post-
COVID-19 period (2021Q1–Q4) marked by an eco-
nomic recovery [12], and a new situation (2022Q1–
Q4) influenced by the Russian-Ukraine war [3, 13].
The strategic division provides insights into the mod-
els’ adaptability to varying economic conditions. Note
that we could have added an intermediate scenario be-
tween Scenarios 1 and 2, say Scenario 1∗, in which the
dataset would be partitioned as 2007Q1–2019Q4 and
2020Q1–2022Q4 for the train and test set quarters, re-
spectively. Because 2019 is a relatively stable year, our
experiment showed that models trained in Scenario 1∗

performed as well as those trained in Scenario 1.

Table 2: Scenarios and dataset partition.

Scenario Training set quarters Test set quarters

1 2007Q1–2018Q4 2019Q1–2022Q4
2 2007Q1–2020Q4 2021Q1–2022Q4
3 2007Q1–2021Q4 2022Q1–2022Q4

2.4 Machine learning algorithms for nowcast-
ing exercises

We employ well-established machine learning methods
that have demonstrated effectiveness in predicting eco-
nomic aggregates [2, 4, 21, 41, 49, 54, 56, 66]. The
selected methods can be categorized into two groups:

• Parametric models: linear regularized regression
(Ridge, Lasso, Elastic-net), dimensionality reduc-
tion model (principal component regression);

• Non-parametric models: k-nearest neighbors al-
gorithm (k-NN regression), support vector regres-
sion (linear SVR), tree-based ensemble models
(random forest regression, XGBoost regression).

For benchmarking purposes, we also use traditional
econometric models, including a simple univariate au-
toregressive AR(4) model and multiple linear regres-
sion estimated by ordinary least squares.

In what follows, we let the expression in (3) denote
the linear estimate of (2):

yt = β0 + β1 x1,t + β2 x2,t + · · ·+ βp xp,t + ϵt , (3)

where βi , i = 1, . . . , p are unknown coefficient param-
eters of the predictors to be estimated, and ϵt is the
error term of the regression.

2.4.1 Autoregressive model

We used a univariate Autoregressive AR(4) model as
a simple benchmark for quarterly GDP growth. For
convenience, the GDP variable is transformed into
quarterly year-over-year growth in natural logarithmic
form, i.e., ÞGDPt = log GDPt − log GDPt−4. The corre-
sponding model is expressed as follows:

ÞGDPt = φ0 +φ1ÞGDPt−1 +φ2ÞGDPt−2 +φ3ÞGDPt−3

+φ4ÞGDPt−4 + ϵt ,

where φ0 is a constant, φ1,φ2,φ3 and φ4 are parame-
ters to be estimated, and ϵt represents the usual resid-
ual term. While lacking the sophistication of machine
learning models, the interpretability of the autoregres-
sive model and its established track record in captur-
ing historical trends under simpler economic dynamics
made it a valuable starting point for understanding the
data and assessing the potential gains from advanced
modeling techniques.

2.4.2 Ordinary least squares method

We additionally employed ordinary least squares (OLS)
method to estimate the linear regression associated
with (2). Recall that OLS method is an optimization
process which involves finding the coefficient parame-
ters that minimize the residual sum of squares, which
is the sum of the squared differences between the ob-
served and predicted values:

argmin
β0,β1,...,βp







N
∑

i=0

 

yi − β0 −
p
∑

j=1

β j x j,i

!2






.

In classic econometrics, data is often log-
transformed before running regressions. While
this is common practice, we wanted to explore an
alternative. We applied linear regression to both log-
transformed and robustly scaled data. We’ll call these
models OLS-log and OLS-RS, respectively. This com-
parison will help us assess the effectiveness of robust
scaling compared to the traditional log-transform.

2.4.3 Ridge, Lasso, Elastic-Net regression

To refine coefficient estimates and improve model ro-
bustness and prediction accuracy, we employ three dis-
tinct regularization techniques: Ridge penalizes large
coefficients, Lasso (Least Absolute Shrinkage and Se-
lection Operator) enforces sparsity by shrinking some
to zero, and Elastic-Net (E-Net) combines both ap-
proaches for balanced shrinkage and selection.
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Their respective general forms are as follows:

Ridge : min
β0,β1,...,βp

N
∑

i=0

 

yi − β0 −
p
∑

j=1

β j x j,i

!2

subject to
p
∑

j=1

β2
j ≤ sR,

Lasso : min
β0,β1,...,βp

N
∑

i=0

 

yi − β0 −
p
∑

j=1

β j x j,i

!2

subject to
p
∑

j=1

|β j| ≤ sL ,

E-Net : min
β0,β1,...,βp

N
∑

i=0

 

yi − β0 −
p
∑

j=1

β j x j,i

!2

subject to (1−αE)
p
∑

j=1

β2
j +αE

p
∑

j=1

|β j| ≤ sE ,

where, sR, sL and sE represent the shrinkage parameters
associated with Ridge, Lasso, and Elastic-Net, respec-
tively. The parameter αE ∈ [0,1] is a weighting factor.
These regularization terms help control the complexity
of the models by penalizing the size of the coefficient
parameters, and the choice of the s parameters is a cru-
cial tuning hyperparameter in these methods.

2.4.4 Principal component regression

Principal component regression (PCR) is a regres-
sion model that combines principal component anal-
ysis (PCA) with OLS methodology. The algorithm
first calculates the principal components, denoted as
z1, z2, . . . , zp, which are new uncorrelated variables ob-
tained through linear combinations of predictors. PCR
then applies a linear model by selecting k ≤ p principal
components:

yt = θ0 + θ1z1,t + · · ·+ θpzk,t + ϵ
Z
t .

This approach proves particularly valuable in the con-
text of machine learning, where PCR’s ability to reduce
dimensionality through PCA while maintaining predic-
tive accuracy showcases its utility in handling high-
dimensional datasets and mitigating multicollinearity.

2.4.5 Support vector regression

Let {(x1, y1), . . . , (xN , yN )} ⊂ χ ×R be a training data,
where χ denotes the space of the input patterns (in
our case χ = Rp). Recall that an hyperplane is a linear
function of the form:

f (x) = 〈w,x〉+ b,

where 〈·, ·〉 denotes the dot product, w is a weight vec-
tor in χ , x is a vector in Rp, and b defines the bias.
Linear support vector regression (SVR) involves mod-
eling the regression function with a hyperplane, as flat
as possible, positioned at the center of a hyper-tube
with a width of 2µ, containing the maximum training
points. Additionally, it permits the inclusion of other
values outside the hyper-tube, provided they fall within
a predefined margin tolerance. This is a minimization
problem, expressed as:

min
1
2
∥w∥2 + C

N
∑

i=1

�

ξi + ξ
⋆
i

�

subject to the constraints

yi − 〈w,xi〉 − b ≤ µ+ ξi ,

〈w,xi〉+ b− yi ≤ µ+ ξ⋆i ,

ξi ,ξ
⋆
i ≥ 0, i = 1, . . . , N ,

where ξi ,ξ
⋆
i correspond to errors above and below, and

the constant C > 0 is a hyperparameter that adjusts
the trade-off between the allowed error and the flat-
ness of the function f [59]. In practice, to find out the
best-fitted function f , the optimal penalty factor C and
the thickness of the tube µ are chosen by minimizing
the prediction accuracy calculated based on the cross-
validation technique [37].

2.4.6 k-Nearest Neighbors regression

Regression using the k-Nearest Neighbors (k-NN)
method is a prediction technique that relies on the ob-
servations (neighbors) closest to a given point to es-
timate its value, typically evaluated using Euclidean
distance. An observation at quarter t is repre-
sented by a data point whose components are xt =
(x1,t , x2,t , . . . , xp,t) ∈ Rp, and is associated with an at-
tribute yt which is the corresponding value of the GDP
at that quarter. To predict the target attribute for a
query point x′t , the algorithm averages the target at-
tributes of its k nearest neighbors. The choice of k
is crucial, because it determines the trade-off between
noise reduction and over-smoothing in predictions.

2.4.7 Random forest regression

Random forest regression (RFR) is a powerful ensem-
ble learning algorithm that combines multiple decision
trees to make predictions in regression task [18]. It
builds a large “forest” of decision trees during the train-
ing phase, with each tree focusing on a random sub-
set of features and data points. During the prediction
phase, the individual tree predictions are averaged to
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Figure 1: Illustration of the 5-fold forward chaining time-series cross validation.
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obtain the final output. This diverse ensemble archi-
tecture makes RFR particularly adept at capturing the
complex, non-linear dynamics of economic data, lead-
ing to robust GDP predictions [5, 28, 38, 42, 62, 68].

2.4.8 XGBoost

XGBoost Regression stands as a cutting-edge machine
learning algorithm specifically designed for regression
tasks, excelling in predicting GDP [20, 43, 46, 54, 67].
It belongs to the gradient boosting family, a framework
for sequentially combining weak learners (typically de-
cision trees) to progressively improve prediction accu-
racy [19, 27].

At its core, XGBoost operates by iteratively minimiz-
ing a loss function, which quantifies the error between
predicted and actual GDP values. In each iteration, it
adds a new decision tree that focuses on correcting the
largest remaining errors in the current ensemble. This
adaptive learning process allows XGBoost to capture in-
tricate, non-linear relationships within economic data,
leading to significantly more accurate GDP predictions
compared to simpler models. Beyond its iterative opti-
mization, XGBoost distinguishes itself by incorporating
regularization terms. These penalize excessively large
coefficients in the decision trees, effectively controlling
model complexity and preventing overfitting.

2.4.9 Ensemble approach

After training the machine learning models, the ensem-
ble approach is applied to consolidate their predictive
capabilities. The Ensemble Model is constructed by
computing a weighted mean of the individual model
predictions [6, 58]. Each model’s contribution to the

final ensemble prediction is determined by its perfor-
mance on the mean squared prediction error calculated
on the test set. This ensemble approach combines the
strengths of multiple models, and provides a balanced
and robust prediction by assigning higher influence to
well-performing models while mitigating the impact of
models that may exhibit weaknesses.

2.5 Model selection

We used the cross-validation method for hyperparame-
ters tuning. Since the data considered in this study are
time series, the conventional cross-validation method
is not suitable for model learning due to the tempo-
ral dependencies between data points and the arbi-
trary choice of test set implemented by these meth-
ods. Therefore, we adopt forward chaining time-series
cross validation [8, 22, 61] to perform model training
and validation so that the best model can be chosen to
generate the quarterly forecasts. In particular, we per-
form a 5-fold forward chaining time-series cross valida-
tion which splits the training set into 5 training subsets,
where the validation set consists of the 4 quarters im-
mediately following the training subset. The first fold is
used to train the model, which is then evaluated in the
4 quarters immediately following that fold. Afterward,
the training subset increases by 4 values, and the vali-
dation subset is also moved 4 positions into the future,
and the process is repeated until all of the folds have
been exhausted (see Figure 1). The performance mea-
sure reported by the forward chaining time-series cross
validation is then the average of the values computed
in the iterations. This method allows us to obtain a
more generalizable model by aggregating metrics over
several folds on the temporal order of the data.
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Figure 2: Scenario 1: prediction comparison.
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2.6 Models performance evaluation

To assess the predictive performance of the proposed
machine learning models, we used the root mean
square error (RMSE), mean average error (MAE), and
mean absolute percentage error (MAPE):

RMSE =

√

√

√

√

1
N

N
∑

i=1

(yi − byi)
2,

MAE =
1
N

N
∑

i=1

|yi − byi| ,

MAPE =
1
N

N
∑

i=1

�

�

�

�

yi − byi

yi

�

�

�

�

× 100,

where byi denotes the predicted value.

3 Empirical results

3.1 Scenario 1

The train and test results are shown in Table 3. Dur-
ing the training phase, RFR emerged as the dominant
model, exhibiting superior performance across all met-
rics (RMSE, MAE, MAPE). However, transitioning to
the testing phase reveals a shift in model effectiveness.
Here, XGBoost diplays better performance in terms of
RMSE, showcasing its superior generalization ability to
unseen data. Additionally, E-Net demonstrates robust
performance, particularly in terms of MAE and MAPE.

The Ensemble Model reveals competitive perfor-
mance across RMSE, MAE, and MAPE with respect to
the benchmark models. This highlights the strength of

Table 3: Scenario 1: performance metrics comparison.

Train metrics

Models RMSE MAE MAPE

Ridge 131.281 105.473 2.334
Lasso 127.340 99.862 2.217
E-Net 131.473 105.763 2.340
PCR 132.580 106.766 2.369
RFR 64.545 49.640 1.093
k-NN 140.260 112.928 2.486
SVR 131.231 94.210 2.084
XGBoost 128.645 101.302 2.246

Test metrics

RMSE MAE MAPE

Ridge 197.326 152.123 2.784
Lasso 201.799 161.440 2.956
E-Net 196.942 151.774 2.778
PCR 331.073 256.513 4.482
RFR 314.171 273.184 5.254
k-NN 333.332 301.597 5.802
SVR 264.039 195.593 3.475
XGBoost 179.402 154.456 2.927

Ensemble Model vs. Benchmark models
Ensemble Model 184.614 144.879 2.761
AR(4) 410.010 294.220 5.698
OLS-log 576.151 338.907 6.600
OLS-RS 208.219 166.581 3.169

combining multiple machine learning models, as evi-
denced by its effective performance compared to indi-
vidual algorithms. The Ensemble Model even outper-
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Figure 3: Scenario 2: prediction comparison.
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forms all individual machine learning models in terms
of MAE and MAPE during the testing phase. Overall,
the results indicate that the Ensemble Model, along
with XGBoost and E-Net and Ridge, offers a balanced
and accurate forecasting solution for GDP in the given
economic context

Figure 2 displays the comparison the prediction of
the Ensemble Model and the benchmark models. All
models performed relatively well, but OLS-log displays
the largest discrepancy in 2020Q2 and 2020Q3, possi-
bly due to its sensitivity to outliers. The economic dis-
ruptions caused by the COVID-19 pandemic might have
introduced outliers that OLS-log struggled to capture.
We note that the OLS-RS model, which incorporates ro-
bust scaling, demonstrates superior performance com-
pared to the standard OLS model. This emphasizes the
effectiveness of robust scaling in handling outliers con-
tributing to improved model performance. It suggests
that, in this specific context, OLS-RS model with robust
scaling is a preferable choice over OLS-log model.

3.2 Scenario 2

This scenario enables us to assess the overall impact
of adding the 2019-2020 data. As shown in Table 4
in the train metrics panel, this led to slightly higher
RMSE, MAE and MAPE values for some models com-
pared with Scenario 1, suggesting potential difficulty
in capturing the unique effects of the COVID-19 pan-
demic. In Scenario 2, RFR exhibits the best perfor-
mance in terms of RMSE, MAE, and MAPE. However,
during the testing phase, XGBoost performs the best,
indicating its adaptability to unseen data. Conversely,
k-NN shows a notable decline in performance during

Table 4: Scenario 2: performance metrics comparison.

Train metrics

Models RMSE MAE MAPE

Ridge 128.969 103.590 2.253
Lasso 127.062 101.012 2.204
E-Net 129.176 103.858 2.259
PCR 140.159 111.943 2.434
RFR 77.221 58.199 1.248
k-NN 138.108 107.789 2.342
SVR 132.914 99.132 2.136
XGBoost 140.223 115.134 0.025

Test metrics

Models RMSE MAE MAPE

Ridge 201.610 169.001 3.116
Lasso 210.394 189.657 3.439
E-Net 200.970 167.943 3.099
PCR 216.242 182.616 3.384
RFR 251.587 214.974 4.025
k-NN 422.254 392.298 7.670
SVR 226.896 182.811 3.335
XGBoost 140.701 113.067 2.134

Ensemble Model vs. Benchmark models
Ensemble Model 184.614 144.879 2.761
AR(4) 356.006 322.977 6.044
OLS-log 216.334 165.278 3.206
OLS-RS 216.143 211.617 3.846

testing, indicating challenges in adapting to the addi-
tion of COVID-19 data in the training set. This decline
could be attributed to the algorithm perceiving similar-
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Figure 4: Scenario 3: prediction comparison.
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ities among indicators due to policy measures taken in
response to the COVID-19 crisis (e.g., VAT, government
expenditure [33, 47]). During training, these indica-
tors may have exhibited patterns similar to non-crisis
periods, leading the algorithm to associate them with
normal situations. Therefore, in the testing phase, the
attributes in the neighborhood in this case includes out-
liers that impact the predictive accuracy of k-NN.

The Ensemble Model consistently outperforms the
benchmark models across all metrics in the testing
phase. Furthermore, when comparing the Ensemble
Model to individual machine learning models, we note
that it positions itself between XGBoost and the other
models in terms of RMSE, MAE, and MAPE.

As shown in Table 4 and Figure 3, OLS-log generally
performs slightly better than OLS-RS on the test set,
whereas AR(4) performs the worst. When we compare
AR(4) to Scenario 1 in the 2021Q1 to 2022Q4 period,
we note that the model struggles to capture the abrupt
changes and variations induced by the pandemic.

3.3 Scenario 3

In this scenario, the Ensemble Model outperforms all
other models on both train and test sets across all met-
rics (RMSE, MAE, MAPE), indicating its superior ac-
curacy and generalization ability (see Table 5). RFR
performs exceptionally well on the train set due to its
flexibility in capturing complex relationships, but this
might lead to overfitting on the training data as evi-
dent by its poorer performance on the test set. XGBoost
achieves a good balance between train and test set per-
formance, suggesting it learns from the data effectively
without overfitting. Ridge, Lasso, and E-Net perform

Table 5: Scenario 3: performance metrics comparison.

Train metrics

Models RMSE MAE MAPE

Ridge 134.890 108.156 2.327
Lasso 132.590 106.655 2.302
E-Net 135.424 108.660 2.337
PCR 143.032 116.207 2.492
RFR 77.259 57.787 1.228
k-NN 184.228 137.044 2.875
SVR 144.224 102.886 2.183
XGBoost 139.713 114.601 2.434

Test metrics

Models RMSE MAE MAPE

Ridge 161.325 157.303 2.781
Lasso 200.248 196.889 3.442
E-Net 157.515 153.301 2.713
PCR 162.814 154.534 2.741
RFR 186.641 131.574 2.383
k-NN 327.164 304.312 5.796
SVR 211.216 197.585 3.481
XGBoost 90.119 72.893 1.322

Ensemble Model vs. Benchmark models
Ensemble Model 109.065 90.823 1.685
AR(4) 289.760 220.918 3.893
OLS-log 143.385 138.253 2.522
OLS-RS 200.075 196.851 3.570

decently on the train set but are significantly outper-
formed by RFR and XGBoost, highlighting the potential
benefits of more complex modeling approaches for this
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Figure 5: Ensemble Model prediction comparison across Scenario 1,2,3
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Figure 6: Forecast percentage errors comparison.

20
19

Q
1

20
19

Q
2

20
19

Q
3

20
19

Q
4

20
20

Q
1

20
20

Q
2

20
20

Q
3

20
20

Q
4

20
21

Q
1

20
21

Q
2

20
21

Q
3

20
21

Q
4

20
22

Q
1

20
22

Q
2

20
22

Q
3

20
22

Q
4

−5

0

5

Pe
rc

en
ta

ge
(%

)

Scenario 1 Scenario 2 Scenario 3

specific scenario. k-NN and SVR underperform most
other models.

While econometric models generally outperform the
AR(4) benchmark, OLS-log performs the best on the
test set. OLS-RS also follows closely the trajectory of
the actual value, though not as much as OLS-log. No-
tably, AR(4), limited by its dependence on past data,
particularly struggles to predict accurately in 2022Q3
and 2022Q4.

4 Discussion

We first combine the forecasts for the three scenarios in
Figure 5. We also report in Figure 6 the quarterly fore-
cast percentage errors of each model for the test period

of 2019Q1 to 2022Q4. Both figures show that larger
deviation can be observed in 2020Q4 and 2021Q1.

In Scenario 1, where the model is trained up to
2018Q4 and tested on the period from 2019Q1 to
2022Q4, it serves as a baseline for evaluating the
model’s predictive performance. This scenario captures
the model’s ability to generalize to the economic con-
ditions of the early 2020 based on prior knowledge.
During the stable period of 2019, the Ensemble Model
exhibited close alignment between its predictions and
the actual values. However, as the Covid-19 crisis un-
folded in 2020 and early 2021, substantial GDP volatil-
ity emerged, markedly diverging from the stable trajec-
tory of the previous year. Notably, the Ensemble Model
effectively tracked the actual GDP trajectory amidst this
volatility, closely mirroring the fluctuations. Subse-
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quently, in the latter half of 2021 and throughout 2022,
all models’ forecasts converged closely with the actual
GDP values, following a similar trajectory.

In Scenario 2, the training dataset is extended to in-
clude observations up to 2020Q4, allowing the model
to incorporate information from the initial phases of
the COVID-19 pandemic. As shown in Figure 6, the
forecast is improved in 2021Q1 but deviated more from
the actual observation in 2021Q2 and 2022Q3. In fact,
the model provides an underestimation of GDP during
these last two quarters because the model, having seen
the economic impact of the pandemic, adjusts its fore-
casts to better align with the observed outcomes during
these quarters. Consequently, adding observations up
to 2020Q4 helps the model better understand the ini-
tial effects of the pandemic, leading to a correction in
predictions for subsequent quarters.

In Scenario 3, the training set is further extended
to include observations up to 2021Q4. This scenario
demonstrates the importance of incorporating the most
recent data for accurate predictions. The model in Sce-
nario 3 outperforms both Scenarios 1 and 2, show-
casing its enhanced adaptability to ongoing economic
changes. Therefore, the addition of more observa-
tions provides a correction to the trajectory of forecasts.
Overestimation tendencies are mitigated as the model
learns from more recent economic experiences, show-
casing the importance of regularly updating training
data for accurate nowcasting.

5 Conclusion

We evaluated the predictive performance of 8 machine
learning algorithms to nowcast Madagascar’s real GDP.
We trained each algorithm using 10 predictor vari-
ables ranging from 2007Q7 to 2022Q4, which consist
of quarterly macroeconomic indicators issued by Mala-
gasy authorities. We compared the real-time perfor-
mance nowcast of each algorithm by examining the
RMSE, MAE, and MAPE. We found that the Ensem-
ble Model obtained as a weighted combination of the
nowcast predictions is able to produce accurate esti-
mates of quarterly real GDP compared to the AR(4) and
OLS benchmarks. The ensemble model’s strength lies
in its ability to discern turning points amidst volatile
economic conditions, making it well suited for captur-
ing abrupt shifts in activity like those experienced dur-
ing the COVID-19 period. Our results also demonstrate
that robust scaling for data preprocessing significantly
enhances the prediction accuracy. This improvement is
evident when we compare two model variants: one us-
ing natural logarithm transformation and the other in-

corporating robust scaling. In addition, by incorporat-
ing a more extensive temporal scope in our scenarios,
we observed a notable improvement in the precision
of our forecasts. This emphasizes the dynamic nature
of economic conditions and the importance of taking
into account evolving trends in order to make better
predictions. Overall, our research not only contributes
to the growing literature on nowcasting methodolo-
gies, but also offers valuable insights for policymakers
and practitioners looking for effective tools for under-
standing and assessing the current state of the econ-
omy. To the best of our knowledge, our study is one
of the first to consider the use of machine learning al-
gorithms to nowcast current Madagascar GDP. Future
research could explore incorporating additional data
sources and investigating the robustness of these mod-
els in different economic scenarios.
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