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Abstract 
This paper proposes the Prior Adaptive Bayes (PAB) classifier, a new algorithm to assign 
words appearing in a text to their respective topics. It is an adaption of the Bayes classifier 
where, as the prior probabilities of classes, their posterior probabilities associated with the 
adjacent words are used. Simulations show an improvement of more than 20% over the 
standard Bayes classifier. The PAB classifier is applied to the Recovery and Resilience Plans 
(RRPs) of the 27 European Union member states to evaluate their alignment with the 
environmental dimension of the Sustainable Development Goals (SDGs) as compared to the 
socioeconomic one. Results show that the attention paid by the countries to the pro-
environment SDGs increases with the funds per capita assigned, the gap in the environmental 
endowment and the touristic attractiveness. Finally, the environmental dimension appears 
associated positively with available GDP growth projections for the next few years. 
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1. Introduction 
The work of a researcher is undoubtedly eased when he has access to information that is 

organized in a dataset rather than in a text composed of words. Numerical measures 

undoubtedly provide many advantages in comparison to a text, including the possibility to 

perform statistical tests. Textual analysis can provide the useful service of transforming the 

information of a text into a numerical one, thus making possible statistical analysis.  

Picault and Renault (2017) developed a field-specific dictionary to measure the stance of the 

European Central Bank (ECB) monetary policy and the state of the Eurozone economy 

through the content of ECB press conferences. Starting from this lexicon, they computed a 

monetary policy indicator and an economic outlook indicator by analyzing the words 

appeared in each introductory statement of ECB press conferences. Their results show that the 

proposed dictionary explains future ECB monetary decisions and market volatility. Renault 

(2017) implemented a novel approach to derive investor sentiment from messages posted on 

social media. To do this, he constructed a lexicon of words used by stock market investors on 

social media and tested it on a test set of tagged messages. The accuracy achieved by this 

lexicon outperformed two well-known dictionaries usually adopted to measure sentiment in 

newspaper articles. Then, he used his lexicon to examine the relationship between the 

sentiment of stock market investors and intraday stock returns using a dataset of messages 

published by online investors on the microblogging platform StockTwits, finding that change 

in investor sentiment predicts positively the S&P 500 index ETF returns. Thorsrud (2020) 

constructed a daily business cycle index based on quarterly GDP growth and textual 

information contained in a daily business newspaper. For the analysis of newspaper data, he 

combined supervised and unsupervised methods, respectively a dictionary-based technique 

and a topic model belonging to the Latent Dirichlet Allocation class. He demonstrated that his 

index classifies the phases of the business cycle with almost perfect accuracy, outperforming 

coincident indexes based on more traditional economic variables. Alfano and Guarino (2022) 

analyzed the impact of text structure and given keywords in the announcements of house sales 

over the internet, finding that using many nouns and adjectives in writing a house sale 

announcement helps to sell the property at a higher price. More recently, Aprigliano et al. 

(2023) proposed a text-based sentiment index and an economic policy uncertainty index for 

forecasting Italian economic activity using a dictionary-based approach. They built a 

dictionary by downloading textual data from four popular national newspapers and assigned 
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to each dictionary item a positive or negative polarity. Then, they used their dictionary to 

construct the two indices, which were therefore used in econometric analysis. The text-based 

models were usually able to produce more accurate forecasts of several macroeconomic 

indicators, such as the variation of the GDP, in comparison to the baseline model not 

accounting for the text indices. 

Although simple textual analysis methodologies, such as the dictionary-based approach, have 

been used by most of the literature, they present some limitations. The first is that this 

approach usually needs a field-specific dictionary. Although in the literature there are some 

validated dictionaries to measure sentiment in the traditional media types, such as the 

Harvard-IV dictionary (Tetlock, 2007) and the LM dictionary (Loughran and McDonald, 

2011), they might not be suitable in those cases where a specific jargon is predominant, such 

as the comments on financial issues reported in social networks. In these situations, the 

selection of the words to include in the dictionary may be a very subjective choice. Second, 

while the dictionary-based approach is usually used for a specific task, that of revealing a 

sentiment (usually positive or negative) in a text, its use is difficult in non-sentiment analyses. 

Third, the dictionary-based approach implies that the researcher uses only a few words or 

groups of words to assign a sentiment, discarding the majority of the words in a text and 

giving up their potentially interesting content (Hastie et al., 2015). 

A step forward in the analysis of unstructured data as textual data is the use of machine 

learning methods, which usually perform better than dictionary-based approaches (Kalamara 

et al. 2022). Several machine learning algorithms are available depending on the nature of the 

tasks to be implemented. Athey and Imbens (2019) surveyed machine learning methods that 

are very popular in the context of regression analysis in economics such as the LASSO and 

ridge regression (Hoerl and Kennard, 1970; Tibshirani, 1996), regression trees and random 

forests (Breiman et al., 1984; Breiman, 2001), and neural networks and related deep learning 

methods (Hornik et al., 1989; White, 1992). On the other hand, the classification of textual 

data in general requires the Bayes classifier (Sahami et al., 1998; Wang, 2010). The Bayes 

classifier not only has the great advantage that it works well with textual data, but it is also 

easy to understand and transparent as compared to other complex methods, such as those 

based on neural networks (Ash and Hansen, 2022). 

This paper proposes a new textual algorithm, an adaption of the Bayes classifier for the word 

classification task. Its main characteristic is that the prior probabilities of topics are not 

constant but adapt to the corresponding posterior probabilities associated with the adjacent 
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words. Simulations show that this classifier achieves an improvement of more than 20% over 

the original classifier. As an example of application of the classifier, this paper focuses on the 

Recovery and Resilience Plans (RRPs) of the 27 European Union member states. Considering 

that the guiding principle for the realization of the RRPs is the new growth paradigm of 

competitive sustainability with which the SDGs are strongly associated (European 

Commission, 2019), the proposed algorithm is used to evaluate the alignment of the RRPs 

with the environmental Sustainable Development Goals (SDGs) as compared with the 

socioeconomic ones. The idea is to first train the classifier with documents related to each 

SDG and subsequently use it to assign each word contained in the name and description of 

each RRP project to the more appropriate SDG (or group of SDGs). Results show that the 

attention paid by the countries to the SDGs related to the environmental dimension increases 

with the funds per capita assigned, the gap in the environmental endowment, and the touristic 

attractiveness. Finally, the environmental dimension appears associated positively with 

available GDP growth projections for the next few years. 

To the best of our knowledge, the contributions aiming at exploring the coherence of the 

RRPs with the SDGs are still few and focus on specific case studies.1 The lack of numerical 

measures associating univocally funds of the RRPs and SDGs is important and difficult to get 

around. The projects contained in the RRPs with their respective costs are indeed associated 

with at least one of the six pillars described by the European Commission (“green transition”, 

“digital transformation”, “smart, sustainable and inclusive growth”, “social and territorial 

cohesion”, “health, social and institutional resilience” and “policies for the next generation”). 

However, this information is only available once a project is completed, and, in any case, the 

problem of identifying the corresponding SDG for each pillar remains unsolved. 

The paper is structured as follows: section 2 presents a new adaptation of the Bayes algorithm 

for the word classification task, and tests its performance by simulation. As an application, 

section 3 investigates an economic and environmental issue and shows how the classifier 

contributes to a better understanding in cases where the only available information is of the 

textual type. Section 4 concludes. 

 

 
1 For instance, Rotondo et al. (2022) analyze the relationships between the domains of the SDGs and the Mission 
2 of the Italian RRP. Recent studies not strictly related to the RRPs that tried to map the coverage of the SDGs in 
European documents are those realized by Borchardt et al. (2020) and Koundouri et al. (2021). In both cases, the 
authors manually defined some keywords associated with the SDGs, and mapped their presence in some 
European documents. 
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2. The algorithm 
In a text, words are not randomly distributed but clustered in topics: a group of words 

generates a topic, another group generates another topic, etc. (Hildum, 1963). In the task of 

associating words to topics, looking at the adjacent words can help minimize mistakes. To 

better illustrate this point, consider the following sentence: 

“For me, the best animals are cats and dogs, while the best dishes are cheeseburgers and hot dogs” 

The sentence contains two topics: the first part is about animals, and the second one is about 

food. After excluding stop words (Alshanik et al., 2020), the sentence becomes: 

“animals cats dogs dishes cheeseburgers hot dogs” 

The word “dogs” occurs twice but it does not belong to the same topic in both cases. To 

correctly associate each word “dogs” with its respective topic, the adjacent words can be used 

to improve prediction. One may consider it reasonable to assign the first “dogs” to the topic of 

animals, being it close to the words “animals” and “cats”, and the second “dogs” to the topic 

of food, being it close to the words “dishes”, “cheeseburgers” and “hot”. 

 

2.1. The Bayes classifier 
A well-known algorithm used for document classification is the Bayes classifier (Mitchell, 

2019). For the classification of individual words, the Bayes classifier can be written as 

follows: 

arg max
௝

𝑝𝑟൫𝑐௝|𝑥௜ = 𝑤௞൯ =
𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯𝑝𝑟൫𝑐௝൯

∑ 𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯𝑝𝑟൫𝑐௝൯௝

 

where 𝑥௜ is the i-th word in the text, 𝑤௞ is the k-th word in the vocabulary and 𝑐௝ is the j-th 

class. Using the framework of Bayes’ theorem, 𝑝𝑟൫𝑐௝|𝑥௜ = 𝑤௞൯ is the posterior probability of 

the class j given the word i in the text, 𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯ is the likelihood of 𝑐௝ given a fixed 𝑥௜ 

and 𝑝𝑟൫𝑐௝൯ is the prior probability of class j. According to the Bayes classifier, 𝑥௜ will be 

classified in the class with the maximum posterior probability. For each i-th word in the text, 

the denominator – known as the normalizing constant – is the same for all classes. Since it is a 

constant, the denominator can be omitted and the maximization problem can be rewritten in 

the following way: 

arg max
௝

𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯𝑝𝑟൫𝑐௝൯ 
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The likelihood and the prior probability are usually estimated with the frequentist approach, 

starting from a training set, or with the subjectivist approach, making assumptions about 

them. In particular: 

 𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯ is given by the relative frequency of word k in the vocabulary labeled 

with class j. To avoid the zero-frequency problem for the probability of the 

intersection (see below), an observation is usually added for each 𝑤௞|𝑐௝ before the 

corresponding relative frequency is calculated (Hae-Cheon et al., 2020). 

 𝑝𝑟൫𝑐௝൯ is given by the relative frequency of all words in the vocabulary labeled with 

class j or assuming a uniform distribution for the distribution of classes (Peng et al., 

2004). The uniform distribution will be considered during the discussion, but the 

results are similar for the empirical distribution. 

Taking the previous example, the Bayes classifier provides the following results (Table 1): 

Table 1. Results of word classification with the Bayes classifier 

pr(animals|A)pr(A) 0.11 pr(animals|F)pr(F) 0.05 

pr(cats|A)pr(A) 0.11 pr(cats|F)pr(F) 0.05 

pr(dogs|A)pr(A) 0.11 pr(dogs|F)pr(F) 0.10 

pr(dishes|A)pr(A) 0.06 pr(dishes|F)pr(F) 0.10 

pr(cheeseburgers|A)pr(A) 0.06 pr(cheeseburgers|F)pr(F) 0.10 

pr(hot|A)pr(A) 0.06 pr(hot|F)pr(F) 0.10 

pr(dogs|A)pr(A) 0.11 pr(dogs|F)pr(F) 0.10 

The values reported in the Table are the products between the likelihood of a class given a fixed word and the 
prior probability. On the left are reported the values associated with the animal topic (A), on the right those 
associated with the food topic (F). The classifier classifies each word in the class with the maximum product. 
Words correctly classified and misclassified are highlighted in light green and light red, respectively. 

Words that are correctly classified are highlighted in light green, while those that are 

misclassified are highlighted in light red. The Bayes classifier classifies words regardless of 

their position in the text. Only when a word is univocally associated with a topic, the classifier 

classifies correctly. In our example, the word “dogs” related to the topic of food is wrongly 

associated with the topic of animals. 

 

2.2. The Bayes classifier with adaptive a priori probabilities 
To address this problem, the algorithm exploits the rule that words in a text are clustered in 

topics (topic clustering). As a consequence, the prior probabilities of a topics are not constant 

for each word but vary according to the topic of the previous word or group of words. Going 



7 
 

back to the example above, if the word “dogs” is preceded by words belonging to the topic of 

animals, the algorithm associates a higher prior probability to this topic. 

To capture the topic clustering, the algorithm adapts the prior probabilities of topics to the 

corresponding posterior probabilities associated with the previous words. From a 

mathematical point of view, the priors are replaced by the corresponding posteriors associated 

with the previous 𝑝 words: 

arg max
௝

𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯𝑝𝑟൫𝑐௝|𝑥௜ିଵ ∩ … ∩ 𝑥௜ି௣൯ 

The posterior probabilities can be computed by assuming that words are independent (bag-of-

words assumption; Ercan and Cicekli, 2012). Consequently, the probability of the intersection 

of 𝑝 preceding words is given by the product of their probabilities: 

𝑝𝑟൫𝑐௝|𝑥௜ିଵ ∩ … ∩ 𝑥௜ି௣൯ =
𝑝𝑟൫𝑥௜ିଵ ∩ … ∩ 𝑥௜ି௣ห𝑐𝑗൯𝑝𝑟൫𝑐𝑗൯

∑ 𝑝𝑟൫𝑥௜ିଵ ∩ … ∩ 𝑥௜ି௣ห𝑐𝑗൯𝑝𝑟൫𝑐𝑗൯𝑗

=
𝑝𝑟൫𝑥𝑖−1ห𝑐𝑗൯ … 𝑝𝑟൫𝑥𝑖−𝑝ห𝑐𝑗൯𝑝𝑟൫𝑐𝑗൯

∑ 𝑝𝑟൫𝑥𝑖−1ห𝑐𝑗൯ … 𝑝𝑟൫𝑥𝑖−𝑝ห𝑐𝑗൯𝑝𝑟൫𝑐𝑗൯𝑗

 

Going back to the previous example, the classifier provides only correct results with 𝑝 = 1 

(Table 2), while it does not happen with 𝑝 = 2 (Table 3). In the latter case, while the words 

“dogs” are still correctly classified, the word “dishes” is not anymore. This outcome is due to 

the existence of a trade-off: since words in a text are clustered in topics, the greater the 

number of previous words chosen associated with a topic, the higher the probability that the 

next word is classified in the same topic. This implies a lower sensitivity of the classifier to 

the new topic during the change of topic, as occurred for the word “dishes”, which is the first 

word appeared in the topic of food. The optimal number of previous words to account for 

depends on the texts but, in general, it is likely to be a small one. The simulation reported in 

the subsection below provides evidence for the case of our example. 

Table 2. Results of word classification with the proposed classifier (𝒑 = 𝟏) 

pr(cats|A)pr(A|animals) 0.15 pr(cats|F)pr(F|animals) 0.03 

pr(dogs|A)pr(A|cats) 0.15 pr(dogs|F)pr(F|cats) 0.06 

pr(dishes|A)pr(A|dogs) 0.06 pr(dishes|F)pr(F|dogs) 0.10 

pr(cheeseburgers|A)pr(A|dishes) 0.04 pr(cheeseburgers|F)pr(F|dishes) 0.13 

pr(hot|A)pr(A|cheeseburgers) 0.04 pr(hot|F)pr(F|cheeseburgers) 0.13 

pr(dogs|A)pr(A|hot) 0.08 pr(dogs|F)pr(F|hot) 0.13 

The values reported in the Table are the products between the likelihood of a class given a fixed word and the 
posterior probability associated with the previous word. The left-hand side reports the values associated with the 
animal topic (A), while the right-hand side reports the values associated with the food topic (F). The classifier 
classifies each word in the class with the maximum product. Words correctly classified and misclassified are 
highlighted in light green and light red, respectively. 
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Table 3. Results of word classification with the proposed classifier (𝒑 = 𝟐) 

pr(dogs|A)pr(A|cats∩animals) 0.19 pr(dogs|A)pr(A|cats∩animals) 0.03 

pr(dishes|A)pr(A|dogs∩cats) 0.08 pr(dishes|A)pr(A|dogs∩cats) 0.06 

pr(cheeseburgers|A)pr(A|dishes∩dogs) 0.04 pr(cheeseburgers|A)pr(A|dishes∩dogs) 0.12 

pr(hot|A)pr(A|cheeseburgers∩dishes) 0.03 pr(hot|A)pr(A|cheeseburgers∩dishes) 0.15 

pr(dogs|A)pr(A|hot∩cheeseburgers) 0.05 pr(dogs|A)pr(A|hot∩cheeseburgers) 0.15 

The values reported in the Table are the products between the likelihood of a class given a fixed word and the 
posterior probability associated with the two previous words. The left-hand side reports the values associated 
with the animal topic (A), while the right-hand side reports the values associated with the food topic (F). The 
classifier classifies each word in the class with the maximum product. Words correctly classified and 
misclassified are highlighted in light green and light red, respectively. 

 

2.3. Testing the classifier: data and main results 
The Bayes classifier with adaptive a priori probabilities as described in the section above was 

tested on a well-known dataset usually used for testing the performance of text classification 

algorithms. The dataset is Reuters-21578, a collection of 21578 documents that appeared on 

the Reuters newswire in 1987 (Debole and Sebastiani, 2005; Pinheiro et al., 2012; Zhang et 

al., 2019). The documents were assembled and indexed with categories by personnel from 

Reuters Ltd. and Carnegie Group Inc. in 1987. Starting from the 90s, David D. Lewis and 

other researchers have formatted the documents, produced the associated data, and cleaned 

the collection. 

Excluding units without content and units not labeled as training or test units, the number of 

documents is 18,323. 8,298 documents are labeled with a (unique) topic: this analysis 

considers textual data, or clusters of words, labeled with one topic. 25% and 45% of textual 

data are labeled with topics acq and earn, respectively. Thirty percent belongs to one of the 

63 remaining categories. Due to the high fragmentation, these clusters of words are grouped 

into one broad class, named other (Table 4). 

Table 4. Number of training and test data labeled as acq, earn and other 

topic/set training test total 

acq 1435 620 2055 

earn 2673 1041 3714 

other 1841 688 2529 

total 5949 2349 8298 

Each cell contains the number of textual data labeled with one topic (acq, earn or other) in each set (training or 
test). 
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5,949 textual data trains the classifier, meaning that the words contained in these data are used 

to estimate the likelihood. Then, the classifier uses 2,349 textual data to predict the classes for 

the words contained in the test set. Before training the classifier, stop words, numbers, and 

stems are removed to reduce the dimensionality of data (Singh and Gupta, 2016) and, 

therefore, the problem of sparsity (Hastie et al., 2015). 

Textual data related to the test set are supposed to belong to a unique document. There are 

2,349 clusters of words, corresponding to 128,948 words (a mean of 55 words per cluster). 

One way to evaluate the performance of a classifier is to analyze the accuracy, measured as 

the percentage of words correctly classified (Bramer, 2020). Figure 1 shows the accuracy for 

both the original classifier not considering preceding words (𝑝 = 0) and the proposed 

classifier considering a positive number of preceding words (1 ≤ 𝑝 ≤ 20). 

Figure 1. Accuracy by the number of preceding words 

 

The original classifier provides an accuracy of 67.96%. As the number of preceding words 

increases, the accuracy of the proposed classifier increases but at a decreasing rate. Moreover, 

starting from a certain point, the accuracy starts decreasing slowly. The maximum accuracy is 

achieved at the number of 12 preceding words (87.81%), an improvement of about 20% over 

the original classifier. It is worth noting that the adaptive classifier already provides a 

noticeable improvement considering a few previous words. For example, in setting 𝑝 = 2, the 

accuracy is 78.74% (+10.77%, as compared to 𝑝 = 0). 
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2.4. Mixed strategy 
The strategy described so far is backward, meaning that each word is classified taking into 

account the previous word or group of words. On the contrary, by selecting both preceding 

and following words, the maximization problem becomes: 

arg max
௝

𝑝𝑟൫𝑥௜ = 𝑤௞ห𝑐௝൯𝑝𝑟൫𝑐௝|𝑥௜ି௣ ∩ … ∩ 𝑥௜ିଵ ∩ 𝑥௜ାଵ ∩ … ∩ 𝑥௜ା௤൯ 

where 𝑝 and 𝑞 are the numbers of preceding and following words, respectively. This 

methodology can be symmetrical as the classification of each word can rely on the same 

number of preceding and following words. 

Figure 2. Accuracy by number of adjacent words (symmetrical approach) 

 

This strategy reaches a higher accuracy than the backward method (Figure 2). While the 

maximum accuracy reached with the backward strategy was 87.81%, the mixed strategy 

reaches a maximum accuracy of 89.27%. In this case, the maximum improvement over the 

original classifier is 21.25%. As in the case of the adaptive method, the proposed classifier 

has an accuracy that increases with 𝑝 and 𝑞 at decreasing rates. Moreover, starting from a 

certain level of 𝑝 and 𝑞, the accuracy begins to decrease slowly. For this reason, choosing a 

parsimonious number of adjacent words is preferable. 

 

3. Using the classifier to determine the alignment of the RRPs with the pro-environment 
SDGs  
To mitigate the economic and social impact of the coronavirus pandemic and make European 

economies and societies more resilient and sustainable, the European Parliament and the 
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Council of the European Union approved the regulation 2021/241, which establishes the 

Recovery and Resilience Facility (RRF). The RRF is a temporary recovery instrument that 

allows the European Commission to raise funds to finance member states’ reforms and 

investments in line with the EU’s priorities (Karaboytcheva, 2021). To benefit from the 

support of the RRF, member states submit to the European Commission their Recovery and 

Resilience Plans (RRPs), in which the reforms and investments to be implemented by end-

2026 are set out (Dias et al., 2021). 

In what follows, the classifier is employed to measure the alignment of the RRPs with the 

pro-environment SDGs as compared with the socioeconomic ones, using a validated model to 

univocally assign each SDG to two broad categories. This analysis is structured as follows: 

the first subsection introduces the SDGs model, the second subsection presents the data, the 

third subsection introduces an index of pro-environment relative intensity and the fourth one 

shows the results. 

 

3.1. The SDGs model 
The SDGs are 17 goals defined by the UN in 2015 to address global challenges by 2030, such 

as inequality and poverty, climate change and environmental degradation, justice and peace 

(UN, 2022). These 17 SDGs can be grouped into a more compact number of categories or 

dimensions. In this regard, the Stockholm Resilience Centre introduced the Wedding Cake 

Model (Folke et al., 2016), consisting of the absorption of all SDGs into three broad 

categories, namely biosphere protection, social cohesion, and economic growth (Figure 3). As 

SDG 17 (Partnership for the goals) is not associated with a specific dimension but shared by 

all three dimensions, it is excluded from the analysis. Figure 4 shows a furtherly simplified 

scheme: on the one hand, the biosphere protection (environment), and, on the other hand, 

social cohesion and economic growth put together (socioeconomic). This scheme allows us to 

make a direct comparison between the SDGs related to environmental issues and those SDGs 

not associated with this dimension. Note that, in contradiction with the assignment of the 

model, this study moves SDG 2 (Zero hunger) into the environmental dimension because, in 

the context of the EU, SDG 2 mainly asks for policies of sustainable food creation and 

resilient agricultural practices (European Commission, 2021a). 
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Figure 3. The Wedding Cake Model 

 

Source: Folke et al., 2016. 

 

Figure 4. The environmental and socioeconomic dimensions 

 

As mentioned above, the guiding principle for the realization of the RRPs is competitive 

sustainability, a new growth paradigm with which the SDGs are strongly associated. Since the 

RRPs are written as a function of the SDGs, the alignment of each RRP with the specified 

dimensions of the Wedding Cake Model is an interesting research question aiming at 

uncovering the priorities of national governments of the EU member states. Specifically, this 

classifier can help determine the number of words associated with the environmental and 
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socioeconomic dimensions. Moreover, a measure of the relative intensity of the two 

dimensions can be used to identify the factors more intensely associated with them, including 

the environmental status quo and tourist attractiveness. 

 

3.2. Data 
The RRPs were assessed by the European Commission approximately two months after 

submission by the countries. After this assessment, the plan has been definitively approved by 

the European Council in an additional month. The attached document to the Council 

implementing decision (the annex) describes in detail the reforms and investments to be 

implemented by end-2026 (Dias et al., 2022). Each annex of the RRPs contains the name, the 

description and the completion time of the projects. Overall, 6233 projects can be univocally 

attributed to a specific year in the range between 2020 and 2026. 

A training set of documents related to each SDG has been used to compute the likelihood 

necessary to execute the classifier. To assure that these documents were coherent with the EU 

view and objectives, we considered the reading list on each SDG suggested by Eurostat in the 

2020 report on progress towards the SDGs (Eurostat, 2020), selecting about 120 documents. 

Before training the classifier, we removed stop words and numbers. Moreover, we reduced 

the vocabulary to the one used in the projects of the RRPs to reduce the sparsity due to words 

not being used in the documents to be analyzed. 

 

3.3. An index of the incidence of the environmental topics 
As the experiment presented so far showed that two adjacent words are enough to obtain a 

noticeable improvement in accuracy, this application exercise makes use of the symmetrical 

approach with 1 backward lag and 1 forward lag.2 Since each word contained in the projects 

of the RRPs is not labeled with its class, we cannot evaluate the accuracy of the classifier. As 

a validation tool, we rely on Zipf’s law, for which very few words dominate the word count 

distribution (Manning and Schütze, 2003). This means that analyzing the most frequent words 

classified in a specific class is useful to understand if the classifier works correctly. In the 

supplemental data online, we reported the top 75 words of the environmental and 

socioeconomic dimensions. The list appears in line with expectations as we cannot identify 

words that are not reasonably used in the dimension in which they are classified. 

 
2 Notice that the use of 2 backward lags and 2 forward lags generates essentially the same results (available upon 
request from the authors). 
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Once the classifier estimated the number of words associated with each dimension, we built a 

measure of alignment of these projects with the two dimensions. Thus, for each project we 

calculated the relative intensity index as follows: 

𝐴𝑙𝑖𝑔𝑛𝑚𝑒𝑛𝑡 =
𝑛௘௡௩ − 𝑛௦௢௖௘௖௢ 

𝑛௘௡௩ + 𝑛௦௢௖௘௖௢
 

where 𝑛௘௡௩ and 𝑛௦௢௖௘௖௢ are the number of words classified in the environmental dimension 

and the socioeconomic dimension, respectively. The index is constrained in the range –1 and 

1. If alignment = –1, the project is fully aligned with the socioeconomic dimension, while if 

alignment = 1, the project is fully aligned with the environmental dimension. 

The mean value over all projects is equal to –0.1835. The negative sign of the index may 

someway suggest that a relatively larger number of words are related to the socioeconomic 

dimension, as well as it may be simply a consequence of the fact that this dimension includes 

more SDGs than the environmental dimension. The standard deviation is 0.5121 suggesting 

that the observed series has a large variability. 

As a further validation exercise, we plotted the index against the six pillars in which the RRPs 

are organized. Although the dimensions of the SDG model and the pillars do not overlap 

precisely, it is still possible to make predictions on the sign of the correlations. The figures in 

the supplemental data online display evidence in line with our expectations. 

 

3.4. Results 
 

3.4.1. The index and the geographical area 
Is the index clustered by geographical area? If so, which cluster of countries is most aligned 

with the environmental dimension? Figure 5 shows the sorted distribution of the index for 

each country in the European Union. 

The observations are grouped into two geographical clusters, according to the UN geoscheme: 

Northwest countries (red bars) and Southeast countries (blue bars); the horizontal line 

indicates the average value. On average, the cluster of Southeast countries tends to be more 

aligned with the environmental dimension with two noticeable exceptions (Denmark and 

Ireland). 
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Figure 5. Sorted distribution of the index 

 

 

3.4.2. The index and the RRP funds 
Are the countries that receive more funds from the RRF more interested in environmental or 

socioeconomic issues? We can expect that those countries receiving the larger financial 

support are those programming more balanced interventions across the two dimensions 

because they are not forced to focus only on the socioeconomic dimension that is generally 

considered higher on the political agenda. 

Hypothesis 1: The countries receiving more funds show a higher value of the index (H1) 

Figure 6. Scatter plots of the index against the log funds and the funds per capita 

 

For each scatter plot the trend line is reported. 

Both Figure 6, which reports the scatter plots of the index against the log funds and the funds 

per capita, and their correlation coefficients (0.33 and 0.31, respectively) give support to H1. 
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3.4.3. The determinants of the index 
The index can be a useful tool to identify the main reasons behind different cross-country 

mixes of environmental vs. socioeconomic projects in the RRPs. For instance, countries 

lagging behind from an environmental perspective might want to fill this gap, by paying more 

attention to the environmental dimension. Moreover, countries where tourism is a key or 

growing economic sector should be more interested in investing more resources in the 

environmental dimension. 

H2: The countries where the gap in the environmental endowment is larger show a higher value of the index  

H3: The countries where the tourism sector plays a more important role show a higher index value 

For this analysis, we selected measures for a country’s current environmental status and 

tourism specialization. A brief description is provided in Table 5. 

Table 5. Environmental and tourist indicators 

Indicator Description 

Net greenhouse gas emissions (tonnes per capita) The indicator measures total national emissions 

including international aviation of the so-called 

‘Kyoto basket’ of greenhouse gases 

ln Years of life lost due to PM 2.5 exposure The indicator measures the log of years of life lost 

(YLL) due to exposure to particulate matter (PM 

2.5). YLL is defined as the years of potential life lost 

as a result of premature death 

Estimated soil erosion by water (%) The indicator estimates the area potentially affected 

by severe erosion by water such as rain splash, sheet 

wash and rills 

ln Number of nights spent It is the log number of nights spent by country of 

destination 

ln Number of trips It is the log Number of trips by country of destination 

UNESCO Heritage The indicator represents the UNESCO heritage. It is 

given by the ratio between the number of World 

Heritage Sites in a country and the surface of that 

country 

Source: EUROSTAT and UNESCO. 

While Net greenhouse gas emissions, ln Years of life lost due to PM 2.5 exposure and 

Estimated soil erosion by water are environmental indicators, ln Number of nights spent, ln 

Number of trips and UNESCO Heritage are tourist indicators. Specifically, the indicators are 

the averages of the period between 2015 and 2019, five years before the start of the 
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implementation of the RRPs. Figure 7 reports the scatter plots of each indicator against the 

index. 

Figure 7. Scatter plots of the index against the environmental and tourism indicators 

 

For each scatter plot the trend line is reported. 

Evidence is in line with H2 and H3 if we both look at the scatterplots in Figure 7 and consider 

that the correlations of the index with the indicators are between 0.24 and 0.32. The positive 

relationship between the index and each indicator suggests that those countries experiencing a 

delay towards the environmental objectives and those countries with a more tourism-oriented 

economy have put higher (and more space to) the environmental dimension on their RRPs. 

 

3.4.4. The association of the index with economic growth 
Ideally, we would like to investigate whether the observed annual differences across countries 

in the reported index can be useful to predict their economic performance. However, it is too 

early to measure it as we need to wait at least until the end of 2026 to assess if the different 

performances could be associated in someway with the different prevalence of environmental 

and socioeconomic projects. What we can do at this moment is to compare the index with the 

economic performance as predicted by the main professional forecasters. For instance, we 

may consider the GDP growth forecasts elaborated by the European Commission staff and 

included in the working document of each RRP for the period between 2020 and 2026 
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(European Commission, 2021b). It is worth noting that these forecasts were made available 

after the approval and publication of the definitive version of the RRPs, while, on the other 

hand, the index is based on information (RRPs) before the time the forecasts were published. 

H4: A higher value of the index is associated with a better or worse expected economic performance 

We consider four different specifications to estimate the association between the index and 

the percentage change of the real GDP (Table 6). Firstly, we consider the simple univariate 

equation (model 1); secondly, we added the time trend as a control (model 2); thirdly, we 

added a Covid-19 time dummy as a control (the dummy takes 1 if the year is 2020 or 2021 

and 0 otherwise; model 3). Finally, we included both the trend and the Covid-19 dummy 

(model 4). In all cases, we used the method of the pooled OLS estimator3 with standard errors 

corrected for heteroskedasticity (Wooldridge, 2010). 

Table 6. Dependent variable: RRP forecasts of Δ Real GDP (Pooled OLS estimates) 

 1 2 3 4 

Index 0.0716*** 

(0.0161) 

0.0634*** 

(0.0157) 

0.0610*** 

(0.0145) 

0.0616*** 

(0.0149) 

Time trend  0.0041* 

(0.0015) 

 -0.0010 

(0.0013) 

Covid-19   -0.0216*** 

(0.0052) 

-0.0245*** 

(0.0045) 

Observations 145 145 145 145 

Adjusted R2 0.1701 0.2044 0.2527 0.2485 

Robust standard errors are reported in brackets. The constant is not reported but is included in the estimated 
equation. *Significant at a 5% level, **significant at a 1% level, and ***significant at a 0.1% level 

For all four specifications considered, the equation shows to fit adequately the data as the 

adjusted R2 ranges between 17 and 25 percent. The index is statistically significant at 0.1 

percent of confidence level and shows a parameter stable between 0.06 and 0.07.4 The 

positive association between the index and the expected variation in real GDP may reveal a 

positive effect of the environmental dimension on economic growth, even as compared with 

the socioeconomic one. The estimated economic effect suggests a small increase in growth 

when a country privileges the environmental dimension over the socioeconomic one, 

corresponding to 7 percentage points per year. This preliminary result can be considered in 

any case very interesting apart from surprising as the common view has always been that the 

socioeconomic dimension is more growth-enhancing than the environmental dimension. 

 
3 The Fixed effects and Random effects estimators provide similar results (available upon request from the 
authors). 
4 Robustness checks are available in the supplemental data online. 
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While several contributions in the literature show the positive impact of green policies on 

economic growth (Jouvet and de Perthuis, 2013; Mundaca and Markandya, 2016; Ringel et 

al., 2016), the prevalence of the environmental policy measures as compared to the 

socioeconomic ones is new in the literature. If this evidence were confirmed in other 

empirical works focusing on observed data, it may provide support for the green policies and 

help mitigate the negative views of some parties and voters. 

 

4. Conclusions 
We proposed a new textual algorithm, an adaption of the Bayes classifier for the word 

classification task. Its main characteristic is that the prior probabilities of topics are not 

constant but adapt to the posterior probabilities associated with the adjacent words. The 

simulation has shown that the proposed classifier achieves an improvement of more than 20% 

over the original classifier. 

The classifier has been used to identify how the countries in their respective RRPs sort in 

terms of importance attributed to the different SDGs. In particular, for each project contained 

in the RRPs, we used our classifier to estimate the number of words associated with the 

environmental and socioeconomic dimensions. Then, we built an index of alignment of these 

projects with one dimension as compared with the other. Three main results emerged by 

plotting the index against key variables. The environmental dimension plays a more important 

role in those countries that: 1) receive more funds from the RRF; 2) show a major delay 

toward the environmental objectives; and 3) are more involved in tourism. Finally, we 

examined the association between the index and the forecasts of the European Commission on 

the real GDP growth rates, finding that the percentage change of the real GDP tends to be 

positively influenced by the environmental dimension as compared to the socioeconomic one. 

In contrast to other popular tools usually adopted in economics to extract quantitative 

information from textual data – the dictionary-based approach – the proposed classifier is 

more flexible, allowing us to perform a more objective analysis for tasks not necessarily 

related to sentiment analysis. Once the documents related to the classes to be studied have 

been collected, the researcher only needs to set the number of adjacent words to classify each 

word. Moreover, unlike other complex but less used methods, such as those based on neural 

networks, this classifier is not opaque in its functioning, allowing the researcher to easily 

understand the results obtained. Since it is neither too simple nor too complex, the proposed 

classifier has the potential for becoming a very useful tool for researchers of all fields in those 
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cases where they need to extrapolate numerical information from documents only containing 

words. 

Future refinements of the classifier may provide a built-in procedure allowing the researcher 

to automatically detect the optimal number of adjacent words to be considered to maximize 

the accuracy. Another future development of this classifier is to test a weighting scheme for 

the surrounding words, for example by giving more weight to the words that are closer to the 

word to be classified.  
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Supplemental Data Online 

 

Appendix A. Validation exercises 

 

Appendix A.1. Zipf’s law 

If each word contained in the projects of the RRPs were labeled with its class, the 

performance of the classifier could be evaluated with the accuracy. However, since these 

words are not already labeled, an alternative way to evaluate the performance of the classifier 

is Zipf’s law. According to Zipf’s law, very few words dominate the word count distribution 

(Manning and Schütze, 2003). Consequently, these words can potentially have a large impact 

on the results (Loughran and McDonald, 2016). This means that analysing the most frequent 

words classified in a specific class is useful to understand if the classifier works correctly.  

Figures A.1 and A.2 report the top 75 words of the two dimensions. The list appears in line 

with expectations as we cannot identify words that are not reasonably used in the dimension 

in which they are classified. Vice versa, there are some words that are clearly associated with 

environmental issues, such as environment, water, sustainable, renewable and climate, or 

socioeconomic terms, such as digital, education, health, development and school. 
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Figure A.1. Word count distribution for the environmental dimension 
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Figure A.2. Word count distribution for the socioeconomic dimension 

 

 

 

 

 



26 
 

Appendix A.2. The index and the RRP pillars 

As a further validation exercise, we also plotted the index against the six pillars in which the 

RRPs are organized. We have already remarked that the SDGs and the pillars are different 

domains. The same is true if we extend the comparison to the dimensions of the Wedding 

Cake Model and the pillars. For example, the environmental dimension of the Wedding Cake 

Model does not correspond precisely to the green transition pillar. 

By plotting the index against each pillar, our objective is to verify if the sign of these 

relationships is coherent with our expectations or not. Thus, a country deciding to allocate 

more funds to the green transition pillar should present a higher index, that is, more attention 

paid to the environmental dimension. On the other hand, funds for the pillars “digital 

transformation”, “health, social and institutional resilience” and “policies for the next 

generation” are expected to be negatively correlated with the index, because they are more 

intensely related to the socioeconomic dimension, such as business support for the 

development of digital products and services, and capacity of educational and health facilities 

(Commission Delegated Regulation, 2021). 

Hypothesis A.1: The countries allocating more funds to the green transition pillar show a higher value of the 

index (HA.1) 

Hypothesis A.2: The countries allocating more funds to the pillars “digital transformation”, “health, social and 

institutional resilience” and “policies for the next generation” show a lower value of the index (HA.2) 

The relationships between the index and the pillars “smart, sustainable and inclusive growth” 

and “social and territorial cohesion” are not as easy to predict. These pillars deal with both 

environmental objectives (e.g., savings in energy consumption, renewable energy, 

infrastructure for alternative fuels, and benefits from protective measures against floods, 

wildfires and other climate-related natural disasters) and socioeconomic issues (e.g., support 

for firms in their activities and for people in finding a job, and inclusion of people in 

education or training activities) (Commission Delegated Regulation, 2021). Consequently, 

which of the two dimensions predominates can only be determined empirically. 

Figure A.3 reports the scatter plots of the index against the percentages of funds allocated for 

the six pillars. 
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Figure A.3. Scatter plots of the index against the RRP pillars 

 

For each scatter plot the trend line is reported. 

The scatter plots show that HA.1 and HA.2 are reasonable if we except pillar “digital 

transformation”, for which no particular correlation can be identified. Specifically, there is a 

positive relationship between the index and the green transition pillar (correlation 0.26) and a 

negative relationship between the index and the pillars “health, social and institutional 

resilience” and “policies for the next generation” (correlation –0.40 and –0.39, respectively). 

Finally, the correlations between the index and the pillars “smart, sustainable and inclusive 

growth” and “social and territorial cohesion”, for which we were not able to predict a sign, are 

positive or almost zero (0.20 and 0.03, respectively). 
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Appendix B. Robustness check 

 

To check the robustness of the estimated models, we also considered the forecasts of the 

variation of the real GDP made by another institution, the Organization for Economic Co-

operation and Development (OECD). In particular, the data are from the long-term baseline 

projections made in 2021 (OECD, 2021), which take into account the effects of the Covid-19 

pandemic and therefore the potential impact of the RRPs (table B.1): 

Table B.1. Dependent variable: OECD forecasts (2021) of Δ Real GDP (Pooled OLS estimates) 

 1 2 3 4 

Index 0.0419** 

(0.0139) 

0.0389* 

(0.0151) 

0.0340* 

(0.0130) 

0.0393** 

(0.0133) 

Time trend  0.0011 

(0.0012) 

 -0.0042*** 

(0.0009) 

Covid-19   -0.0172** 

(0.0051) 

-0.0307*** 

(0.0041) 

Observations 145 145 145 145 

Adjusted R2 0.1010 0.0937 0.1578 0.1861 

Robust standard errors are reported in brackets. The constant is included in the estimated equation. *Significant 
at a 5% level, **significant at a 1% level and ***significant at a 0.1% level 

The results are similar to the ones based on the RRPs forecasts. Indeed, the index is again 

significant. On average, the environmental dimension leads to an increase between 3 and 4 

percentage points in the variation of the real GDP. Moreover, while the time trend is not 

significant or has a negligible impact on the dependent variable, the Covid-19 dummy is 

significant in all specifications and denotes that economic growth increases, on average, 

between 2 and 3 percentage points in the medium-long term. 

We have carried out a final robustness check exercise. So far, we have considered the 

forecasts of economic growth after the start of the Covid-19 pandemic (and therefore after the 

realization of the RRPs). But what happens if we consider the forecasts before this shock 

starts? In this scenario, which does not consider the Covid-19 shock (and therefore the effects 

of the RRPs), it is reasonable to assume that neither the index nor the Covid-19 dummy 

should explain the dependent variable. To verify this hypothesis, we considered the long-term 

baseline projections made by the OECD in 2018 (OECD, 2018) (table B.2): 
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Table B.2. Dependent variable: OECD forecasts (2018) of Δ Real GDP (Pooled OLS estimates) 

 1 2 3 4 

Index 0.0022 

(0.0052) 

-0.0002 

(0.0041) 

0.0011 

(0.0044) 

-0.0003 

(0.0042) 

Time trend  0.0009 

(0.0008) 

 0.0011 

(0.0008) 

Covid-19   -0.0023 

(0.0026) 

0.0012 

(0.0006) 

Observations 145 145 145 145 

Adjusted R2 0.0014 0.0043 -0.0065 -0.0020 

Robust standard errors are reported in brackets. The constant is included in the estimated equation. *Significant 
at a 5% level, **significant at a 1% level and ***significant at a 0.1% level 

The estimated models confirm our hypothesis, that is the index and the Covid-19 dummy do 

not affect the economic growth forecasts made before the start of the pandemic. This evidence 

is very useful to draw conclusion on the nature of the relationship between the index and the 

GDP growth forecasts. Indeed, we would have found a significant coefficient on the index if 

the positive association between these two variables had been driven by third unobserved 

factors that were already known at the time of the projections made by the OECD in 2018. 


