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1. Introduction and motivation

The problem of estimating nonlinear econometric models has gained much attention in recent years. This is mainly due to the recent development in nonparametric and semiparametric econometrics. See Pagan and Ullah (1999) for a recent survey up to 1999. Due to the curse of dimensionality, however, nonparametric multivariate smoothing techniques are in practice not very useful when there are more than two or three predictor variables [see Chapter 7 of Fan and Gijbels (1996)]. In recent years, nonparametric and semiparametric approaches have been proposed to deal with the curse of dimensionality problem and some related problems as well. These include the construction of consistent model specification tests and additive nonparametric and semiparametric regression modelling. For the case of model specification tests, interest focuses on tests for a parametric model versus a nonparametric model, tests for a semiparametric (partially linear or single-index) model against a nonparametric model, and tests for the significance of a subset of regressors. For example, Härdle and Mammen (1993) have developed consistent tests for a parametric specification
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For the case of additive nonparametric and semiparametric modelling, Fan, Härdle and Mammen (1998) have provided an efficient and direct way to deal with the dimensionality reduction problem. In practice, however, before applying the additive nonparametric regression technique to model real sets of data, a crucial problem is whether an additive nonparametric regression model is appropriate for a given set of data. In other words, we should test for nonparametric additivity before using an additive nonparametric regression to model a given set of data. When an additive nonparametric regression model is not appropriate for a given set of data, one needs to find alternative methods to solve the dimensionality reduction problem. As an alternative, one suggests using the additive partially linear regression to deal with the dimensionality reduction problem. In theory, one can assume that the process $(Y_t, X_t)$ satisfies the following model

$$Y_t = E[Y_t | X_t] + e_t = m(X_t) + e_t = U_t^\tau \beta + g(V_t) + e_t,$$  \hspace{1cm} (1.1)

where $X_t = (U_t^\tau, V_t^\tau)^\tau$, $m(X_t) = E[Y_t | X_t]$, and $e_t = Y_t - E[Y_t | X_t]$ is the error process and allowed to depend on $X_t$. In model (1.1), $U_t$ and $V_t$ are allowed to be two different time series. For example, $U_t$ could be a vector of endogenous time series while $V_t$ could be a vector of exogenous time series. In practice, a crucial problem is how to identify $U_t$ and $V_t$ before applying model (1.1) to model real sets of data. For some cases, the identification problem can be solved easily by using empirical studies. For example, when modelling electricity sales, it is natural to assume the impact of temperature on electricity consumption to be
nonlinear, as both high and low temperatures lead to increased consumption, whereas a linear relationship may be assumed for other regressors. See Engle, Granger, Rice and Weiss (1986). Similarly, when modelling the dependence of earnings on qualification and labour market experience variables, our research [see Härdle, Liang and Gao (2000)] shows that the impact of qualification on earnings to be linear, while the dependence of earnings on labour market experience appears to be nonlinear. For many other cases, however, the identification problem should be solved theoretically before using model (1.1). More recently, Härdle, Liang and Gao (2000, §6.2) have extended the discussion of Chen and Chen (1991) for the i.i.d. case to the time series case, and therefore the identification problem for both the i.i.d. case and the time series case has been solved.

A selective review of the recent development of model (1.1) can be found in Härdle, Liang and Gao (2000).

We now consider a new class of partially linear models of the form

\[ Y_t = X_t^\tau \beta + g(X_t) + e_t, \] (1.2)

where \( X_t = (X_{t1}, \ldots, X_{tp})^\tau \) is a vector of time series, \( \beta = (\beta_1, \ldots, \beta_p)^\tau \) is a vector of unknown parameters, \( g(\cdot) \) is an unknown function and can be viewed as a misspecification error, and \( e_t \) may be interpreted as a measurement error. In model (1.2), the error process \( e_t \) is allowed to depend on \( X_t \). Obviously, model (1.2) cannot be viewed as a special form of model (1.1).

The main motivation for systematically studying model (1.2) is that the partially linear regression model (1.2) can play a significant role in modelling some nonlinear problems, although the linear regression normally fails to appropriately model nonlinear phenomena. We therefore suggest using the semiparametric partially linear regression (1.2) to model nonlinear phenomena, and then determine whether the nonlinearity is significant for a given data set \((X_t, Y_t)\). In addition, some special cases of model (1.2) have already been considered by econometricians. In Section 2 below, one can see that some special forms of model (1.2) have already been used to model economic and financial data.

This paper then considers some estimation and model specification testing procedures for models (1.1) and (1.2), in particular, the model specification testing for the nonparametric component involved in models (1.1) and (1.2), as one needs to determine whether the nonlinear component is significant before applying either model (1.1) or (1.2) to fit a given set of data. For example, before using a stochastic differential equation to model a given financial data, one needs to determine whether the linearity in the drift is appropriate for the given financial data. This is particularly important as pointed out by some authors [see Aıt-Sahalia (1996a); Ahn and Gao (1999)], the linearity of the drift imposed in the literature appears to be the main source of misspecification.

The rest of the paper is organised as follows. Section 2 presents some important examples. Section 3 discusses estimation and model specification testing procedures for models (1.1) and
Examples of implementation and applications of the procedures to economic models and financial data are given in Section 4. Section 4 further considers some extensions and generalizations. Mathematical details are relegated to Appendices A–C.

2. Examples and models

Before proposing our estimation and model specification testing procedures, we present some interesting examples and models, which are either special forms or extended forms of models (1.1) and (1.2).

2.1. Special and extended forms of model (1.1)

Example 2.1 (Partially linear autoregressive models): Let \( u_1, u_2, \ldots \) be an endogenous time series, \( Y_t = u_t, \) \( U_t = (u_{t-1}, \ldots, u_{t-r})^\tau, \) and \( V_t = (v_{t1}, \ldots, v_{tq})^\tau \) be a vector of exogenous time series. Now model (1.1) is a partially linear autoregressive model of the form

\[
    u_t = \sum_{i=1}^{r} \beta_i u_{t-i} + g(v_{t1}, \ldots, v_{tq}) + \epsilon_t. \tag{2.1}
\]

Example 2.2 (Partially nonlinear autoregressive models): Let \( v_1, v_2, \ldots \) be an endogenous time series, \( Y_t = v_t, \) \( V_t = (v_{t-1}, \ldots, v_{t-q})^\tau, \) and \( U_t = (u_{t1}, \ldots, u_{tr})^\tau \) be a vector of exogenous variables. Then model (1.1) is a partially nonlinear autoregressive model of the form

\[
    v_t = \sum_{i=1}^{r} \alpha_i u_{ti} + g(v_{t-1}, \ldots, v_{t-q}) + \epsilon_t. \tag{2.2}
\]

Some estimation results for models (2.1) and (2.2) can be found from the literature. See for example, Robinson (1988), Teräsvirta, Tjøstheim and Granger (1994), Gao and Liang (1995), Gao (1998), Li and Hsiao (1998), Härdle, Liang and Gao (2000), and Gao, Tong and Wolff (2002a, 2002b).

In recent years, some other semiparametric regression models have also been discussed. We now review two related models, which are given in Examples 2.3–2.4.

Example 2.3: Consider a linear regression with a nonparametric error model of the form

\[
    Y_t = X_t^\tau \beta + u_t, \quad u_t = g(u_{t-1}) + \epsilon_t, \tag{2.3}
\]

where \( X_t \) and \( \beta \) are \( p \)-dimensional column vectors, \( X_t \) is stationary with finite second moments, \( Y_t \) and \( u_t \) are scalars, \( g(\cdot) \) is an unknown function, possibly nonlinear, and is such that \( u_t \) is at least stationary with zero mean and finite variance i.i.d. innovations \( \epsilon_t. \)

Model (2.3) was proposed by Hidalgo (1992) and then estimated by a kernel based procedure.
Example 2.4: Consider a nonparametric regression with an AR(1) error model of the form

$$Y_t = g(X_t) + u_t, \ u_t = \theta u_{t-1} + \epsilon_t,$$

(2.4)

where \((X_t, Y_t)\) is a bivariate stationary time series, \(\theta\), satisfying \(|\theta| < 1\), is an unknown parameter, \(g(\cdot)\) is an unknown function, and \(\epsilon_t\) is i.i.d. with zero mean and finite variance \(0 < \sigma^2 < \infty\).

Truong and Stone (1994) proposed an estimation procedure for model (2.4).

In addition to the application of models (2.1)–(2.4) in economics and finance, one can extend models (2.1)–(2.4) to derive some very useful models such as semiparametric error correction models (SECMs). Before our derivation, we review a class of parametric error correction models (PECMs).

Parametric error correction models have been discussed extensively in the literature. See for example, Phillips and Loretan (1991), Mills (1993, §6.5–§6.6), and van Dijk and Franses (2000). We now consider one general parametric error correction model discussed in Phillips and Loretan (1991).

Example 2.5: Consider a parametric error correction model of the form

$$Y_t = X_t \beta + \sum_{s=1}^{q} \gamma_s ^{\top} \nabla X_{t-s} + \epsilon_t,$$

(2.5)

where \(X_t = (X_{t1}, \ldots, X_{tp})^\top\) is a vector of endogenous time series, \(\beta = (\beta_1, \ldots, \beta_p)^\top\) is a vector of unknown parameters, \(\nabla X_t = X_t - X_{t-1}\), \(\gamma_s\) is another vector of unknown parameters, and \(\epsilon_t\) is a white noise error term.

Model (2.5), as discussed in Mills (1993), can be used to model financial relations, such as the relationship between equity prices, dividends and gilt yields. In practical applications, however, whether the dependence of \(Y_t\) on \(\nabla X_t\) is linear cannot be known for some data sets, in particular, the financial data. Therefore, one would suggest using some nonparametric models in practice and let the data speak for themselves.

For convenience, we first consider the case of \(p = 1\) and introduce the following notation.

$$u_t = Y_t - X_t \beta, \ v_{ts} = \nabla X_{t-s}, \text{ and } v_t = (v_{t1}, \ldots, v_{tq})^\top.$$

Example 2.6 (Semiparametric error correction model): If the pair \((u_t, v_t)\) satisfies model (2.1), then a semiparametric form of model (2.5) can be written as

$$Y_t = X_t \beta + u_t, \ u_t = g(v_{t1}, \ldots, v_{tq}) + \epsilon_t.$$

(2.6)

As can be seen from model (2.6), in order to determine whether leads of \(\nabla X_t\) are being included in model (2.6), it suffices to test whether the null hypothesis \(H_0 : g = 0\) holds.
For model (2.6), the absence of the nonlinearity in $\nabla X_t$ implies that the error process $u_t = Y_t - X_t \beta$ is just white noise. Obviously, model (2.7) without nonlinearity is much simpler in theory and may be more applicable in practice. Thus, one would suggest determining whether the simpler model is appropriate before applying model (2.6) to actual data.

As in Phillips and Lorentan (1991), $X_t$ in (2.5) is a vector of endogenous time series, one needs to consider the following extension.

For the case where $X_t = (X_{t1}, \ldots, X_{tp})^T$ is a vector of endogenous time series, model (2.5) can be extended to the following additive semiparametric error correction model

$$Y_t = X_t^T \beta + \sum_{j=1}^{q} \sum_{i=1}^{p} g_{ij}(\nabla X_{t-j,i}) + \epsilon_t,$$

where $\{g_{ij} : 1 \leq i \leq p, 1 \leq j \leq q\}$ are unknown functions defined on $\mathbb{R}^1$ and the others are as defined before.

As this paper mainly considers applications of the proposed model specification testing procedures to model (2.6), estimation and testing procedures associated with model (2.7) will not be detailed. We leave them for future research.

2.2. Special and extended forms of model (1.2)

Example 2.9: Model (1.2) has some special forms. This example considers the case where $p = 1$, both $X_t$ and $e_t$ are i.i.d., and $e_t$ is independent of $X_t$ with $E[e_t] = 0$ and $E[e_t^2] < \infty$. Consider a partially linear model of the form

$$Y_t = X_t \beta + g(X_t) + \epsilon_t.$$  

(2.8)

For the discussion of model (2.8) in the i.i.d. case, see Eubank and Spiegelman (1990), Eubank and Hart (1992), Chen (1994), Shively, Kohn and Ansley (1994), and Jayasuriva (1996).

Example 2.10 (Partially linear ARCH models): For the case where $p = 1$, $Y_t$ is a sequence of time series, $X_t = Y_{t-1}$, and $e_t$ depends on $Y_{t-1}$, model (1.2) is a partially linear ARCH model of the form

$$Y_t = \beta Y_{t-1} + g(Y_{t-1}) + \epsilon_t,$$  

(2.9)

where $\epsilon_t$ is assumed to be stationary, both $\beta$ and $g$ are identifiable, and $\sigma^2(y) = E[e_t^2 | Y_{t-1} = y]$ is a smooth function of $y$. Hjellvik and Tjøstheim (1995), and Hjellvik, Yao and Tjøstheim (1998) considered testing for linearity in model (2.9). Granger, Inoue and Morin (1997) have considered some estimation problems for the case of $\beta = 1$ in model (2.9).
Example 2.11 (Nonparametric stochastic differential equations): This example involves using model (1.2) to approximate a continuous-time process of the form

\[ dr_t = \mu(r_t)dt + \sigma(r_t)dB_t, \quad (2.10) \]

where \( \mu(\cdot) \) and \( \sigma(\cdot) > 0 \) are respectively the drift and volatility functions of the process, and \( B_t \) is standard Brownian motion. We now consider a discretized version of model (2.10) of the form

\[ r_t - r_{(t-1)\Delta} = \mu(r_{(t-1)\Delta})\Delta + \sigma(r_{(t-1)\Delta})[B_t - B_{(t-1)\Delta}], \quad t = 1, 2, \cdots, \quad (2.11) \]

where \( \Delta \) is the time between successive observations. In practice, \( \Delta \) is small but fixed, as most continuous-time models in finance are estimated with monthly, weekly, daily, or higher frequency observations.

Suppose that data are sampled at time \( t\Delta \) for \( t = 1, 2, \cdots, T \). Let

\[ Y_t = (r_{t\Delta} - r_{(t-1)\Delta})/\Delta, \quad X_t = r_{(t-1)\Delta} \text{ and } \mu(X_t) = \beta X_t + g(X_t), \]

where both \( \beta \) and \( g(\cdot) \) are identifiable. Model (2.11) now can be written as

\[ Y_t = X_t\beta + g(X_t) + \sigma(X_t)\epsilon_t, \quad (2.12) \]

where \( \epsilon_t \) is a Gaussian random error with \( E[\epsilon_t] = 0 \) and \( \text{var}[\epsilon_t] = \Delta^{-1} \). Obviously, model (2.12) is a special form of model (1.2).

In Section 4 below, we will use model (2.12) to fit a given set of financial data.

As mentioned earlier, when \( p \) in model (1.2) is more than two or three, model (1.2) itself is not very feasible in practice due to the curse of dimensionality. As an alternative, one can use either

\[ Y_t = X_t^{*}\beta + g(X_t^*) + \epsilon_t \quad (2.13) \]

or

\[ Y_t = X_t^{*}\beta + \sum_{j=1}^{p} g_j(X_{tj}) + \epsilon_t, \quad (2.14) \]

where \( X_t^{*} \) is a sub-vector of \( X_t \) and each \( g_j \) is an unknown function defined on \( R^1 \). As both \( \beta \) and \( g_j \) are required to be identifiable, some orthogonality conditions on \( g_j \) are needed. The null hypothesis \( H_0 : g(\cdot) = 0 \) has not been considered yet. When each \( g_j \) is approximated by a series of orthogonal functions as used in Gao, Tong and Wolff (2002a, 2002b), a test statistic for testing \( H_0 : g_j = 0 \) can be constructed and its asymptotic distribution can be established. In general, each \( g_j \) can be estimated by using the so-called marginal integration method [see Linton and Härdle (1996); Linton (1997, 2000); Sperlich, Tjøstheim and Yang]
and then a test statistic can be constructed. As the detail is lengthy and extremely technical, it will not be given in this paper.

3. Estimation and model specification testing procedures

This section first considers an estimation and model specification procedure for a general nonparametric regression model. Specific applications of the proposed procedure to some of the above models are discussed later.

3.1. Estimation and testing in a general model

Suppose that \((X, Y)\) is a \(p + 1\)-dimensional process with \(X = (X_1, \ldots, X_p)^\tau \in \mathbb{R}^p\) and \(Y \in \mathbb{R}^1\). Consider a general nonparametric regression model of the form

\[
Y = E[Y|X] + e = m(X) + e,
\]

where \(m(x) = E[Y|X = x]\) is an unknown function, \(e\) is an error process with mean zero and allowed to depend on \(X\).

We first consider a general testing problem of the form

\[H_0 : m(x) = 0.\]

As the choice of a test statistic depends on not only the type of estimator used for \(m(\cdot)\) but also the type of distance measure, we suggest using a distance measure of the form

\[
\pi_0 = E\{Y E[Y|X]|f(X)\} = E\{[E(Y|X)]^2 f(X)\} \geq 0,
\]

where \(f(\cdot)\) is the density function of \(X\). It follows that \(\pi_0 \equiv 0\) holds if and only if \(H_0\) is true.

This section then constructs a test statistic for testing \(H_0\). In order to do so, one needs to estimate the unknown function \(m(\cdot)\) first.

Let \(\{(X_t, Y_t) : 1 \leq t \leq T\}\) be a set of observations, \(T\) be the number of observations, and \(W\) be a \(T \times T\) matrix depending on \((X_1, \ldots, X_T)\) and \(T\). Let \(\tilde{m}(\cdot)\) denote the general nonparametric estimator of \(m(\cdot)\). Assume that

\[
\tilde{M} = (\tilde{m}(X_1), \ldots, \tilde{m}(X_T))^\tau = WY,
\]

where \(Y = (Y_1, \ldots, Y_T)^\tau\) and \(W\) depends mainly on the type of nonparametric estimator used.

Assume that there are two sequences \(\{p_{st}\}\) and \(\{d_{st}\}\) with \(\min_{1 \leq s, t \leq T} d_{st} > 0\) such that the \(s \times t\) element, \(w_{st}\), of \(W\) can be represented by \(w_{st} = \frac{p_{st}}{d_{st}}\). Now equations (3.1)–(3.3) suggest using the following test statistic

\[
L_T = \frac{\sum_{t=1}^T \sum_{s \neq t} p_{st} Y_s Y_t}{S_T},
\]
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where $\hat{S}_T^2 = 2 \sum_{t=1}^T \sum_{s=1}^T p_{st}^2 Y_t^2 Y_s^2$. Note that the explicit form of $W$ depends on the type of nonparametric estimator used in (3.3).

Before establishing the asymptotic distribution of (3.4), we consider the following examples.

**Example 3.1 [Nonparametric kernel method]**: Let $K$ be a kernel function on $\mathbb{R}^p$ and $h$ be a bandwidth parameter depending on $T$ with $h = h_T \to 0$ as $T \to \infty$. In this example, we consider estimating $m(\cdot)$ by either the PC (see Priestley and Chao 1972) kernel estimator

$$\hat{m}(x) = \frac{1}{T h^p} \sum_{s=1}^T K_h(x - X_s)Y_s$$

or the Nadaraya–Watson (NW) kernel estimator [see equation (2.4) of Fan and Gijbels (1996)]

$$\hat{m}(x) = \frac{1}{T h^p} \sum_{s=1}^T K_h(x - X_s)Y_s,$$

Thus, in (3.4) one can choose

$$p_{st} = \frac{1}{T h^p} K_h(X_s - X_t) \quad \text{and} \quad d_{st} \equiv 1$$

for the PC case, and

$$p_{st} = \frac{1}{T h^p} K_h(X_s - X_t) \quad \text{and} \quad d_{st} = \frac{1}{T h^p} \sum_{u=1}^T K_h(X_s - X_u)$$

(3.5)

for the NW case, where $K_h(\cdot) = K(\cdot/h)$.

**Remark 3.1.** Note that $L_T$ is similar to that proposed in Li (1999). In Li (1999), the author considers testing the hypothesis $H_0 : E[\varepsilon|X] = 0$ in model (3.1) and uses the Nadaraya–Watson kernel estimator of the form

$$\hat{m}(x) = \frac{\sum_{t=1}^T K_h(x - X_t)Y_t}{\sum_{t=1}^T K_h(x - X_t)}$$

and then constructs test statistics based on $K_{st} = K_h(X_s - X_t)$. In order to avoid the random denominator problem, the author chooses a modified test statistic of the form

$$\tilde{L}_T = \frac{\sum_{t=1}^T \sum_{s \neq t} K_{st} \hat{\varepsilon}_t \hat{f}_t \hat{\varepsilon}_s \hat{f}_s}{\hat{S}_T^2},$$

where $\hat{S}_T^2 = 2 \sum_{t=1}^T \sum_{s=1}^T K_{st} \hat{\varepsilon}_t^2 \hat{f}_t^2 \hat{\varepsilon}_s^2 \hat{f}_s^2$, $\hat{\varepsilon}_t = Y_t - \hat{m}(X_t)$, and $\hat{f}_t = \hat{f}(X_t) = \frac{1}{T h^p} \sum_{s=1}^T K_{ts}$.

The next example involves the nonparametric series estimation method.

**Example 3.2 [Nonparametric series method]**: Assume that there are a sequence of series functions $\{z_i(\cdot) : 1 \leq i \leq k\}$ and a vector of unknown parameters $\{\gamma_i : 1 \leq i \leq k\}$.
such that \( m(x) \) can be approximated by \( \sum_{i=1}^{k} z_i(x) \gamma_i \). Let \( Z(x) = (z_1(x), \ldots, z_k(x))^\tau \), \( Z = (Z(X_1), \ldots, Z(X_T))^\tau \), \( \gamma = (\gamma_1, \ldots, \gamma_k)^\tau \) and \( W = Z(Z^* Z)^+ Z^* \), in which \( k = k_T \) is an integer, \( k = k_T \rightarrow \infty \) as \( T \rightarrow \infty \), and \((\cdot)^+\) denotes the Moore-Penrose inverse.

It can be shown that the least squares estimator of \( \gamma \) is given by \( \hat{\gamma} = (Z^\tau Z)^+ Z^\tau Y \). The nonparametric series estimator of \( m(\cdot) \) is defined as \( \hat{m}(x) = Z(x)^\tau \hat{\gamma} \).

We now have
\[
\hat{M} = (\hat{m}(X_1), \ldots, \hat{m}(X_T))^\tau = Z(Z^* Z)^+ Z^* Y = W Y.
\]

Without loss of generality, assume \( c_i^2 = E[z_i^2(X_s)] = 1 \) for all \( i \geq 1 \). Define the diagonal matrix \( I = \text{diag}(1, \cdots, 1) \). Let \( d_{st} \) be the \( s \times t \) element of the matrix
\[
D = (I + T(ZZ^\tau)^+ (Z(Z^* Z)^+ Z^* - T^{-1} ZZ^\tau))^+.
\]

For the series method, one chooses
\[
p_{st} = \frac{1}{T} \sum_{i=1}^{k} z_i(X_s) z_i(X_t) \quad \text{and} \quad w_{st} = \frac{p_{st}}{d_{st}} \tag{3.6}
\]
in (3.4).

Remark 3.2. One can consider using the following test statistic directly
\[
L_T = \frac{\sum_{t=1}^{T} \sum_{s \neq t} w_{st} Y_s Y_t}{S_T}, \tag{3.7}
\]
where \( S_T^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} w_{st}^2 Y_s^2 Y_t^2 \), in which \( w_{st} \) is the \( s \times t \) element of \( W = Z(Z^* Z)^+ Z^* \).

In theory, it can be shown that \( L_T \) of (3.7) is asymptotically equivalent to \( L_T \) of (3.4) with \( p_{st} \) defined by (3.6). In practice, however, one would prefer to use \( L_T \), as it avoids the random denominator problem.

We conclude the examples by pointing out that one can consider the case where \( m(\cdot) \) is approximated by the B–spline. We shall not detail this case, as our experience shows that for the dependent time series observations the B–spline approximation is very difficult to be implemented in practice.

We now establish the first result of this paper.

Theorem 3.1. Assume that Assumptions A.1, A.2 and A.4 listed in Assumption A hold. Then under \( H_0 \)
\[
L_T \rightarrow D N(0, 1) \quad \text{as} \quad T \rightarrow \infty.
\]
Furthermore, under \( H_1 : \ m(\cdot) \neq 0 \), we have \( \lim_{T \rightarrow \infty} P(L_T \geq C_T) = 1 \), where \( C_T \) is any positive, nonstochastic sequence with \( C_T = o(T q^{-1/2}) \), in which \( q = q_T \rightarrow \infty \) as \( T \rightarrow \infty \) is as defined in Assumption A.2.
Remark 3.1. Theorem 3.1 establishes the asymptotic distribution of the proposed statistic $L_T$ of (3.4). It extends Theorem 3.1 of Li (1999) from the $\beta$–mixing condition to the $\alpha$–mixing case. In addition, the test statistic $L_T$ doesn’t depend on a particular nonparametric estimation method, although one needs to identify the form of $\{p_{st}\}$ when implementing the test statistic in practice.

For Examples 3.1 and 3.2, we have the following corresponding results.

Corollary 3.1. (i) Let $p_{st}$ in (3.4) be defined by (3.5). Assume that Assumptions A.1, A.4 and A.5 hold. Then the conclusions of Theorem 3.1 remain true.

(ii) Let $p_{st}$ in (3.4) be defined by (3.6). Assume that Assumptions A.1, A.4 and A.6 hold. Then the conclusions of Theorem 3.1 remain true.

The proofs of Theorem 3.1 and Corollary 3.1 are relegated to Appendix B.

3.2. Testing for nonparametric significance and linearity

As the test statistics for some models are similar to those for others, one will only consider testing for nonparametric significance and linearity for some special forms of models (1.1) and (1.2).

3.2.1. Testing for nonparametric significance

Before discussing model (1.1), we consider a general nonparametric regression model of the form

$$Y_t = m(X_t) + e_t = m(U_t, V_t) + e_t,$$

(3.8)

where $X_t = (U_t^\tau, V_t^\tau)^\tau$, and $U_t = (U_{t1}, \ldots, U_{td})^\tau$ ($d \leq p - 1$) and $V_t = (V_{t1}, \ldots, V_{tc})^\tau$ ($c = p - d$) are allowed to be two different time series. For example, $U_t$ could be a vector of endogenous time series while $V_t$ could be a vector of exogenous time series. Due to the curse of dimensionality problem arising from using nonparametric regression modelling, before applying model (3.8) in practice one needs to consider whether $Y_t$ depends only on the time series $U_t$. In other words, one needs to test whether the null hypothesis $H_0: E[Y_t|X_t] - E[Y_t|U_t] = 0$ holds.

Under Assumption A.3, one can estimate $m_1(U_t) = E[Y_t|U_t]$ by

$$\hat{m}_1(U_t) = \sum_{s=1}^{T} w_{1ts} Y_s,$$

where $w_{1st} = \frac{p_{1st}}{c_{1st}}$ is as defined in Assumption A.3(ii).

Thus one can estimate $m_2(X_t) = m(X_t) - m_1(U_t)$ by

$$\hat{m}_2(X_t) = \sum_{s=1}^{T} w_{ts} Y_s - \sum_{s=1}^{T} w_{1ts} Y_s,$$

(3.9)
This suggests using the following test statistic

\[ L_{1T} = \frac{\sum_{t=1}^{T} \sum_{s \neq t} P_{st} \hat{Y_s} \hat{Y_t}}{\hat{S}_{1T}}, \]  

(3.10)

where \( \hat{Y_t} = [Y_t - \hat{m}_1(U_t)]d_{1T_t} \), \( d_{1T_t} = \frac{1}{T} \sum_{s=1}^{T} c_{its} \), and \( \hat{S}_{1T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} P_{st} \hat{Y_s}^2 \hat{Y_t}^2 \).

When model (3.8) is a nonparametric additive model of the form

\[ Y_t = m_1(U_t) + m_2(V_t) + e_t, \]  

(3.11)

one can use (3.10) to test the nonparametric hypothesis \( H_0 : m_2 = 0 \).

**Remark 3.3.** The test statistic \( L_{1T} \) of (3.10) is similar to that of (6) of Li (1999). For the NW case, \( L_{1T} \) is actually identical to that of (6) of Li (1999). An empirical study of the test statistic for testing \( H_0 : m_2 = 0 \) is given in Example 4.1.

For model (3.8), we now consider the null hypothesis \( H_0 : m_2(X_t) = 0 \) versus the alternative \( H_1 : m_2(X_t) \neq 0 \). For model (3.11), we consider the null hypothesis \( H_0 : m_2(V_t) = 0 \) versus the alternative \( H_1 : m_2(V_t) \neq 0 \).

**Theorem 3.2.** Let \( X_t = (U_t^\top, V_t^\top)^\top \). Assume that \( (X_t, Y_t) \) and \( e_t \) satisfy Assumption A.1. In addition, suppose that Assumptions A.3 and A.4 hold. Then the conclusions of Theorem 3.1 hold for \( L_{1T} \).

As a special case of model (3.11), one can consider model (1.1) given by

\[ Y_t = U_t^\top \beta + g(V_t) + e_t. \]

For model (1.1), one can estimate the nonparametric component \( g(\cdot) \) and then define the estimators of \( \beta \) and \( g(\cdot) \) by [see Härdle, Liang and Gao (2000, §1.2)],

\[ \hat{\beta}_1 = (\bar{U}^\top \bar{U})^+ \bar{U}^\top \bar{Y} \text{ and } \hat{g}(V_t) = \sum_{s=1}^{T} w_{2ts}(Y_s - U_s^\top \hat{\beta}_1), \]

respectively, where \( \bar{U} = (I - W_2)U, U = (U_1, \ldots, U_T)^\top, \bar{Y} = (I - W_2)Y, W_2 = \{w_{2st}\} \) is a \( T \times T \) matrix with \( w_{2st} \) as its \( s \times t \) element, and the definition of \( w_{2st} = \frac{p_{2st}}{c_{2st}} \) with \( \min_{1 \leq s \leq T} c_{2st} > 0 \) is similar to that of \( w_{1st} \).

Similar to (3.10), one can construct the following test statistic

\[ L_{2T} = \frac{\sum_{t=1}^{T} \sum_{s \neq t} P_{2st} \hat{Y_s} \hat{Y_t}}{\hat{S}_{2T}}, \]

where \( \hat{S}_{2T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} P_{2st} \hat{Y_s}^2 \hat{Y_t}^2 \) and \( \hat{Y_t} = Y_t - U_t^\top \hat{\beta}_1 \).

For model (1.1), we now have the following result for the null hypothesis \( H_0 : g = 0 \) versus the alternative \( H_1 : g \neq 0 \).
Theorem 3.3. Let $X_t = (U_t^r, V_t^r)^r$. Assume that $(X_t, Y_t)$ and $e_t$ satisfy Assumption A.1. In addition, suppose that Assumptions A.3 and A.4 hold. Then the conclusions of Theorem 3.1 hold for $L_{2T}$.

For the series method case, Theorem 3.3 is similar to Theorem 2.3 of Gao, Tong and Wolff (2002a). The proofs of Theorems 3.2 and 3.3 are relegated to Appendix B.

Corollary 3.2. As models (2.1), (2.2), (2.4) and (2.6) are special cases of model (1.1), the corresponding test statistics and their asymptotic distributions follow immediately.

Corollary 3.3. For model (2.3), one needs to construct the following test statistic

$$L_{3T} = \frac{\sum_{t=1}^{T} \sum_{s \neq t} p_{st} \hat{Y}_s \hat{Y}_t}{\hat{S}_{3T}},$$

where $\hat{S}_{3T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} p_{st} \hat{Y}_s^2 \hat{Y}_t^2$, $\hat{Y}_t = Y_t - X_t^r \hat{\beta}_2$, $p_{st} = p(\hat{Y}_{s-1}, \hat{Y}_{t-1})$, and $\hat{\beta}_2$ is the solution of

$$\min_{\beta} \sum_{t=1}^{T} \left[ u_t - \sum_{s=1}^{T} p(u_{t-1}, u_{s-1}) \right]^2,$$

where $u_t = Y_t - X_t^r \hat{\beta}$. Under some additional conditions on the nonparametric estimation function $p_{st}$, the asymptotic normality of $L_{3T}$ can be established, although the detail is extremely technical.

3.2.2. Testing for linearity in model (1.2)

Consider a generalized form of model (1.2) given by

$$Y_t = \alpha + X_t^r \beta + g(X_t) + e_t,$$  \hspace{1cm} (3.12)

where $\alpha$, $\beta$ and $g(\cdot)$ are identifiable.

It follows that the least squares estimators of $\alpha$ and $\beta$ can be defined as

$$\hat{\alpha} = \bar{Y} - \bar{X}^r \hat{\beta}_3,$$

$$\hat{\beta}_3 = \left( \sum_{t=1}^{T} (X_t - \bar{X})(X_t - \bar{X})^r \right)^{-1} \sum_{t=1}^{T} (X_t - \bar{X})(Y_t - \bar{Y}),$$

where $\bar{X} = \frac{1}{T} \sum_{t=1}^{T} X_t$ and $\bar{Y} = \frac{1}{T} \sum_{t=1}^{T} Y_t$.

One can now suggest the following test statistic for testing $H_0: g = 0$,

$$L_{4T} = \frac{\sum_{t=1}^{T} \sum_{s \neq t} P_{st} \hat{Y}_s \hat{Y}_t}{\hat{S}_{4T}},$$

where $\hat{S}_{4T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} P_{st} \hat{Y}_s^2 \hat{Y}_t^2$, $\hat{Y}_t = Y_t - \hat{\alpha} - X_t^r \hat{\beta}_3$, and $P_{st}$ is as defined in (3.4).

We now have the following result for the null hypothesis $H_0: g = 0$ versus the alternative $H_1: g \neq 0$. 13
Theorem 3.4. Assume that Assumptions A.1, A.2 and A.4 hold. In addition, suppose that $\alpha$, $\beta$ and $g(\cdot)$ are identifiable. Then the conclusions of Theorem 3.1 hold for $L_{4T}$.

The proof of Theorem 3.4 is relegated to Appendix B.

Corollary 3.4. As models (2.8), (2.9) and (2.12) are special cases of model (1.2), the corresponding test statistics and their asymptotic distributions for the models can be established immediately.

For model (2.10), we will use model (2.12) to approximate it and then apply model (2.10) to fit a set of financial data in Section 4.3. In the meantime, some alternative estimators for both the drift and the diffusion are also provided and compared in some detail.

4. Implementation and applications

This section illustrates the proposed estimation and testing procedure by three simulated examples and one real data analysis. We consider only small sample studies and applications for a nonparametric additive model and some special cases of model (1.2) due to the following reasons:

(i) Small sample studies for model (1.1) are similar to those for the additive model and model (1.2);
(ii) some special cases of model (1.1) have already been discussed [see Härdle, Liang and Gao (2000, §6.2)]; and
(iii) model (1.2) has econometric applications.

4.1. Testing for nonparametric significance

In this section, we illustrate the test statistic $L_{1T}$ of (3.10) by a simulated example. Rejection rates of the test statistic $L_{1T}$ are detailed in Example 4.1. Let $X \sim U(a, b)$ denote that $X$ is uniformly distributed over $[a, b]$, and $e \sim N(\mu, \sigma^2)$ denote that $e$ is normally distributed with mean $\mu$ and variance $\sigma^2$.

Example 4.1. Consider a nonparametric additive model of the form

$$Y_t = 0.3 \cos(U_t) + \phi \sin(V_t) + \epsilon_t, \quad t = 1, 2, \ldots, T,$$

where $0 \leq \phi \leq 1$ is a constant, $\{\epsilon_t : t \geq 1\}$, $\{\zeta_t : t \geq 1\}$ and $\{\eta_t : t \geq 1\}$ are mutually independent and identically distributed, $\{U_t : t \geq 1\}$ and $\{V_t : t \geq 1\}$ are independent, $\{\epsilon_t : t \geq 1\}$ are independent of $U_0$, $\{\zeta_t : t \geq 1\}$ are independent of $V_0$, $\epsilon_t \sim U(-0.5, 0.5)$, $\zeta_t \sim U(-0.5, 0.5)$, $U_0 \sim U(-1, 1)$, $V_0 \sim U(-1, 1)$, $\eta_t \sim N(0, 1)$, and $\sigma_0 > 0$ is to be specified.

It is clear from (4.1) that Assumption A.1 holds.
This example then considers the small sample behaviour of the proposed test statistic
\[ L_{1T} = \frac{\sum_{t=1}^{T} \sum_{s \neq t} p_{st} \hat{Y}_s \hat{Y}_t}{S_{1T}}, \]
where
\[ \hat{Y}_t = (Y_t - \bar{m}_1(U_t)) \hat{f}_t, \hat{f}_t = \sum_{s=1}^{T} p_{ts}, \bar{m}_1(U_t) = \sum_{s=1}^{T} w_{ts} Y_s, \tilde{S}_{1T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} p_{st} \hat{Y}_s \hat{Y}_t^2, \]
\[ p_{st} = \frac{1}{Th} K_h(X_s - X_t), p_{1st} = \frac{1}{Th} K_h(U_s - U_t), w_{1st} = \frac{\frac{1}{Th} K_h(U_s - U_t)}{\sum_{t=1}^{T} \frac{1}{Th} K_h(U_s - U_t)}, \]
\[ K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}, \text{ and } h^{-1} = 2T^{1/4}. \]

Obviously, Assumptions A.4 and A.5 hold. For Example 4.1, we use the asymptotic critical value \( L_0 = 1.65 \) at the 5% level. For model (4.1) we consider the cases where \( T = 50, 150 \) and 250. The simulation results were performed 1500 times and the rejection rates are tabulated in Table 4.1 below.

<table>
<thead>
<tr>
<th>Sample</th>
<th>bandwidth</th>
<th>variance</th>
<th>Rejection rate of ( L_{1T} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( h )</td>
<td>( \sigma_0^2 )</td>
<td>( \phi = 0 )</td>
</tr>
<tr>
<td>50</td>
<td>0.1871</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>150</td>
<td>0.1426</td>
<td>0.5</td>
<td>0.000</td>
</tr>
<tr>
<td>250</td>
<td>0.1256</td>
<td>0.5</td>
<td>0.006</td>
</tr>
<tr>
<td>50</td>
<td>0.1871</td>
<td>1.0</td>
<td>0.000</td>
</tr>
<tr>
<td>150</td>
<td>0.1426</td>
<td>1.0</td>
<td>0.000</td>
</tr>
<tr>
<td>250</td>
<td>0.1256</td>
<td>1.0</td>
<td>0.006</td>
</tr>
<tr>
<td>50</td>
<td>0.1871</td>
<td>1.5</td>
<td>0.000</td>
</tr>
<tr>
<td>150</td>
<td>0.1426</td>
<td>1.5</td>
<td>0.000</td>
</tr>
<tr>
<td>250</td>
<td>0.1256</td>
<td>1.5</td>
<td>0.006</td>
</tr>
</tbody>
</table>

Remark 4.1. Table 4.1 shows that the rejection rates seem relatively sensitive to the values of \( T, \phi, \) and \( \sigma_0 \). The power increased as \( \phi \) increased while the power decreased as \( \sigma_0 \) increased for almost all cases. This shows that the rejection rates depend strongly on the values of \( \sigma_0^2 \) as well as \( \phi \). In addition, Table 4.1 shows that the overall rejection rate is high. For example, for the case where \( \phi = 0.25, \sigma_0^2 = 0.5 \) and \( T = 250 \), the rejection rate is already 100%. In the meantime, our small sample studies show that the test statistic is very sensitive in accepting the null hypothesis for the case of \( \phi = 0 \). For example, almost all acceptance rates for the case of \( \phi = 0 \) are 100%. We think that the reason why the test statistic is very sensitive in
terms of accepting or rejecting the hypothesis is probably because the test statistic suggested by Li (1999) overcomes the random denominator problem, which could slow the rejection rates. We also computed the rejection rates for a modified form of the test statistic $L_{1T}$ with $\hat{Y}_t = [Y_t - \tilde{m}_1(U_t)]\hat{f}_t$ in $L_{1T}$ replaced by $\tilde{Y}_t = Y_t - \tilde{m}_1(U_t)$. Our small sample studies show that the rejection rates of $L_{1T}$ are always higher than those of the modified form. Theoretically, however, we haven’t been able to show that the test statistic $L_{1T}$ is more powerful than the modified form.

4.2. Testing for linearity

In this section, we illustrate the test statistic $L_{4T}$ by a simulated example. Rejection rates of the test statistic $L_{4T}$ are detailed in Example 4.2.

Example 4.2. Consider a state-space model of the form

\begin{align*}
Y_t &= 0.3X_t + \phi X_t^2 + \epsilon_t, \quad t = 1, 2, \ldots, T, \\
X_t &= 0.5X_{t-1} + \epsilon_t, \quad \epsilon_t = \sigma_0\eta_t \sqrt{0.5 + 0.25X_t^2},
\end{align*}

where $0 \leq \phi \leq 1$ is a constant, both $\{\epsilon_t : t \geq 1\}$ and $\{\eta_t : t \geq 1\}$ are mutually independent and identically distributed, the $\{\epsilon_t : t \geq 1\}$ are independent of $X_0$, the $\{\eta_t : t \geq 1\}$ are independent of $X_0$, $\epsilon_t \sim U(-0.5, 0.5)$, $X_0 \sim U(-1, 1)$, $\eta_t \sim N(0, 1)$, and $\sigma_0 > 0$ is to be specified.

First, it is clear from (4.2) that Assumption A.1 holds. Second, in the calculation of $L_{4T}$, we choose the following quantities

\[ p_{st} = \frac{1}{Th} K_h(X_s - X_t), \quad K(x) = \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}}, \quad \text{and} \quad h^{-1} = 4T^{1/5}. \]

Obviously, Assumptions A.4 and A.5 hold. For Example 4.2, we use the asymptotic critical value $L_0 = 1.65$ at the 5% level. For model (4.2) we consider the cases where $T = 50, 150, 250$ and $350$. The simulation results were performed 1500 times and the rejection rates are tabulated in Table 4.2 below.

Table 4.2. Rejection Rates For Example 4.2

<table>
<thead>
<tr>
<th>$T$</th>
<th>$h$</th>
<th>$\sigma_0^2$</th>
<th>$\phi = 0$</th>
<th>$\phi = 0.10$</th>
<th>$\phi = 0.25$</th>
<th>$\phi = 0.50$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.114</td>
<td>0.15</td>
<td>0.026</td>
<td>0.026</td>
<td>0.106</td>
<td>0.386</td>
</tr>
<tr>
<td>150</td>
<td>0.091</td>
<td>0.15</td>
<td>0.026</td>
<td>0.080</td>
<td>0.433</td>
<td>0.993</td>
</tr>
<tr>
<td>250</td>
<td>0.083</td>
<td>0.15</td>
<td>0.033</td>
<td>0.140</td>
<td>0.700</td>
<td>1.000</td>
</tr>
<tr>
<td>350</td>
<td>0.077</td>
<td>0.15</td>
<td>0.046</td>
<td>0.226</td>
<td>0.880</td>
<td>1.000</td>
</tr>
<tr>
<td>50</td>
<td>0.114</td>
<td>0.10</td>
<td>0.026</td>
<td>0.033</td>
<td>0.153</td>
<td>0.573</td>
</tr>
<tr>
<td>150</td>
<td>0.091</td>
<td>0.10</td>
<td>0.026</td>
<td>0.100</td>
<td>0.606</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>0.083</td>
<td>0.10</td>
<td>0.033</td>
<td>0.206</td>
<td>0.880</td>
<td>1.000</td>
</tr>
<tr>
<td>350</td>
<td>0.077</td>
<td>0.10</td>
<td>0.046</td>
<td>0.273</td>
<td>0.973</td>
<td>1.000</td>
</tr>
</tbody>
</table>
Remark 4.2. Table 4.2 shows that the rejection rates seem relatively sensitive to the choice of $T$, $\phi$, and $\sigma_0$. The power increased as $\phi$ increased while the power decreased as $\sigma_0$ increased for the case of $\phi \neq 0$. This shows that the rejection rates depend strongly on the choice of $\sigma_0^2$. For example, the rejection rate for model with $\phi = 0.25$, $\sigma_0^2 = 0.10$ and $T = 350$ is already 97.3%. Moreover, the rejection rates for the case where $\sigma_0^2 = 0.15$ and $\phi = 0.10$ or 0.25 are higher than those for the case where $\sigma_0^2 = 0.10$ and $\phi = 0.10$ or 0.25. For the case where $\phi = 0$, however, the rejection rates for the case of $\sigma_0^2 = 0.15$ are indistinguishable to those for the case of $\sigma_0^2 = 0.10$. Similarly, we computed the rejection rates for the case where the distribution of $\eta_t$ is replaced by $U(-1, 1)$. Our simulation results show that the performance of $L_{4T}$ under the normal error is better than that under the uniform error.

For examples 4.1 and 4.2, we also computed the rejection rates for the series based test statistics, and the simulation results are similar to those based on the kernel method.

4.3. Implementation and application in financial models

Recently, several researchers have used nonparametric techniques to estimate continuous-time diffusion processes that are observed at discrete intervals. For example, Aït-Sahalia (1996a) estimated the diffusion function (or volatility function) nonparametrically, given a linear specification for the drift function. Stanton (1997) constructed a family of approximations to the drift and diffusion of a diffusion process, and estimated the approximations nonparametrically. Fan and Yao (1998) considered using the local linear kernel method to estimate both the drift and the diffusion of a class of discrete time series models, and presented asymptotic properties as well as practical applications.

While estimating the diffusion function nonparametrically is quite reasonable, it is too restrictive to impose the linearity on the drift as there is evidence of substantial nonlinearity in the drift [see Aït-Sahalia (1996b) for example]. As pointed out by Ahn and Gao (1999), the linearity of the drift imposed in the literature appears to be the main source of misspecification. To avoid misspecification for the drift function, it would be better to consider a model specification problem before determining whether one should impose the linearity on the drift. Aït-Sahalia (1996b) already considered testing the parametric specification of diffusion processes. Pritsker (1998) conducted the finite sample simulation of one of Aït-Sahalia (1996b) nonparametric tests of continuous time models of the short-term riskless rate. See also Jiang and Knight (1997), and Chapman and Pearson (2000).

Consider model (2.10). It follows from Aït-Sahalia (1996a) and Stanton (1997) that

$$
\mu(x) = \frac{1}{2\pi(x)} \frac{d}{dx} [\sigma^2(x)\pi(x)] \quad (4.3)
$$

and

$$
\sigma^2(x) = \frac{2}{\pi(x)} \int_0^x \mu(u)\pi(u)du, \quad (4.4)
$$
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where $\pi$ is the stationary density of $X_t$.

Equation (4.3) allows us to estimate the drift function nonparametrically, given a nonparametric estimate of the stationary density, $\pi$, but only if we know the diffusion, $\sigma$. Conversely, equation (4.4) allows us to estimate the diffusion function nonparametrically, given a nonparametric estimate of the stationary density, $\pi$, but only if we know the drift, $\mu$. Aït-Sahalia (1996a) assumed a linear drift

$$\mu(x) = \kappa[\theta - x]$$  \hspace{2cm} (4.5)

in (4.4) and then estimated $\sigma^2$ nonparametrically. As argued by Stanton (1997) and some other authors, however, there is mounting evidence that condition (4.5) is not suitable.

In order to determine the linearity in the drift, we suggest testing the null hypothesis

$$H_0 : \mu \text{ is linear} \quad \text{versus} \quad H_1 : \mu \text{ is nonlinear.}$$

As can be seen from models (2.10) and (2.12), in order to test whether the drift function is linear, it suffices to test whether $H_0 : \ g(\cdot) = 0$ holds in model (2.12).

Before using our test statistic $L_{4T}$ in practice, we review some related estimation and testing methods. It follows from (4.3) and (4.4) that the estimator of $\sigma^2(\cdot)$ can be constructed based on the estimator of $\mu(\cdot)$, and vice versa. As mentioned earlier, Aït-Sahalia (1996a) uses (4.4) to estimate $\sigma(\cdot)$ based on the linear estimator of $\mu(\cdot)$. Jiang and Knight (1997) estimated $\sigma(\cdot)$ and then use (4.3) to estimate $\mu(\cdot)$. More recently, Chapman and Pearson (2000) conducted small sample studies for the estimators proposed in Aït-Sahalia (1996a) and Stanton (1997). Their conclusion is that there is no definitive answer to the question that the drift function of short-term interest rate data is nonlinear.

Thus we suggest using the test statistic $L_{4T}$ for testing the linearity. Unlike the testing procedure proposed in Aït-Sahalia (1996b), we test for linearity in the drift rather than in both the drift and the diffusion. As pointed out by Aït-Sahalia (1996b), in order to test both the drift and the diffusion, it suffices to test whether the stationary density $\pi(\cdot)$ belongs to a specific family of density functions.

In this section, we then illustrate Theorem 3.4 using one simulated example and one real example. Rejection rates of the test statistic are detailed in Example 4.3.

**Example 4.3.** Consider the interest rate model proposed by Ahn and Gao (1999),

$$dr_t = \kappa(\theta - r_t)dt + \sigma r_t^{1.5}dB_t, \ t = 1, 2, \ldots \hspace{2cm} (4.6)$$

with parameter values $\kappa > 0$, $\theta > 0$ and $\sigma > 0$, where $B_t$ is standard Brownian motion. Model (4.6) was proposed by Ahn and Gao (1999). The authors show that the necessary and sufficient conditions for stationarity of the process are $\kappa > 0$ and $\theta > 0$ [see Appendix
A of Ahn and Gao (1999)]. The authors also consider estimating the parameters $\kappa$, $\theta$ and $\sigma$ [see Table 3 of Ahn and Gao (1999)].

Assume that the initial interest rate is $r_0 = 0.06$. In this example, we consider the discretized model (2.12)

$$Y_t = \beta X_t + g(X_t) + \sigma(X_t)\epsilon_t,$$

where $\epsilon_t \sim N(0, \Delta^{-1})$,

$$Y_t = \frac{r_1\Delta - r_{(t-1)}\Delta}{\Delta} \quad \text{and} \quad X_t = r_{(t-1)}\Delta,$$

$$\mu(X_t) = \kappa(\theta - X_t)X_t = \beta X_t + g(X_t) \quad \text{and} \quad \sigma(X_t) = \sigma X_t^{1.5},$$

in which both $\beta = \kappa \theta$ and $g(X_t) = -\kappa X_t^2$ are identifiable. In the following small sample study, we consider three different choices of $\Delta$: $\Delta = \frac{1}{250}$ (daily), $\Delta = \frac{5}{250}$ (weekly), and $\Delta = \frac{20}{250}$ (monthly).

In this example, one considers using the series approximation to $g(\cdot)$. The family of orthogonal series used here is

$$\{\cos(\pi v), \cdots, \cos(k\pi v)\},$$

where $k = 4 \left\lceil T^{\frac{1}{4}} \right\rceil$ and $v \in [-1, 1]$.

First, it is clear that Assumption A.1 holds. See for example, Lu (1998). Second, applying the property of trigonometric functions, we have

$$E[\cos(i\pi V_s)\cos(i\pi V_t)] = 0 \quad \text{and} \quad E[\cos(i\pi V_i)\cos(j\pi V_s)] = 0$$

for all $i \neq j$ and $s \neq t$, where $V_i = 100(X_t - \overline{X})$ and $\overline{X} = \frac{1}{T} \sum_{t=1}^{T} X_t$. As the simulated values of $r_t$ are generally small, we use $V_i$ instead of $X_t$ in the sample simulation. Therefore Assumption A.6 holds. Finally, as pointed out by Hong and White (1995), Eumunds and Moscatelli’s (1977) results can be applied to show that non-periodic functions can still be approximated by the family of trigonometric series (4.8). Thus Assumption A.6 holds with $\mu = 1$. Moreover, the optimum convergence rate given in Assumption A.6(i) is obtained as in the periodic case.

Based on (3.6) and (4.6)–(4.8), we can now compute $L_{4T}$. For the calculation of rejection rates of the null hypothesis $H_0$, one needs to use the asymptotic critical value $L_{0} = 1.65$ at the 5% level.

This example uses $\kappa = 3.5$, $\theta = 0.08$ and $\sigma = 1.28$ [see Table 3 of Ahn and Gao (1999)] for the detailed simulation. The simulation results below were performed 1500 times and the rejection rates are tabulated in Table 4.3 below.

Table 4.3. Rejection Rates For Example 4.3


<table>
<thead>
<tr>
<th>$T$</th>
<th>$k$</th>
<th>$\Delta = \frac{1}{250}$</th>
<th>$\Delta = \frac{5}{250}$</th>
<th>$\Delta = \frac{20}{250}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>8</td>
<td>0.280</td>
<td>0.240</td>
<td>0.272</td>
</tr>
<tr>
<td>500</td>
<td>13</td>
<td>0.439</td>
<td>0.448</td>
<td>0.424</td>
</tr>
<tr>
<td>1050</td>
<td>16</td>
<td>0.700</td>
<td>0.600</td>
<td>0.409</td>
</tr>
<tr>
<td>1550</td>
<td>17</td>
<td>0.900</td>
<td>0.666</td>
<td>0.474</td>
</tr>
</tbody>
</table>

Remark 4.3: Table 4.3 shows that the rejection rates seem relatively sensitive to the choice of both $k$ and $\Delta$, although the choice of $k$ is not so significant for the case of $\Delta = \frac{20}{250}$. For the case where $T = 1050$ or $1550$, the rejection rates decrease as the values of $\Delta$ increase. This demonstrates that the rejection rates depend heavily on how the continuous process $r_t$ is discretised. When $T = 1550$ and $\Delta = \frac{1}{250}$, the rejection rate is as high as 90%.

Example 4.4: This example considers using model (2.10) to fit the US Federal interest rate data, monthly from January 1963 through December 1998. Let $r_t$ denote the interest rate data, $X_t = 100r_t$ and $Y_t = (X_{t+1} - X_t)/\Delta$ for $t = 1, 2, \ldots, 431$, where $\Delta = 20/250$.

This example considers using the test statistic of $L_{4T}$ to determine whether nonlinearity in the drift is appropriate for the interest rate data. In the calculation of $L_{4T}$, we choose the following quantities

$$p_{st} = \frac{1}{Th} K_h(X_s - X_t), \quad K(x) = \frac{1}{\sqrt{2\pi}} e^{-x^2/2}, \quad \text{and} \quad h^{-1} = 4 \cdot T^{1/5}.$$ 

In this example, we estimate $\sigma^2(\cdot)$ by

$$\hat{\sigma}^2(X_t) = \Delta \cdot \sum_{s=1}^{T} w_{ts}[Y_s - X_s\hat{\beta}_3 - \hat{g}(X_s)]^2,$$

where $w_{ts} = \frac{K_h(X_t - X_s)}{\sum_{u=1}^{T} K_h(X_t - X_u)}$ and $\hat{g}(X_t) = \sum_{s=1}^{T} w_{ts}(Y_s - X_s\hat{\beta}_3)$.

By computing $L_{4T}$ for model (4.7), we obtain that

$$L_{4T} = 2.66 > 1.65,$$

which is the asymptotic critical value at the 5% level. This conclusion is the same as Gao (2000), who considered using the series based test statistic. As suggested by some other existing studies [see A"it-Sahalia (1996a); Stanton (1997)], our research suggests that it is unreasonable to assume the linearity in the drift. Moreover, as one can see from the plots, the drift function appears to be nonlinear while the diffusion looks neither linear, nor like a square root function, but appears closer to the $r^{1.5}$ given in Example 4.3. The model was suggested by Ahn and Gao (1999). Some other studies already show that parametric nonlinear models can also be used to fit the data. See for example, A"it-Sahalia (1999).

5. Conclusion
In this paper, we consider the general nonparametric time series regression model (3.1), estimate the mean by the nonparametric weight function (3.3), and then propose the model specification testing statistic (3.4) for testing the mean under the $\alpha$–mixing condition. As an application of the model specification procedure, we consider testing for nonparametric significance in the nonparametric time series regression model (3.8). Testing for nonparametric additivity and linearity has also been discussed. The results for nonparametric time series regression models under the $\alpha$–mixing condition complement some existing results under the $\beta$–mixing condition. See for example, Li (1999). In order to deal with the $\alpha$–mixing condition, we establish some general results for moment inequalities [see Lemma C.2] and limit theorems [see Lemma B.1] for degenerate $U$–statistics of strongly dependent processes. Both Lemmas B.1 and C.2 are applicable to some other nonparametric estimation and testing of time series with the $\alpha$–mixing condition. In addition, we consider testing for linearity in the partially linear regression model (1.2). Applications of the estimation and model specification procedure for model (1.2) to three simulated examples and one real data set are given in some detail.

The main drawback of the proposed model specification testing procedures is that the smoothing parameter $q$ involved in the procedures is nonrandom and fixed. In the examples, we use some theoretically optimum values for the bandwidth parameter $h$ and the truncation parameter $k$. In theory, we hope to show that the conclusions of Theorems 3.1–3.4 remain unchanged when $q$ is replaced by a random data-driven $\hat{q}$. More recently, Gao and Tong (2001b) suggest that for the series case asymptotic normality of series based test statistics remains true when the truncation parameter $k$ is replaced by a random data-driven $\hat{k}$. Theorem 3 of Lavergne (2001) states that it is also true for the kernel case. As the detailed discussion is extremely technical, we do not discuss the problem any further in this paper.

The results given in this paper can be extended in a number of directions. First, it is possible to consider testing for linearity for models (2.7) and (2.14). Second, the results of this paper for the short-range dependent time series case can be extended to the long-range dependent time series case, for which one needs to modify Lemmas B.1 and C.2 given below. Third, one probably can relax the strict stationarity and the mixing condition, as the recent work by Karlsen and Tjøstheim (2001) indicates that it may be possible to do such work without the stationarity and the mixing condition. This part is particularly important for the two reasons: (i) for the long-range dependent case one needs to avoid assuming both the long-range dependence and the mixing condition, as they contradict each other; and (ii) some important models are nonstationary. For example, when $\beta = 1$, model (2.9) is nonstationary. Some of the issues are left for possible future research.

A. Appendix A
This appendix lists the necessary assumptions for the establishment and the proof of the main results given in Section 3.

**Assumption A.1.** (i) Assume that the process \((X_t, Y_t)\) is strictly stationary and \(\alpha\)-mixing with the mixing coefficient \(\alpha(t) \leq C_\alpha \omega^t\) defined by

\[
\alpha(t) = \sup\{\|P(A \cap B) - P(A)P(B)\| : A \in \Omega_1, B \in \Omega_{s+t}\}
\]

for all \(s, t \geq 1\), where \(0 < C_\alpha < \infty\) and \(0 < \alpha < 1\) are constants, and \(\Omega_i\) denotes the \(\sigma\)-field generated by \(\{(X_t, Y_t) : i \leq t \leq j\}\).

(ii) Assume that \(e_t = Y_t - E[Y_t|X_t]\) satisfies for all \(t \geq 1\)

\[
E[e_t|\Omega_{t-1}] = 0,
\]

where \(\Omega_t = \sigma\{(X_{s+1}, Y_s) : 1 \leq s \leq t\}\) is a sequence of \(\sigma\)-fields generated by \(\{(X_{s+1}, Y_s) : 1 \leq s \leq t\}\).

(iii) In addition, assume

\[
E[|e_t^{4+\xi}|] < \infty \quad \text{and} \quad E\left[\left|e_t^{i_1}e_t^{i_2}\right|^{1+\eta}\right] < \infty
\]

for some small \(\xi > 0\) and \(\eta > 0\), where \(2 \leq l \leq 4\) is an integer, \(0 \leq i_j \leq 4\) and \(\sum_{j=1}^l i_j \leq 8\).

**Assumption A.2.** (i) There are two measurable functions \(\{p_{st}\}\) and \(\{d_{st}\}\) with \(\min_{1 \leq s \leq t \leq T} d_{st} > 0\) such that the \(s \times t\) element, \(w_{st}\), of \(W\) can be represented by \(w_{st} = \frac{p_{st}}{d_{st}}\). Moreover, assume that \(p_{st} = p(X_s, X_t)\) is a symmetric and continuous function of \((X_s, X_t)\). There is a positive number \(q\) such that

\[
\max_{1 \leq s \leq t \leq T} |p_{st}| \leq \frac{C_0 q}{T},
\]

where \(q = q_T\) satisfies \(q_T \to \infty\) as \(T \to \infty\).

(ii) Let \(\sigma^2_{ij} = \text{var}(e_{st}p_{st}e_t)\) and \(\sigma^2_T = \sum_{1 \leq s < t \leq T} \sigma^2_{ij}\). Assume that

\[
\lim_{T \to \infty} \frac{q^4}{T \sigma_T} = 0 \quad \text{and} \quad \lim_{T \to \infty} \frac{q^3}{T \sigma_T} = 0.
\]

(iii) For \(1 \leq i, j \leq T\), let \(P(X_i)\) and \(P(X_i, X_j)\) be the probability measures of \(X_i\) and \((X_i, X_j)\), respectively. Define \(\sigma^2(x) = E[e_t^2|X_t = x]\),

\[
\psi(X_i, X_j) = \int \sigma^2(x)p(x, X_i)p(x, X_j)\,dP(x),
\]

\[
C_1T = \max_{1 \leq i < j < k \leq T} \left\{E\left[p_{ik}p_{jk}\left(1+\delta\right)^{(1+\delta_1)}\right] \cdot \int \int |p_{ik}p_{jk}|^{(1+\delta_1)(1+\delta_1)}dP(X_i)dP(X_j, X_k)\right\},
\]

\[
C_2T = \max_{1 \leq i < j \leq T} \left\{E\left[\psi(X_i, X_j)\right]^2 \cdot \int \int \psi(X_i, X_j)^{(1+\delta)}\,dP(X_i)dP(X_j)\right\},
\]

\[
C_3T = E[\psi(X_i, X_j)]^2,
\]

where \(0 < \delta < 1\) and \(0 < \delta_1 < 1\) satisfy \(\frac{1+\delta}{3-\delta} < \delta_1 < \frac{1+\delta}{1+\delta}\). Assume that as \(T \to \infty\)

\[
\frac{T^2 C_1T^{1+\delta}\sigma^2_T}{\sigma^2_T} \to 0, \quad \frac{T^2 C_2T^{1+\delta}\sigma^2_T}{\sigma^2_T} \to 0, \quad \frac{T^2 C_3T^{1+\delta}\sigma^2_T}{\sigma^2_T} \to 0.
\]
Assumption A.3. (i) Assumptions A.2(i)–A.2(iii) hold.

(ii) Assume that there are two measurable functions \{p_{1st}\} and \{c_{1st}\} with \(\min_{1 \leq s, t \leq T} c_{1st} > 0\) such that the \(s \times t\) element, \(w_{1st}\), of \(L_{1T}\) can be represented by \(w_{1st} = \frac{p_{1st}}{c_{1st}}\). Moreover, assume that \(p_{1st} = p_1(U_s, U_t)\) is a symmetric and continuous function of \((U_s, U_t)\). Let \(d_{1T} = \frac{1}{T} \sum_{t=1}^{T} c_{1st}\). Assume that there is a positive, continuous and bounded function \(d_{1s} = d_1(U_s)\) such that as \(T \to \infty\)

\[d_{1T} - d_{1s} \to_p 0\]

uniformly in \(s \geq 1\).

(iii) Let \(\delta_{1T} = m_1(U_t) - \bar{m}_1(U_t)\) and \(\eta_{1T} = d_{1T} - d_{1t}\). In addition to Assumption A.3(ii), suppose that as \(T \to \infty\)

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s, t \leq T} E \left[ c_s^2 \eta_{1s}^2 | p_{st} \right] \to 0,
\]

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s, t \leq T} E \left[ c_s^2 \delta_{1T}^2 | p_{st} \right] \to 0,
\]

and

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s, t \leq T} E \left[ \delta_{1T}^2 d_{1T} \sigma_{1T}^2 d_{1T} \eta_{1T}^2 \right] \to 0,
\]

where \(\sigma_{1T}^2 = 2 \sum_{t=1}^{T} \sum_{s=1}^{T} E \left[ p_{st}^2 c_s^2 c_t^2 d_1^2 d_{1T}^2 \right]\).

Assumption A.4. (i) Let \(\sigma^2(x) = E[c_t^2 | X_t = x]\) and \(\mu_4(x) = E[c_t^4 | X_t = x]\). Assume that \(\sigma^2(x)\) and \(\mu_4(x)\) satisfy some Lipschitz conditions:

\[|\sigma^2(u + v) - \sigma^2(u)| \leq D(u) ||v||\]

and

\[|\mu_4(u + v) - \mu_4(u)| \leq D(u) ||v||\]

with \(v \in S\) (a compact set of \(R^l\)) and \(E \left[ |D(X_t)|^{2+\zeta} \right] < \infty\) for some small \(\zeta > 0\), where \(||\cdot||\) denotes the Euclidean norm.

(ii) Assume that the first two derivatives of \(m(\cdot)\) and \(m_1(\cdot)\) exist and are bounded.

(iii) Let \(f_{\tau_1, \tau_2, \ldots, \tau_l}(\cdot, \ldots, \cdot)\) be the joint probability density of \((X_{1+\tau_1}, \ldots, X_{1+\tau_l})\) \((1 \leq l \leq 4)\). Assume that \(f_{\tau_1, \tau_2, \ldots, \tau_l}(\cdot, \ldots, \cdot)\) exists and satisfies the following Lipschitz condition:

\[|f_{\tau_1, \tau_2, \ldots, \tau_l}(x_1 + v_1, \ldots, x_l + v_l) - f_{\tau_1, \tau_2, \ldots, \tau_l}(x_1, \ldots, x_l)| \leq D_{\tau_1, \ldots, \tau_l}(x_1, \ldots, x_l) ||v||\]

for \(v \in S\), where \(S\) is a compact subset and \(D_{\tau_1, \ldots, \tau_l}(x_1, \ldots, x_l)\) is integrable and satisfies the following conditions

\[
\int D_{\tau_1, \ldots, \tau_l}(x_1, \ldots, x_l) ||x||^{2\theta} dx < M_1 < \infty,
\]

\[
\int D_{\tau_1, \ldots, \tau_l}(x_1, \ldots, x_l) f_{\tau_1, \tau_2, \ldots, \tau_l}(x_1, \ldots, x_l) dx < M_2 < \infty
\]

for some \(\theta > 1\) and constants \(M_1 > 0\) and \(M_2 > 0\).

Assumption A.5. (i) Assume that the univariate kernel function \(k(\cdot)\) is bounded and symmetric with \(\int k(u) du = 1\), \(\int u k(u) du = 0\) and \(\int u^2 k(u) du < \infty\). In addition, \(k(x)\) is continuous on \(R^1 = (-\infty, \infty)\). This paper considers using

\[K(x_1, \ldots, x_p) = \prod_{i=1}^{p} k(x_i)\]
(i) The bandwidth parameter $h$ satisfies that
\[ \lim_{T \to \infty} T h^{5p} = \infty \text{ and } \limsup_{T \to \infty} T h^{bp} < \infty. \]

Before introducing the following assumption, we need to give some notation. Let $m^{(\mu)}$ be the $\mu$-order derivative of function $m(\cdot)$ and $C_0$ be a constant. Define
\[ M_\mu = \left\{ m : \left| m^{(\mu)}(s_1) - m^{(\mu)}(s_2) \right| \leq C_0 \left| s_1 - s_2 \right| \right\}, \]
where $s_1, s_2 \in S$ and $S$ is a compact subset of $\mathbb{R}^p$.

**Assumption A.6.** (i) For $m \in M_\mu$ and $\{z_j(\cdot) : j = 1, 2, \ldots\}$ given above, there exists a vector of unknown parameters $\gamma = (\gamma_1, \ldots, \gamma_k)^T$ such that for a constant $C_0$ ($0 \leq C_0 < \infty$) independent of $T$
\[
T^{2(\mu+1)+p} E \left[ \sum_{j=1}^{k} z_j(X_t)\gamma_j - m(X_t) \right]^2 \approx C_0
\]
where $\mu + 1 > p$.

(ii) The truncation parameter $k$ is chosen as $k = \lfloor h^{-1} \rfloor$ with $h$ defined in Assumption A.5., where $[x] \leq x$ denotes the largest integer part of $x$.

(iii) $Z$ is of full column rank $k$. Each $z_i(x)$ is continuous with $\sup_{(x,i)} |z_i(x)| < \infty$.

(iv) Assume that $0 < \sigma_i^2 = E[z_i^2(X_t)] < \infty$ exists and that
\[ E[z_i(X_s)z_i(X_t)] = 0 \text{ and } E[z_i(X_t)z_j(X_t)] = 0 \]
for all $i \geq 1, i \neq j$ and $s \neq t$.

Some detailed remarks on the assumptions are relegated to Appendix D.

**B. Appendix B**

This appendix lists a very general lemma for the proof of the main results given in Section 3. The lemma establishes central limit theorems for degenerate $U$-statistics of strongly dependent processes.

**B.1. A technical lemma**

**Lemma B.1.** Let $\xi_t$ be a $r$-dimensional strictly stationary and strong mixing ($\alpha$-mixing) stochastic process. Let $\theta(\cdot, \cdot)$ be a symmetric Borel function defined on $R^r \times R^r$. Assume that $E[\theta(\xi_s, \xi_t)] = 0$ for all $1 \leq s, t \leq T$ and further that for any fixed $x, y \in R^r$, $E[\theta(\xi_1, y)] = E[\theta(x, \xi_1)] = 0$. Let $\theta_{st} = \theta(\xi_s, \xi_t)$ and $\sigma_{st}^2 = \sum_{1 \leq s < t \leq T} \text{Var}[\theta_{st}]$. For some small constant $0 < \delta < 1$, let
\[
M_{T1} = \max_{1 \leq i < j < k \leq T} \max \left\{ E[|\theta_{ik}\psi_{jk}|^{1+\delta}], \int |\theta_{ik}\theta_{jk}|^{1+\delta} dP(\xi_i)dP(\xi_j, \xi_k) \right\},
\]
\[
M_{T21} = \max_{1 \leq i < j < k \leq T} \max \left\{ E[|\theta_{ik}\theta_{jk}|^{2(1+\delta)}], \int |\theta_{ik}\theta_{jk}|^{2(1+\delta)} dP(\xi_i)dP(\xi_j, \xi_k) \right\},
\]
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\[ M_{T2} = \max_{1 \leq i < j < k \leq T} \max \left\{ \int |\theta_{ik}\theta_{jk}|^{2(1+\delta)} dP(\xi_i, \xi_k) \right\}, \]
\[ M_{T3} = \max_{1 \leq i < j < k \leq T} E|\theta_{ik}\theta_{jk}|^2, \quad M_{T4} = \max_{1 < i, j, k \leq 2T} \left\{ \max_P \int |\theta_{ij}\theta_{jk}|^{2(1+\delta)} dP \right\}, \]
where the maximization over \( P \) in the equation for \( M_{T4} \) is taken over the four probability measures \( P(\xi_1, \xi_j, \xi_k), P(\xi_1)P(\xi_j, \xi_k), P(\xi_1)P(\xi_i)P(\xi_j), \) and \( P(\xi_1)P(\xi_i)P(\xi_j)P(\xi_k) \), where \((i_1, i_2, i_3)\) is the permutation of \((i, j, k)\) in ascending order;
\[ M_{T51} = \max_{1 \leq i < j < k \leq T} \max \left\{ E \left| \int \theta_{ik}\theta_{jk}\theta_{ij}\theta_{jk} dP(\xi_i) \right|^{2(1+\delta)} \right\}, \]
\[ M_{T52} = \max_{1 \leq i < j < k \leq T} \max \left\{ \int \left| \int \theta_{ik}\theta_{jk}\theta_{ij}\theta_{jk} dP(\xi_i) \right|^{2(1+\delta)} dP(\xi_j) dP(\xi_k) \right\}, \]
\[ M_{T6} = \max_{1 \leq i < j < k \leq T} E \left| \int \theta_{ij}\theta_{jk} dP(\xi_i) \right|^2, \quad M_{T7} = \max_{1 \leq i < j < T} E \left[ |\theta_{ij}|^{1+\delta} \right]. \]
Assume that all the \( M_{T} \)s are finite. Let
\[ M_{T} = \max \left\{ T^2 M_{T1}^{\frac{1}{T}}, T^2 M_{T51}^{\frac{1}{T+\varepsilon}}, T^2 M_{T52}^{\frac{1}{T+\varepsilon}}, T^2 M_{T6}^{\frac{1}{T+\varepsilon}} \right\}, \]
\[ N_{T} = \max \left\{ T^3 M_{T21}^{\frac{1}{T+\varepsilon}}, T^3 M_{T22}^{\frac{1}{T+\varepsilon}}, T^3 M_{T3}^{\frac{1}{T+\varepsilon}}, T^3 M_{T4}^{\frac{1}{T+\varepsilon}}, T^3 M_{T7}^{\frac{1}{T+\varepsilon}} \right\}. \]
If \( \lim_{T \to \infty} \frac{\max\{M_T, N_T\}}{\sigma_T} = 0 \), then
\[ \frac{1}{\sigma_T} \sum_{1 \leq s < t \leq T} \theta(\xi_s, \xi_t) \to_D N(0,1) \text{ as } T \to \infty. \]

Remark B.1. Lemma B.1 establishes central limit theorems for degenerate \( U \)-statistics of strongly dependent processes. The lemma extends and complements some existing results for the \( \beta \)-mixing case. See for example, Lemma 3.2 of Hjellvik, Yao and Tjøstheim (1998) and Theorem 2.1 of Fan and Li (1999). It should be pointed out that the conclusion of Lemma B.1 remains true when the usual martingale assumption that \( E[\phi(\xi_i, \xi_j)|I_j] = 0 \) for any \( i < j \) is removed, where \( I_t \) is a sequence of \( \sigma \)-field generated by \( \{\xi_s : 1 \leq s \leq t\} \). Such a martingale assumption is used only for a direct application of an existing central limit theorem (CLT) for martingales.

Proof of Lemma B.1: For a given constant \( 0 < \rho_0 \leq \frac{1}{4} \), choose \( q = [T^{\rho_0}] > 2 \) as the largest integer part of \( T^{\rho_0} \). Obviously, \( \sum_{T=1}^{\infty} e^{-d_0 q_T} < \infty \) for any given \( d_0 > 0 \). Recall the notation of \( \theta_{st} \) and define
\[ \phi_{st} = \theta_{st} - E[\theta_{st}|I_{t-q}] \quad \text{and} \quad \psi_{st} = E[\theta_{st}|I_{t-q}], \] (B.1)
Observe that
\[ L_T = \sum_{t=2}^{T} \sum_{s=1}^{t-1} \theta_{st} = \sum_{t=q+1}^{T} \sum_{s=1}^{t-q} \phi_{st} + \sum_{t=q+1}^{T} \sum_{s=1}^{t-q} \psi_{st} \]
\[ + \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} \phi_{st} + \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} \psi_{st} \equiv \sum_{j=1}^{4} L_{jT}. \] (B.2)
To establish the asymptotic distribution of \( L_T \), it suffices to show that as \( T \to \infty \)

\[
\frac{L_{iT}}{\sigma_T} \to N(0,1) \quad \text{and} \quad \frac{L_{jT}}{\sigma_T} \to p_0 \quad \text{for} \quad j = 2, 3, 4. \quad (B.3)
\]

Let \( V_t = \sum_{s=1}^{t-q} \phi_{st} \). Then \( E[V_t | I_{t-q}] = 0 \). This implies that \( V_t \) is a martingale difference with respect to \( I_{t-q} \). We now start proving the first part of (B.3). Applying a central limit theorem for martingale sequences (see Theorem 1 of Chapter VIII of Pollard 1984), in order to prove the first part of (B.3), it suffices to show that

\[
\frac{1}{\sigma_T^2} \sum_{t=q+1}^{T} V_t^2 \to 1 \quad \text{and} \quad \frac{1}{\sigma_T^2} \sum_{t=q+1}^{T} E[V_t^4] \to 0. \quad (B.4)
\]

To verify (B.4), we first need to calculate some useful quantities. Recall the definition of \( V_t \) and observe that

\[
V_t^2 = \sum_{s=1}^{t-q} \phi_{st}^2 + 2 \sum_{s_1=2}^{t-q} \sum_{s_2=1}^{s_1-1} \phi_{s_1 t} \phi_{s_2 t}
\]

\[
\sum_{t=q+1}^{T} E[V_t^2] = \sum_{t=q+1}^{T} \sum_{s=1}^{t-q} E[\phi_{st}^2] + 2 \sum_{t=q+2}^{T} \sum_{s_1=2}^{t-q} \sum_{s_2=1}^{s_1-1} E[\phi_{s_1 t} \phi_{s_2 t}] \equiv \sigma^2_{1T} + \Delta_{1T}. \quad (B.5)
\]

We now show that as \( T \to \infty \)

\[
\sigma^2_{1T} = \sigma^2_T (1 + o(1)) \quad \text{and} \quad \Delta_{1T} = o \left( \sigma^2_T \right). \quad (B.6)
\]

By Lemma C.1 (with \( \eta_1 = \phi_{s_1 t}, \eta_2 = \phi_{s_2 t}, l = 2, p_1 = 2(1 + \delta) \) and \( Q = \frac{1}{1+\delta} \)),

\[
E[\phi_{s_1 t} \phi_{s_2 t}] \leq 10 M_{T_{1T}}^{1/4} \beta^{\frac{\delta}{1+\delta}} (s_1 - s_2).
\]

Therefore,

\[
\Delta_{1T} \leq 10 T^2 M_{T_{1T}}^{1/4} \sum_{i=1}^{T} \alpha^{\frac{\delta}{1+\delta}} (i) \leq CT^2 M_{T_{1T}}^{1/4}
\]

(B.7)

using \( \sum_{i=1}^{\infty} \alpha^{\frac{\delta}{1+\delta}} (i) < \infty \). This, together with the conditions of Lemma B.1, implies that \( \Delta_{1T} = o \left( \sigma^2_T \right) \) as \( T \to \infty \).

We now start to verify the first part of (B.6). Let \( \sigma^2_{st} = E[\phi_{st}^2] \). Observe that

\[
E \left( \sum_{t=q+1}^{T} V_t^2 - \sigma^2_{1T} \right)^2 \leq 2 E \left( \sum_{t=q+1}^{T} \sum_{s=1}^{t-q} [\phi_{st}^2 - \sigma^2_{st}] \right)^2 + 8 E \left( \sum_{t=q+2}^{T} \sum_{s_1=2}^{t-q} \sum_{s_2=1}^{s_1-1} \phi_{s_1 t} \phi_{s_2 t} \right)^2 \equiv Q_{1T} + Q_{2T}. \quad (B.8)
\]

In the following, we first show that as \( T \to \infty \)

\[
Q_{2T} = o \left( \sigma^4_{1T} \right). \quad (B.9)
\]
Using Lemma C.1 again, we can show that as $T \to \infty$

\[
Q_{2T} = 8E \left\{ \sum_{t=q+2}^{T} \sum_{s_1=2}^{t-q-1} \sum_{s_2=1}^{s_1} \phi_{st} \phi_{st} \right\}^2 
\leq 8 \left\{ \sum_{t_1 \neq t_2} \sum_{s_1 \neq s_2} \sum_{r_1 \neq r_2} |E[\phi_{s_1t_1} \phi_{s_2t_1} \phi_{r_1t_2} \phi_{r_2t_2}]| \right\} 
\leq 8 \max \left\{ M_{T_4}^2, N_T^2 \right\} = o\left(\sigma_T^4\right)
\]

er under the conditions of Lemma B.1.

Let $C_\phi = \int \phi_{12} \phi_{34} dP_1(\xi_1) dP_1(\xi_2) dP_1(\xi_3) dP_1(\xi_4)$, where $P_1(\xi_i)$ denotes the probability measure of $\xi_i$.

Using Lemma C.1 repeatedly, we have that for different $i, j, k, l$

\[
|E[\phi_{ij}^2 \phi_{kl}^2] - C_\phi| \leq 10 \{\alpha(\Delta(i, j, k, l))\}^{1-\epsilon/4} M_{T_4}^{\epsilon/4} = 10 M_{T_4}^{\epsilon/4} \{\alpha(\Delta(i, j, k, l))\}^{\epsilon/4}, \quad (B.10)
\]

where $\Delta(i, j, k, l)$ is the minimum increment in the sequence which is the permutation of $i, j, k, l$ in ascending order.

Similarly to (B.10), we can have for all different $i, j, k, l$

\[
|\sigma_{ij}^2 \sigma_{kl}^2 - C_\phi| \leq 10 M_{T_4}^{\epsilon/4} \{\alpha(\Delta(i, j, k, l))\}^{\epsilon/4}. \quad (B.11)
\]

Therefore, using (B.10) and (B.11),

\[
Q_{1T} = 2E \left\{ \sum_{t=q+2}^{T} \sum_{s_1=1}^{l-q} \phi_{st}^2 - \sigma_{st}^2 \right\}^2 
\leq 2 \left\{ \sum_{t_1, t_2} \sum_{s_1, s_2} |E[\phi_{ij}^2 \phi_{kl}^2] - \sigma_{ij}^2 \sigma_{kl}^2| \right\} 
\leq 2 \left\{ \sum_{t_1, t_2} \sum_{s_1, s_2} |E[\phi_{ij}^2 \phi_{kl}^2] - C_\phi| + |C_\phi - \sigma_{ij}^2 \sigma_{kl}^2| \right\} 
\leq 0 \left( T^3 M_{T_4}^{\frac{1}{4}} \right) + O \left( T^3 M_{T_3}^{\frac{1}{4}} \right) = o(\sigma_T^4). \quad (B.12)
\]

It now follows from (B.8)–(B.12) that for any $\epsilon > 0$

\[
P \left\{ \left| \frac{1}{\sigma_{TT}^2} \sum_{t=q+1}^{T} V_t^2 - 1 \right| \geq \epsilon \right\} \leq \frac{1}{\sigma_T^2 \epsilon^2} E \left[ \sum_{t=q+1}^{T} V_t^2 - \sigma_{TT}^2 \right]^2 \to 0. \quad (B.13)
\]

Thus, the first part of (B.4) is proved.
Note that for \( q + 1 \leq k \leq T \),
\[
E[V^4_k] = E \left\{ \sum_{i=1}^{k-q} \phi_{ik}^2 + 2 \sum_{1 \leq i < j < k-q} \phi_{ik} \phi_{jk} \right\}
\]
\[
= E \left\{ \sum_{i=1}^{k-q} \phi_{ik}^2 + 6 \sum_{1 \leq i < j < k-q} \phi_{ik}^2 \phi_{jk}^2 + 4 \sum_{1 \leq i < j < k-q} \phi_{ik}^2 \phi_{jk} \phi_{sk} \phi_{tk} \right\} + 4E \left\{ \phi_{ik} \phi_{jk} \phi_{sk} \phi_{tk} \right\}
\]
\[
= 4 \sum_{l=1}^{k-q} \sum_{1 \leq i < j < k-q} E \left[ \phi_{ik}^2 \phi_{jk} \phi_{sk} \phi_{tk} \right] + 4 \sum_{1 \leq i < j < k-q, 1 \leq s < t < k-q} E \left[ \phi_{ik} \phi_{jk} \phi_{sk} \phi_{tk} \right] + O \left( T^2 M_{T^3} \right). \tag{B.14}
\]

It is easy to see that
\[
\int |\phi_{ik} \phi_{jk} \phi_{sk} \phi_{tk}|^{1+\delta} dP \leq \left\{ \int |\phi_{ik} \phi_{jk}|^{2(1+\delta)} dP \int |\phi_{sk} \phi_{tk}|^{2(1+\delta)} dP \right\}^{1/2} \leq M_{T^4}.
\]

Similarly to (B.10), we can have for any \((i, j) \neq (s, t)\),
\[
|E[\phi_{ik} \phi_{jk} \phi_{sk} \phi_{tk}]| \leq 10M_{T^4} \{ \alpha(\Delta(i, j, s, t)) \}^{\frac{\delta}{1+\delta}}, \tag{B.15}
\]
where \( \Delta(\cdot) \) is as defined before.

Consequently,
\[
\sum_{k=q+1}^{T} E[V^4_k] = O \left( T^3 M_{T^4}^{\frac{1}{1+\delta}} \right) = o(\sigma^2_T). \tag{B.16}
\]

This finishes the proof of the first part of (B.4), and therefore the proof of (B.4).

Applying Lemma C.3 implies that as \( T \to \infty \)
\[
E |L_{2T}| \leq \sum_{t=q+1}^{T} \sum_{s=1}^{t-q} E |E[\theta_{st} I_{t-q}]| \leq C \left( TqM_{T^4}^{\frac{1}{1+\delta}} \right) = o(\sigma^2_T). \tag{B.17}
\]

using the conditions of Lemma B.1.

The second part of (B.3) for \( L_{4T} \) follows from the conditions of Lemma B.1 and
\[
E |L_{4T}| \leq \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} E \left( E[|\theta_{st}| I_{t-q}] \right)
\]
\[
= \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} E \left[ |\theta_{st}| \right] \leq \left( TqM_{T^4}^{\frac{1}{1+\delta}} \right) = o(\sigma^2_T). \tag{B.18}
\]

We finally prove the second part of (B.3) for \( L_{3T} \). Similarly, using Lemma C.1, we can show that as \( T \to \infty \)
\[
\sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} E \left[ |\phi_{s1} \phi_{st} t \right] \leq \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} \sum_{s2=t+1-q}^{t-1} E \left[ |\phi_{s1} \phi_{s2} t | \right]
\]
28.
\[
\left| \sum_{t_1=3}^{T} \sum_{t_2=t_1+1-q}^{t_1-1} \sum_{s_1=t_1+1-q}^{t_1-1} \sum_{s_2=t_2+1-q}^{t_2-1} E[\phi_{s_1 t_1} \phi_{s_2 t_2}] \right| \leq o\left( T^2 q M_{T3} \right),
\]

Using (B.19) implies that as \( T \to \infty \)

\[
E \left[ L_{3T}^2 \right] = \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} E[\phi_{st}^2] + \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} \sum_{s_2=t_2+1-q}^{t_2-1} E[\phi_{s1t1} \phi_{s2t2}]
\]

\[
= \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} E[\phi_{st}^2] + \sum_{t=2}^{T} \sum_{s=t+1-q}^{t-1} \sum_{s_2=t_2+1-q}^{t_2-1} E[\phi_{s1t1} \phi_{s2t2}]
\]

noting that the third term of (B.20) is zero because of \( E[\phi_{s2t2} \phi_{s1t1} | I_{t_1-q}] = 0 \). This completes the proof of Lemma B.1.

B.2. Proof of Theorem 3.1

Let \( \xi_t = (e_t, X_t^T) \), \( \theta(\xi_s, \xi_t) = p_{st}\epsilon_se_t \) and \( \sigma_T^2 = \sum_{1 \leq s < t \leq T} \text{Var}(p_{st}\epsilon_se_t) \), where \( p_{st} = p(X_s, X_t) \) is a symmetric and continuous function as defined in Assumption A.3.

In order to apply Lemma B.1, one needs to justify the conditions of Lemma B.1 hold for \( \theta(\xi_s, \xi_t) = p_{st}\epsilon_se_t \). We now verify only the following condition listed in Lemma B.1,

\[
\max\{M_T, N_T\} \to 0 \quad \text{as} \quad T \to \infty,
\]

as the other conditions can be justified similarly.

For the \( M_T \) part, one justifies only

\[
\frac{T^2 M_{T1}^{-1}}{\sigma_T^2} \to 0 \quad \text{as} \quad T \to \infty.
\]

The others follow similarly.

It follows that for some \( 0 < \delta < 1 \) and \( 1 \leq i < j < k \leq T \)

\[
E \left[ |\theta_{ik} \theta_{jk}|^{1+\delta} \right] = E \left[ |e_i e_j e_k p_{ik} p_{jk}|^{1+\delta} \right]
\]

\[
\leq \left\{ E \left[ |e_i e_j e_k|^{2(1+\delta)(1+\delta_2)} \right] \right\}^{\frac{1}{1+\delta_2}} \left\{ E \left[ |p_{ik} p_{jk}|^{(1+\delta)(1+\delta_1)} \right] \right\}^{\frac{1}{1+\delta_1}}.
\]
Since $0 < \delta_1 < 1$ and $0 < \delta_2 < 1$ satisfy $\frac{1}{1+\delta_1} + \frac{1}{2(1+\delta_2)} = 1$ and $\frac{1+\delta}{1+\delta} < \delta_1 < \frac{1-\delta}{1+\delta}$, we have that

$$1 < \zeta = (1 + \delta)(1 + \delta_2) < 2 \quad \text{and} \quad 1 < \eta = (1 + \delta)(1 + \delta_1) < 2.$$  

By the second part of Assumption A.1(iii) and Assumption A.2(iii), one can have

$$\frac{T^2 M_{T1}^{\frac{1}{2T}}}{\sigma_T^2} \to 0 \quad \text{as} \quad T \to \infty.$$  

Similarly, one can verify the above is true for the second part of $M_{T1}$.

For the $N_T$ part, one needs only to use Assumptions A.1(iii) and A.2(i)(ii) to show that

$$\frac{N_T}{\sigma_T^2} \to 0 \quad \text{as} \quad T \to \infty.$$  

We consider the first part of $M_{T21}$ for example. For $1 \leq i < j < k \leq T$ and $0 < \delta < 1$

$$E \left[ |\theta_{ik} \theta_{jk}|^{2(1+\delta)} \right] = E \left[ |e_i e_j e_k p_{ik} p_{jk}|^{2(1+\delta)} \right] \leq C \left( \frac{q}{T} \right)^{4(1+\delta)} E \left[ |e_i e_j e_k|^{2(1+\delta)} \right]$$

using Assumption A.2(i).

Thus as $T \to \infty$

$$\frac{T^2 M_{T21}^{\frac{1}{2T}}}{\sigma_T^2} \leq C \frac{T^2}{\sigma_T^2} \left( \frac{q}{T} \right)^2 = C \frac{q^2}{\sqrt{T}\sigma_T^2} \to 0$$

using Assumptions A.1(iii) and A.2(ii).

Analogously, one can verify the other parts of $N_T$.

It follows that the conditions of Lemma B.1 hold. Thus as $T \to \infty$

$$\frac{\sum_{1 \leq s < t \leq T} p_{st} e_s e_t}{\sigma_T} \to_D N(0, 1). \quad (B.9)$$

Thus, in order to finish the proof of Theorem 3.1, it suffices to show that as $T \to \infty$

$$\frac{\hat{\sigma}_T^2}{\sigma_T^2} - 1 \to_p 0, \quad (B.10)$$

where $\hat{\sigma}_T^2 = \sum_{1 \leq s < t \leq T} p_{st} e_s e_t$.

In view of the definition of $\hat{\sigma}_T^2$ and $\sigma_T^2$, in order to prove (B.10), it suffices to show that

$$\sigma_T^{-2} \sum_{1 \leq s < t \leq T} \left( p_{st}^2 e_s^2 e_t^2 - E \left[ p_{st}^2 e_s^2 e_t^2 \right] \right) \to_p 0. \quad (B.11)$$

The proof of (B.11) is the same as that of the first part of (B.4). This finally finishes the proof of Theorem 3.1.

B.3. Proof of Theorems 3.2–3.4.
Let \( w_t = Y_t - U_t^T \beta \), \( u_t = Y_t - X_t^T \beta \),

\[
\tilde{L}_{2T} = \frac{\sum_{t=1}^{T-1} \sum_{s \neq t} p_{2st} w_s w_t}{\tilde{\sigma}_{2T}^2} \text{ and } \tilde{L}_{4T} = \frac{\sum_{t=1}^{T-1} \sum_{s \neq t} p_{4st} u_s u_t}{\tilde{\sigma}_{4T}^2},
\]

where \( \tilde{\sigma}_{2T}^2 = 2 \sum_{t=1}^{T-1} \sum_{s=1}^{T} p_{2st}^2 u_s^2 u_t^2 \) and \( \tilde{\sigma}_{4T}^2 = 2 \sum_{t=1}^{T-1} \sum_{s=1}^{T} p_{4st}^2 u_s^2 u_t^2 \).

In order to prove Theorems 3.3–3.4, one needs first to show that

\[
L_{2T} = \tilde{L}_{2T} + o_p(1) \text{ and } L_{4T} = \tilde{L}_{4T} + o_p(1).
\]

The remainder of the proof follows from Theorem 3.1. As the proof of (B.12) is much simpler than that of Theorem 3.2, we give only the proof of Theorem 3.2 in some detail.

Let \( \eta_{it} = d_{IT} - d_{1t} \) and \( \delta_{1t} = m_1(U_t) - \hat{m}_1(U_t) \). Note that

\[
\hat{Y}_t = [e_t + \delta_{it}]d_{1T} = e_t d_{1t} + e_t \eta_{it} + \delta_{1t} d_{1T},
\]

\[
\hat{Y}_s \hat{Y}_t = e_s e_t d_{1s} d_{1t} + e_s e_t \eta_{is} \eta_{it} + \delta_{1s} d_{1Ts} \delta_{1t} d_{1T},
\]

\[
e + e_s e_t \eta_{is} d_{1t} + e_s e_t d_{1s} \eta_{it} + \delta_{1s} d_{1Ts} e_t d_{1t} + d_{1Ts} \delta_{1s} e_t \eta_{it} + d_{1Ts} \delta_{1t} e_s \eta_{is} + d_{1Ts} \delta_{1t} e_s \eta_{is} + d_{1Ts} \delta_{1t} \delta_{1s} e_s \eta_{is} + d_{1Ts} \delta_{1t} \delta_{1s} e_s \eta_{is} + d_{1Ts} \delta_{1t} \delta_{1s} e_s \eta_{is}.
\]

\[
\equiv e_s e_t d_{1s} d_{1t} + e_s e_t \eta_{is} \eta_{it} + \delta_{1s} d_{1Ts} \delta_{1t} d_{1T} + r_{st},
\]

where

\[
r_{st} = e_s e_t \eta_{is} d_{1t} + e_s e_t d_{1s} \eta_{it} + \delta_{1s} d_{1Ts} e_t d_{1t} + d_{1Ts} \delta_{1s} e_t \eta_{it} + d_{1Ts} \delta_{1t} e_s \eta_{is} + d_{1Ts} \delta_{1t} \delta_{1s} e_s \eta_{is}.
\]

Now one can have the following decomposition

\[
L_{1T} = \left[ \tilde{L}_{1T} + \Delta_{1T} \right] \tilde{\sigma}_{1T}^2 \frac{\hat{\sigma}_{1T}^2}{\hat{S}_{1T}^2},
\]

where

\[
\tilde{L}_{1T} = \frac{1}{\hat{\sigma}_{1T}^2} \sum_{s \neq t} p_{st} e_s e_t d_{1s} d_{1t} \text{ and } \Delta_{1T} = \frac{1}{\hat{\sigma}_{1T}^2} \sum_{s \neq t} p_{st} [e_s e_t \eta_{is} \eta_{it} + \delta_{1s} d_{1Ts} \delta_{1t} d_{1T} + r_{st}].
\]

In view of (B.13), in order to prove

\[
L_{1T} = \tilde{L}_{1T} + o_p(1),
\]

it suffices to show that as \( T \to \infty \)

\[
\Delta_{1T} \to_p 0 \text{ and } \tilde{\sigma}_{1T}^2 \tilde{\sigma}_{1T}^2 \to_p 1,
\]

\[
\text{(B.14)}
\]

Let \( \epsilon_t = e_t d_{1t}, \tilde{\sigma}_{1T} = 2 \sum_{s=1}^{T-1} \sum_{t=1}^{T} p_{2st}^2 \epsilon_t^2 \) and \( \tilde{\sigma}_{1T}^2 = 2 \sum_{s=1}^{T-1} \sum_{t=1}^{T} E[p_{2st}^2 \epsilon_t^2 \epsilon_t^2] \). In view of (B.13) and (B.14), it suffices to show that

\[
\frac{\sum_{s \neq t} p_{st} e_s e_t \eta_{is} \eta_{it}}{\tilde{\sigma}_{1T}} \to_p 0, \quad \frac{\sum_{s \neq t} p_{st} \delta_{1s} d_{1Ts} \delta_{1t} d_{1T}}{\tilde{\sigma}_{1T}} \to_p 0, \quad \frac{\sum_{s \neq t} p_{st} r_{st}}{\tilde{\sigma}_{1T}} \to_p 0,
\]

\[
\text{(B.15)}
\]
We then prove only the first two parts of (B.15) and (B.16). The proof of the third part of (B.15) is similar to that of the first part of (B.15).

Obviously,\
\[ E \sum_{s \neq t} p_{st} e_s e_t \eta_{1s} \eta_{1t} \leq \sum_{s \neq t} E |p_{st} e_s e_t \eta_{1s} \eta_{1t}| \]
\[ \leq \frac{1}{2} \sum_{t=1}^{T} \sum_{s=1, s \neq t} E \left\{ e_s^2 \eta_{1s}^2 + e_t^2 \eta_{1t}^2 \right\} = \frac{1}{2} \sum_{t=1}^{T} \sum_{s=1, s \neq t} E \left\{ e_s^2 \eta_{1s}^2 | p_{st} \right\} = o(\sigma_{1T}) \]
using Assumption A.3(iii). This implies that the first part of (B.15) holds.

Similarly, one can have
\[ E \sum_{s \neq t} p_{st} \delta_{1s} \delta_{1t} d_{1Ts} d_{1Tt} \leq \sum_{s \neq t} E |p_{st} \delta_{1s} \delta_{1t} d_{1Ts} d_{1Tt}| \]
\[ \leq \frac{1}{2} \sum_{t=1}^{T} \sum_{s=1, s \neq t} E \left\{ \delta_{1s}^2 d_{1T}^2 + \delta_{1t}^2 d_{1T}^2 \right\} = \frac{1}{2} \sum_{t=1}^{T} \sum_{s=1, s \neq t} E \left\{ \delta_{1s}^2 d_{1T}^2 | p_{st} \right\} = o(\sigma_{1T}) \]
using Assumption A.3(iii). This implies that the second part of (B.15) holds.

In view of the definition of \( \hat{\sigma}^2_{1T} \) and \( \sigma^2_{1T} \), in order to prove (B.16), it suffices to show that
\[ \hat{\sigma}^2_{1T} = \sum_{1 \leq s < t \leq T} p_{st}^2 \left[ \hat{Y}_t^2 \hat{Y}_s^2 - \epsilon_s^2 \epsilon_t^2 \right] \rightarrow_p 0 \]  
(B.17)
and
\[ \sigma^2_{1T} = \sum_{1 \leq s < t \leq T} p_{st}^2 \epsilon_s^2 \epsilon_t^2 - E \left[ p_{st}^2 \epsilon_s^2 \epsilon_t^2 \right] \rightarrow_p 0, \]  
(B.18)
where \( \epsilon_t = e_t d_{1t} \).

The proof of (B.18) follows similarly from that of (B.11). In view of the definition of \( \hat{Y}_t \), in order to prove (B.17), one proves only
\[ J_{1T} = \sum_{1 \leq s < t \leq T} p_{st}^2 \epsilon_s^2 \epsilon_t^2 \eta_{1s} \eta_{1t} = o_p(\sigma^2_{1T}) \]  
(B.19)
and
\[ J_{2T} = \sum_{1 \leq s < t \leq T} p_{st}^2 \delta_{1s}^2 d_{1T}^2 \delta_{1t}^2 d_{1T}^2 = o_p(\sigma^2_{1T}), \]  
(B.20)
as the other parts follow similarly.

The proof of (B.19) follows from
\[ J_{1T} \leq \max_{1 \leq t \leq T} \left| \frac{d_{1Tt}}{d_{1tt}} - 1 \right|^4 \sum_{1 \leq s < t \leq T} p_{st}^2 \epsilon_s^2 \epsilon_t^2 d_{1s}^2 d_{1t}^2 = o_p(\sigma^2_{1T}) \]
using Assumption A.3(ii). The proof of (B.20) follows from
\[ E[J_{2T}] = \sum_{1 \leq s < t \leq T} E \left[ p_{st}^2 \delta_{1s}^2 d_{1T}^2 \delta_{1t}^2 d_{1T}^2 \right] = o(\sigma^2_{1T}) \]
using Assumption A.3(iii). The proof of
\[
\tilde{L}_{1T} \rightarrow N(0,1)
\]
follows from that of Theorem 3.1. This finally finishes the proof of Theorem 3.2.


The proof of Corollary 3.1 follows from that of Theorem 3.1 immediately, as either Assumptions A.4 and A.5 or Assumptions A.4 and A.6 implies Assumption A.3.

The proof of Corollary 3.2 follows from Theorem 3.2 immediately. For the proof of Corollary 3.3, one needs to follow the proof of (B.10) to show that
\[
\tilde{L}_{2T} = L_{2T} + o_p(1),
\]
where \(\tilde{L}_{2T} = \sum_{t=1}^{T} \sum_{s \neq t} p(u_{s-1}, u_{t-1}) u_s u_t, \) and \(u_s = Y_s - X_s^* \beta.\)

In the detailed proof, the continuity of the nonparametric function \(p(u,v)\) is used.

The proof of Corollary 3.4 follows from Theorem 3.3 immediately. We now finish the proof of the main results given in Section 3.

Appendix C

The following two technical lemmas have already been used in the proof of Lemma B.1 and the proof of Theorem 3.1. The two lemmas are of general interest and can be used for other nonparametric estimation and testing problems associated with the \(\alpha\)-mixing condition.

Lemma C.1. Suppose that \(M^n_m\) are the \(\sigma\)-fields generated by a stationary \(\alpha\)-mixing process \(\xi_i\) with the mixing coefficient \(\alpha(i).\) For some positive integers \(m\) let \(\eta_i \in M^n_{t_i}\) where \(s_1 < t_1 < s_2 < t_2 < \cdots < t_m\) and suppose \(t_i - s_i > \tau\) for all \(i.\) Assume further that
\[
||\eta_i||_{p_i} = E|\eta_i|^{p_i} < \infty,
\]
for some \(p_i > 1\) for which
\[
Q = \sum_{i=1}^{l} \frac{1}{p_i} < 1.
\]
Then
\[
\left| E \left[ \prod_{i=1}^{l} \eta_i \right] - \prod_{i=1}^{l} E[\eta_i] \right| \leq 10(l - 1)\alpha(\tau)^{(1-Q)} \prod_{i=1}^{l} ||\eta_i||_{p_i}.
\]


Lemma C.2. (i) Let \(\psi(\cdot, \cdot, \cdot)\) be a symmetric Borel function defined on \(R^r \times R^r \times R^r.\) Let the process \(\xi_i\) be defined as in Lemma B.1. Assume that for any fixed \(x, y \in R^r, E[\psi(\xi_1, x, y)] = 0.\) Then
\[
E \left\{ \sum_{1 \leq i < j < k \leq T} \psi(\xi_i, \xi_j, \xi_k) \right\}^2 \leq CT^3 M \rightarrow 0,
\]
where $0 < \delta < 1$ is a small constant, $C > 0$ is a constant independent of $T$ and the function $\psi$, $M = \max\{M_1, M_2, M_3\}$, and

$$M_1 = \max_{1 < i < j \leq T} \max \left\{ E|\psi(\xi_1, \xi_i, \xi_j)|^{2(1+\delta)}, \int |\psi(\xi_1, \xi_i, \xi_j)|^{2(1+\delta)} dP(\xi_1) dP(\xi_i) dP(\xi_j) \right\},$$

$$M_2 = \max_{1 < i < j \leq T} \max \left\{ \int |\psi(\xi_1, \xi_i, \xi_j)|^{2(1+\delta)} dP(\xi_1) dP(\xi_i) dP(\xi_j) \right\},$$

$$M_3 = \max_{1 < i < j \leq T} \max \left\{ \int |\psi(\xi_1, \xi_i, \xi_j)|^{2(1+\delta)} dP(\xi_1) dP(\xi_i) dP(\xi_j) \right\}. \quad (C.1)$$

(ii) Let $\phi(\cdot, \cdot)$ be a symmetric Borel function defined on $R^r \times R^r$. Let the process $\xi_i$ be defined as in Lemma B.1. Assume that for any fixed $x \in R^r$, $E[\phi(\xi_1, x)] = 0$. Then

$$E \left\{ \sum_{1 \leq i < j \leq T} \phi(\xi_i, \xi_j) \right\}^2 \leq CT^2 M_4 \alpha \frac{1}{1+\delta} \psi,$$

where $\delta > 0$ is a constant, $C > 0$ is a constant independent of $T$ and the function $\phi$, and

$$M_4 = \max_{1 < i < j \leq T} \max \left\{ E|\phi(\xi_1, \xi_i)|^{2(1+\delta)}, \int |\phi(\xi_1, \xi_i)|^{2(1+\delta)} dP(\xi_1) dP(\xi_i) \right\}. \quad (C.2)$$

Remark C.1. Lemma C.2 is useful in itself for providing moment inequalities for strictly stationary and mixing processes.

Proof: As the proof of (ii) is similar to that of (i), one proves only (i). Let $i_1, \ldots, i_6$ be distinct integers and $1 \leq i_j \leq T$, let $1 \leq k_1 < \cdots < k_6 \leq T$ be the permutation of $i_1, \ldots, i_6$ in ascending order and let $d_c$ be the $c$-th largest difference among $k_{j+1} - k_j$, $j = 1, \cdots, 5$. Let

$$H(k_1, \cdots, k_6) = \psi(\xi_{i_1}, \xi_{i_2}, \xi_{i_3}) \psi(\xi_{i_4}, \xi_{i_5}, \xi_{i_6}).$$

By Lemma C.1 (with $\eta_1 = \psi(\xi_{i_1}, \xi_{i_2}, \xi_{i_3})$, $\eta_2 = \psi(\xi_{i_4}, \xi_{i_5}, \xi_{i_6})$, $l = 2$, $p_l = 2(1+\delta)$ and $Q = \frac{1}{1+\delta}$),

$$|E[H(k_1, \cdots, k_6)]| \leq \left\{ \begin{array}{ll}
10 M \lambda \Gamma \alpha \frac{1}{1+\delta} (k_6 - k_5) & \text{if } k_6 - k_5 = d_1 \\
10 M \lambda \Gamma \alpha \frac{1}{1+\delta} (k_2 - k_1) & \text{if } k_2 - k_1 = d_1.
\end{array} \right.$$

Thus,

$$\sum_{1 \leq k_1 < \cdots < k_6 \leq T} \sum_{k_2 - k_1 = d_1} |E[H(k_1, \cdots, k_6)]| \leq 10 M \lambda \Gamma \alpha \frac{1}{1+\delta} \sum_{k_1 = 1}^{T-5} \sum_{k_2 = k_1 + \max_{j \geq 3}(k_j - k_{j-1})}^{T-3} \sum_{k_3 = k_2 + 1}^{T-3} \sum_{k_4 = k_3 + 1}^{T-2} \sum_{k_5 = k_4 + 1}^{T-2} \sum_{k_6 = k_5 + 1}^{T-1} \left(10 M \lambda \Gamma \alpha \frac{1}{1+\delta} (k_2 - k_1) \right).$$

$$\leq 10 M \lambda \Gamma \alpha \frac{1}{1+\delta} \sum_{k_1 = 1}^{T-5} \sum_{k_2 = k_1 + 1}^{T-4} (k_2 - k_1)^2 \alpha \frac{1}{1+\delta} (k_2 - k_1)$$

$$\leq 10 T M \lambda \Gamma \alpha \frac{1}{1+\delta} \sum_{k=1}^{T} k^4 \alpha \frac{1}{1+\delta} \leq C T M \alpha \frac{1}{1+\delta}. \quad (C.2)$$
Similarly,
\[ \sum_{1 \leq k_1 < \cdots < k_6 \leq T} |E[H(k_1, \cdots, k_6)]| \leq CTM^{\frac{1}{\alpha}}. \quad (C.3) \]

Analogously, it can be shown in a similar way that
\[ \sum_{1 \leq k_1 < \cdots < k_6 \leq T} |E[H(k_1, \cdots, k_6)]| \leq CT^2M^{\frac{1}{\alpha}}, \quad (C.4) \]
\[ \sum_{1 \leq k_1 < \cdots < k_6 \leq T} |E[H(k_1, \cdots, k_6)]| \leq CTM^{\frac{1}{\alpha}}. \quad (C.5) \]

On the other hand, if \( \{k_6 - k_5, k_2 - k_1\} = \{d_4, d_5\} \), by using Lemma C.1 three times we have the inequality
\[ |E[H(k_1, \cdots, k_6)]| \leq 10M^{\frac{1}{\alpha}} \sum_{i=1}^{3} \alpha^{\frac{d_i}{\alpha}}(d_i). \]

Hence,
\[ \sum_{1 \leq k_1 < \cdots < k_6 \leq T} |E[H(k_1, \cdots, k_6)]| \]
\[ \leq \sum_{1 \leq k_1 < \cdots < k_6 \leq T} \max\{k_6 - k_5, k_2 - k_1\} \]
\[ \leq \min_{2 \leq j \leq 4}\{k_{j+1} - k_j\} \]
\[ \leq 30M^{\frac{1}{\alpha}} \sum_{1 \leq k_1 < \cdots < k_6 \leq T} \alpha^{\frac{d_3}{\alpha}}(d_3) \leq 30CT^3M^{\frac{1}{\alpha}}. \quad (C.6) \]

It follows from (C.2)–(C.6) that
\[ \sum_{1 \leq i, j, k, r, s, t \leq T} |E[\psi(\xi_i, \xi_j, \xi_k)\psi(\xi_r, \xi_s, \xi_t)]| \leq CT^3M^{\frac{1}{\alpha}}. \quad (C.7) \]

Similar to (C.7), one can show that
\[ \sum_{1 \leq i, j, k, r, s, t \leq T} |E[\psi(\xi_i, \xi_j, \xi_k)\psi(\xi_s, \xi_t)]| \leq CT^3M^{\frac{1}{\alpha}}. \quad (C.8) \]
\[
\sum_{1 \leq i, j, k, l \leq T, \quad i, j, k, l \text{ different}} |E[\psi(\xi_i, \xi_j, \xi_k)\psi(\xi_i, \xi_j, \xi_l)]| \leq CT^3 M^{1+\delta}.
\] (C.9)

Finally, it is easy to see that
\[
\sum_{1 \leq i<j<k \leq T} E[\psi(\xi_i, \xi_j, \xi_k)^2] \leq T^3 \max_{1 \leq i<j} E[\psi(\xi_1, \xi_i, \xi_j)^2]. \tag{C.10}
\]

The conclusion of Lemma C.2(i) follows immediately from (C.7)–(C.10).

Lemma C.3. Let \( \phi(\cdot, \cdot) \) be a symmetric Borel function defined on \( \mathbb{R}^r \times \mathbb{R}^r \). Let the process \( \xi_i \) be defined as in Lemma C.2. Assume that for any fixed \( x, y \in \mathbb{R}^r \), \( E[\phi(x, \xi_1)] = E[\phi(\xi_1, y)] = 0 \). Then for \( 1 \leq i < j \leq T \),
\[
|E[\phi(\xi_i, \xi_j)|I_i]| \leq C\alpha^{\frac{4}{1+\delta}}(j-i) \left( E \left[ |\phi(\xi_i, \xi_j)|^{1+\delta} \right] \right)^{\frac{1}{1+\delta}},
\]
where \( 0 < \delta < 1 \) is some constant such that \( \max_{1 \leq i<j \leq T} E \left[ |\phi(\xi_i, \xi_j)|^{1+\delta} \right] < \infty \).

**Proof:** See Yoshihara (1989) or Roussas and Ionnides (1987).

Appendix D

This appendix gives the verification of Assumptions A.1–A.6 listed in Appendix A. It can be seen that the assumptions are justifiable for both the kernel method and the series case.

Remark D.1. (i) Assumption A.1(i) is quite common in the \( \alpha \)-mixing case. Assumption A.1(ii) imposes some necessary conditions on the error process. Assumption A.1(iii) is adopted from Condition A1(iii) of Li (1999).

(ii) The justifications of Assumptions A.2 and A.3 are relegated to Remark D.2 and Remark D.3 respectively.

(iii) Assumption A.4 is similar to Conditions A1(iii) and A1(iv) of Li (1999).

(iv) Assumption A.5(i) is similar to Condition A2(i) of Li (1999). Assumption A.5(ii) is quite natural for the kernel method.

(v) Assumption A.6 is the corresponding version of Assumption A.5 for the series case. As the orthogonality conditions are assumed in Assumption A.5, we don’t need to assume \( \frac{k^{4(\mu+1)+p}}{T^p} \rightarrow \infty \) as used in Theorem 3.1 of Hong and White (1995). More justifications for Assumption A.6 can be found in Gao and Tong (2001b).

Remark D.2. (i) Assumption A.2(i) is a general condition for the form of \( p_{st} \). It holds automatically when the form of \( p_{st} \) is chosen as either the kernel based weight function or the series based weight function.

(ii) Assumption A.2(ii) imposes some conditions on \( \sigma^2_T \) and \( q \). This assumption can be justified for the kernel method with \( q = h^{-p} \) and and the series method with \( q = k^p \). The detailed justification follows from (iii) and (iv) below.

(iii) We now verify Assumption A.2(iii) in some detail. We first consider the kernel case.
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Let $p_{st} = \frac{1}{T^{\eta}} K \left( \frac{X_n - X_s}{n} \right)$ as in (3.5) and $\eta = (1+\delta)(1+\delta_1)$. It follows that for $1 \leq i < j < k \leq T$,

$$E[p_{ik}p_{jk}^\eta] = \frac{1}{(Th^p)^{2N}} \int \int |K\left(\frac{u-w}{h}\right)|^\eta |K\left(\frac{v-w}{h}\right)|^\eta f(u,v,w)dudvdw$$

$$= \frac{h^{2p}}{(Th^p)^{2N}} \int \int |K(x)K(y)|^\eta f(xh+z,yh+z,dx)dy \leq C_1 \frac{h^{2p}}{(Th^p)^{2\eta}}$$  \hspace{1cm} \text{(D.1)}

under Assumptions A.4 and A.5(i).

Similarly, one can verify the others.

Let $\sigma^2_s = \sigma^2(X_s) = E[e^2_s |X_s]$. It follows similarly that

$$\sigma^2_{it} \equiv \sum_{1 \leq s < t \leq T} E[\sigma^2_s \sigma^2_t] = \sum_{1 \leq s < t \leq T} \frac{1}{(Th^p)^{2N}} \int \int \sigma^2(u)\sigma^2(v)K^2\left(\frac{u-v}{h}\right) f(u,v)dudv$$

$$= \frac{T(T-1)}{(Th^p)^2} h^p \int \int \sigma^2(xh+y)\sigma^2(x)K^2(x)f(xh+y,x)dxdy = C_2 h^{-p} (1 + o(1))$$ \hspace{1cm} \text{(D.3)}

as $T \to \infty$.

Finally, it can be shown that as $T \to \infty$

$$\frac{\sigma^2_T - \sigma^2_{it}}{\sigma^2_{it}} \to 0.$$ \hspace{1cm} \text{(D.4)}

Equations (D.1)–(D.4) imply as $T \to \infty$

$$\frac{T^2 M^2_{it}}{\sigma^2_T} \leq C_4 h^{(2-\eta)p} \to 0.$$ \hspace{1cm} \text{(D.5)}

Similarly, one can verify the others.

(iv) For the series case, without loss of generality one can choose $\sigma^2_t \equiv 1$ and

$$p_{st} = \frac{1}{T} \sum_{i=1}^k z_i(X_s)z_i(X_t).$$

As the justification of Assumption A.2(iii) depends on the choice of $\{z_i(\cdot)\}$, we now consider the case where $p = 1$ and $z_i(x) = \cos(ix)$. Similarly, one can verify the case where $z_i(x) = \sin(ix)$ and $z_j(x) = \cos(jx)$ for $i \neq j$.

Observe that

$$\sum_{i=1}^k \cos(ix) \cos(iy) = \frac{1}{2} \sum_{i=1}^k \cos((x+y)i) + \frac{1}{2} \sum_{i=1}^k \cos((x-y)i).$$

It follows that for any real number $u$

$$\sum_{i=1}^k \cos(iu) \sin(u/2) = \frac{1}{2} \sum_{i=1}^k \left\{ \sin \left( iu + \frac{u}{2} \right) - \sin \left( iu - \frac{u}{2} \right) \right\}.$$
\[
\frac{1}{2} \left\{ \sin \left( ku + \frac{u}{2} \right) - \sin \left( \frac{u}{2} \right) \right\} = \cos \left( \frac{(k+1)u}{2} \right) \sin \left( \frac{k}{2} u \right).
\]

For \( u = X_\frac{1}{2}X_\frac{1}{2} \) or \( X_\frac{1}{2}X_\frac{1}{2}, \) let
\[
I_k(u) = \frac{1}{2} \cos((k + 1)u) \sin(ku) \sin(u).
\]

Then
\[
p_{st} = \frac{1}{T} I_k \left( \frac{X_s + X_t}{2} \right) + \frac{1}{T} I_k \left( \frac{X_s - X_t}{2} \right).
\]

Similar to (D.1), one can have for the same \( \eta \)
\[
M_\eta = E \left[ |p_{ik}p_{jk}| \eta \right]
\]
\[
\leq \frac{C_\eta}{T^{2\eta}} \int \int \int \left\{ I_k \left( \frac{u + w}{2} \right) I_k \left( \frac{v + w}{2} \right) \eta \right\} f(u, v, w) du dv dw
\]
\[
+ \frac{C_\eta}{T^{2\eta}} \int \int \int \left\{ I_k \left( \frac{u + w}{2} \right) I_k \left( \frac{v - w}{2} \right) \eta \right\} f(u, v, w) du dv dw
\]
\[
+ \frac{C_\eta}{T^{2\eta}} \int \int \int \left\{ I_k \left( \frac{u - w}{2} \right) I_k \left( \frac{v + w}{2} \right) \eta \right\} f(u, v, w) du dv dw
\]
\[
+ \frac{C_\eta}{T^{2\eta}} \int \int \int \left\{ I_k \left( \frac{u - w}{2} \right) I_k \left( \frac{v - w}{2} \right) \eta \right\} f(u, v, w) du dv dw
\]
\[
\equiv M_{1\eta} + M_{2\eta} + M_{3\eta} + M_{4\eta}.
\]

In the following, we consider \( M_{4\eta} \) only and the others follow similarly.

\[
M_{4\eta} = \frac{C_\eta}{T^{2\eta}} \int \int \int \left| I_k \left( \frac{u - w}{2} \right) I_k \left( \frac{v - w}{2} \right) \right| \eta \cdot f(u, v, w) du dv dw
\]
\[
= \frac{C_\eta}{2^{2\eta} T^{2\eta}} \int \int \int \left| \cos \left( (k + 1) \left( \frac{u-w}{2} \right) \right) \sin \left( k \left( \frac{u-w}{2} \right) \right) \right| \eta \cdot \left| \cos \left( (k + 1) \left( \frac{v-w}{2} \right) \right) \sin \left( k \left( \frac{v-w}{2} \right) \right) \right| \eta \cdot f(2x + z, 2y + z, z) dx dy dz
\]
\[
= \frac{D_\eta}{(k + 1)^2 T^{2\eta}} \int \int \int \left| \cos(x_1) \sin \left( x_1 - \frac{x_1}{k+1} \right) \right| \eta \cdot \left| \cos(x_2) \sin \left( x_2 - \frac{x_2}{k+1} \right) \right| \eta \cdot \left| \sin \left( \frac{x_1}{k+1} \right) \right| \eta \cdot \left| \sin \left( \frac{x_2}{k+1} \right) \right| \eta \cdot f \left( x_3 + \frac{2x_1}{k+1}, x_3 + \frac{2x_2}{k+1}, x_3 \right) dx_1 dx_2 dx_3
\]
\[
= \frac{D_\eta(k + 2)^2}{(k + 1)^2 T^{2\eta}} \int \int \int \left| \cos(x_1) \sin \left( x_1 - \frac{x_1}{k+1} \right) \right| \eta \cdot \left| \cos(x_2) \sin \left( x_2 - \frac{x_2}{k+1} \right) \right| \eta \cdot \left| \sin \left( \frac{x_1}{k+1} \right) \right| \eta \cdot \left| \sin \left( \frac{x_2}{k+1} \right) \right| \eta \cdot f \left( x_3 + \frac{2x_1}{k+1}, x_3 + \frac{2x_2}{k+1}, x_3 \right) dx_1 dx_2 dx_3
\]
\[
= \frac{D_\eta}{T^{2\eta}} (k + 1)^2 (n - 1) C_\eta(k),
\]
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where \( \psi_k(x) = \frac{\sin(x)}{x^{\eta}} \), \( 0 < D_\eta < \infty \) is a constant independent of \( k \), and \( C_\eta(k) \) is a function of \( k \).

Hence, using properties of the trigonometric series and Assumption A.3, one can have as \( T \to \infty \)

\[
M_{4\eta} = O \left( \frac{(k + 1)^{2(\eta-1)}}{T^{2\eta}} \right). \quad (D.7)
\]

Thus it can be seen that \( M_{4\eta} \) has the same order as (D.1) when \( \rho = 1 \) and \( k = h^{-1} \).

Analogously, one can find the corresponding versions of (D.2)–(D.5) for the series case. Therefore, it can be shown that Assumption A.2(iii) is justifiable for both the kernel case and the series case.

Before justifying Assumption A.3 for the kernel method, one needs to introduce the following assumption.

**Assumption D.** In addition to Assumption A.5, assume that

(i) the univariate kernel function \( k(\cdot) \) is of bounded variation on \( \mathbb{R}^1 = (-\infty, \infty) \);
(ii) there is a second kernel function \( l(\cdot) \) that satisfies the same conditions as \( k(\cdot) \) does; and
(iii) there is a second bandwidth parameter \( h_1 \) such that for \( 0 < \eta < \frac{T}{8} \)

\[
h = O(T^{-\eta}), \quad h_1 \to 0 \text{ as } T \to \infty, \quad \lim_{T \to \infty} \frac{h^p}{h_1^{2d}} = 0 \text{ and } \lim_{T \to \infty} Th^{p/2}h_1^4 = 0.
\]

Assumption D(i) is required for the uniform convergence of \( d_{1T} \) assumed in Assumption A.3(ii). Assumption D(ii)(iii) is taken from Condition (A2) of Li (1999).

**Remark D.3.** (i) This remark needs only to justify Assumption A.3(ii)(iii). Assumption A.3(ii) holds for both the kernel method and the series case. As can be seen from Remark D.2(iv), it suffices to verify the kernel case. For the kernel method, one can take

\[
d_{1T} = \frac{1}{TH_1^d} \sum_{s \neq t} L_h(U_t - U_s) \text{ and } d_1 = f_1(U_t),
\]

which is the density function of \( U_t \), where \( L_h(\cdot) = L(\cdot/h_1) \) and \( L(u_1, \ldots, u_d) = \prod_{i=1}^d l(u_i) \). Under Assumptions A.5(i)(ii) and D(i), one can show that \( \max_{t \geq 1} |d_{1T} - d_1| = o_p(1) \). See Lemmas A.1 and A.3 of Härdle, Liang and Gao (2000) for example.

(ii) For both the kernel method and the series case, one can justify the following three equations

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s < t \leq T} E \left[ e_{1s}^2 \eta_{1s}^2 | p_{st} | \right] \to 0,
\]

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s < t \leq T} E \left[ e_{1s}^2 \sigma_1^2 | d_{1T}^2 | p_{st} | \right] \to 0,
\]

and

\[
\frac{1}{\sigma_{1T}} \sum_{1 \leq s < t \leq T} E \left[ \delta_1^2 \delta_{1T}^2 \sigma_1^2 | d_{1T}^2 | p_{st}^2 \right] \to 0.
\]
For the kernel case, by Assumption D, Lemma C.3 of Li (1999) can be used for the justification. For this case, one can use
\[ p_{st} = \frac{1}{T^{1/2}} \sum_{s \neq t} K_h(X_s - X_t) \] and
\[ \sum_{s=1, \neq t} p_{st} = \hat{f}(X_t) \]
as an estimate to \( f(X_t) \) in the first two equations. For the kernel case, one can compute that
\[ \sigma_{1T}^2 = C h^{-p}(1 + o(1)) \] using Assumption A.4.

For both the second equation and the third equation, one can substitute \( \delta_1 d_{1Tt} \) by
\[ \delta_1 d_{1Tt} = m_1(U_t) - \sum_{s=1}^T w_{1ts} m_1(U_s) \]
\[ \equiv - \sum_{s=1}^T p_{1ts} e_s + \eta_1 d_{1Tt} + \eta_2 \eta_1 d_{1Tt}, \]
where \( \eta_1 t = d_{1Tt} - d_{1Tt} \) and \( \eta_2 t = m_1(U_t) - \sum_{s=1}^T w_{1ts} m_1(U_s) \).

For the first part, one can use Lemma C.1 again to estimate the order. Assumptions A.4(ii), A.5 and D can be used to estimate the order of the second and third parts. For the series case, by Assumption A.6 and Remark D.2(iv) one can verify Assumption A.3(iii).

Remark D.4. (i) As one can see, Assumption A.2(iii) is a necessary condition, but its justification depends heavily on the explicit form of \( \{p_{st}\} \). If one replaces \( \sigma_{1T}^2 \) by
\[ \Sigma_{1T}^2 = \sigma_{1T}^2 + 2 \sum_{1 \leq s < t < u \leq T} \text{cov}(e_s p_{su} e_u, e_t p_{tu} e_u) \tag{D.8} \]
Assumption A.2(iii) is not required. Certainly, one needs to ensure that \( \inf_T \Sigma_{1T}^2 > 0 \).

For this case, the test statistics proposed need to be modified. For example, \( L_T \) of (3.4) needs to be replaced by
\[ \tilde{L}_T = \frac{\sum_{s=1}^T \sum_{s \neq t} p_{st} Y_s Y_t}{S_T} \]
where \( \tilde{S}_T^2 = 2 \sum_{s=1}^T \sum_{t=1}^T p_{st}^2 Y_s^2 Y_t^2 + 4 \sum_{s=1}^T \sum_{t=1}^T \sum_{u=1}^T p_{su} p_{tu} Y_s Y_t Y_u^2 \).

As can be seen from the proof of (B.4) and (B.5), Assumption A.2(iii) is not required for this case.

For the form of (D.8) itself, one needs to point out that (D.8) is of general interest. For example, when \( e_t \) is a long-range dependent process, the second part of (D.8) cannot be estimated by using the \( \alpha \)-mixing condition and Lemma C.1, as the long-range dependence and the \( \alpha \)-mixing condition contradict each other. For the long-range dependent case, the second part of (D.8) therefore needs to be included.
For the short-range dependent case, in order to avoid using Assumption A.2(iii), one may further impose some conditions on the structure of $e_t$ to ensure that the second term of (D.8) equals to zero. That is

$$E[e_s e_t p_{su} p_{tu} e_u^2] = 0 \text{ for any } s \neq t \neq u.$$  

This holds for example when $e_t = h(X_t, Y_{t-1}) \epsilon_t$, $h(\cdot, \cdot)$ is a measurable function, and $\epsilon_t$ satisfies

$$E[\epsilon_t | \Omega_{t-1}] = 0 \quad \text{and} \quad E[\epsilon_s \epsilon_t e_u^2 | \Omega_{v-1}] = 0 \text{ for any } s \neq t \neq u,$$

where $v = \max\{s, t, u\}$ and $\Omega_t$ is as defined in Assumption A.1. For the independence case, this holds automatically.
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