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#### Abstract

We study cost-sharing rules in network problems where agents seek to ship quantities of some good to their respective locations, and the cost on each arc is linear in the flow crossing it. In this context, Core Selection requires that each subgroup of agents pay a joint cost share that is not higher than its stand-alone cost. We prove that the demander rule, under which each agent pays the cost of her shortest path for each unit she demands, is the unique cost-sharing rule satisfying both Core Selection and Merge Proofness. The Merge Proofness axiom prevents distinct nodes from reducing their joint cost share by merging into a single node. An alternative characterization of the demander rule is obtained by combining Core Selection and Cost Solidarity. The Cost Solidarity axiom says that each agent's cost share should be weakly increasing in the cost matrix.
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## 1 Introduction

Shortest path games (Rosenthal, 2013; Bahel and Trudeau, 2014) are network games where agents must ship their demands of some homogeneous good from a source point to their respective locations. The cost on each arc of the network is linear in the total demand crossing it, which gives rise to a cooperative game (with transferable cost) where each coalition seeks to minimize the total cost of shipping the demands of its members. An optimal network configuration is obtained when each agent $i$ 's demand is shipped through a shortest path to agent $i$, that is a path that achieves minimum cost among all paths from the source to agent $i$. A natural way to share the cost is the demander rule, which requires each agent $i$ to pay the cost of her shortest path for each unit she demands. It is known from Rosenthal (2013) that this cost allocation belongs to the core, i.e., no subgroup of players can ship their respective demands (using only the connections available in the subgroup) at a cost lower than their joint share under the demander rule.

The present work focuses on two consistency properties: Merge Proofness and Cost Solidarity. The axiom Merge Proofness prevents any subgroup $S$ of distinct agents from reducing their joint share by merging. Such a merging manipulation typically results in a shortest path problem with a lower total shipping cost (since it does not include the internal shipping cost for agents in $S$ ), and it is profitable to the subgroup $S$ if the sum of their share in the resulting problem and their internal connection is lower than their joint share in the original problem. Merge Proofness has been studied in many different settings, such as bilateral monopolies (Horn and Wolinsky, 1988), bankruptcy problems (de Frutos, 1999), cost-sharing problems (?), scheduling problems Moulin, 2008), bipartite matching games (Hezarkhani, 2016), or minimum cost spanning tree problems (Gómez-Rúa and Vidal-Puga, 2011, 2017). We also examine a stronger version of Merge Proofness, which prevents any merging manipulation from negatively affecting any agent not in $S$.

The axiom Cost Solidarity states that an agent's cost share should be weakly increasing in the cost matrix. Note that, following an increase in the unit cost for some arcs (all else unchanged), Cost Solidarity says that no agent should have a lower cost share. If this property is not satisfied, some agents may be incentivized to sabotage the shipping operation and report higher costs to pay lower-cost shares. Cost solidarity generalizes the well-known idea of cost monotonicity, and it has also been studied in minimum cost spanning tree problems (Bergantiños and Vidal-Puga, 2007; Gómez-Rúa and Vidal-Puga, 2017).

We offer two characterizations of the demander rule. The first one, stated in Theorem
5.1. asserts that the demander rule is the only cost allocation scheme satisfying Core Selection and Merge Proofness. The second one, stated in Theorem 5.2, asserts that the demander rule is the only cost allocation scheme satisfying Core Selection and Cost Solidarity.

The paper is organized as follows. In Section 2, we set up the framework by defining shortest-path problems and cost-sharing rules. In Section 3, we introduce some basic properties of cost-sharing rules in shortest-path problems. In Section 4, we define the demander rule and show that it satisfies the basic properties. In Section 5, we provide our characterization results.

## 2 The model

Our framework is close to that of Bahel and Trudeau (2014) and Bahel et al. (2024). The main differences stem from the fact that we consider here a variable set of agents -whereas the set of agents in these previous papers is fixed. Let $U=\{1,2, \ldots\}$ denote the (infinite) set of potential agents. We consider problems where a (finite) number of agents in $U$ need to ship units of some commodity from a fixed point $\mathbf{0}$ to their respective locations ( $\mathbf{0}$ is called the source). Let $\mathcal{N}$ denote the set of nonempty, finite subsets of $U$. We use the symbol $N$ to refer to a generic element of $U$, that is to say, $N \in \mathcal{N}$.

To ease on notation, we will often write $i$ instead of $\{i\}$ and $S \backslash i$ instead of $S \backslash\{i\}$, for any $i \in S \subseteq N$. Moreover, for any vector $x \in \mathbb{R}^{N}$ and any subset $S \subseteq N$, we write

$$
x_{S}:=\sum_{i \in S} x_{i} .
$$

A Shortest Path Problem $(S P P)$ is a tuple $P=(N, c, x)$, where:

- $N \in \mathcal{N}$ is the set of agents who need to connect to the source $\mathbf{0}$;
- $c=\{c(i, j): i \in N \cup \mathbf{0}, j \in N, i \neq j\}$ is a collection of non-negative numbers (often referred to as a "cost matrix") giving the unit cost of shipping demands through each arc $(i, j)$;
- $x \in \mathbb{R}_{+}^{N}$ is the demand vector: each agent $i \in N$ has a demand $x_{i} \in \mathbb{R}_{+}$(of the commodity) to ship from the source to her location.

The set of $S P P$ with agent set $N \in \mathcal{N}$ will be denoted by $\mathbb{P}_{N}$, and $\mathbb{P}:=\bigcup_{N \in \mathcal{N}} \mathbb{P}_{N}$. Note that the source $\mathbf{0}$ is not an agent and that the unit costs $c(i, j)$ need not be symmetric -we may well have $c(i, j) \neq c(j, i)$ for some $i, j \in N$. Whenever $c(i, j)=c(j, i)$ holds for all $i, j \in N$ s.t. $i \neq j$, we say that the $S P P$ has symmetric arcs.

Definition 2.1 Given $N \in \mathcal{N}$ and $i \in N$, we call path (of length $K$ ) to agent $i$ any sequence $p:=\left(p_{k}\right)_{k=0, \ldots, K}$ such that:

1. $p_{k} \in N$, for $k=1,2, \ldots, K$;
2. $p_{0}=\mathbf{0}$ and $p_{K}=i$;
3. $p_{k} \notin\left\{p_{1}, \ldots, p_{k-1}\right\}$ whenever $2 \leq k \leq K$.

Note that all paths $p$ originate from the source $\mathbf{0}$ and cross any location $p_{k}$ only once. Thus, the length of each path and the number of paths to any given $i \in N$ are both finite. We denote by $\mathcal{P}_{N}(i, c)$ the set containing all paths to $i$. For simplicity, and as long as the player set is clear, we write $\mathcal{P}(i, c)$ instead of $\mathcal{P}_{N}(i, c)$. For any path $p$ of length $K$, let [ $p$ ] refer to the set of players in the range of $p$, that is:

$$
[p]:=\left\{j \in N: p_{k}=j \text { for some } k=1, \ldots, K\right\} .
$$

Given $P=(N, c, x)$, one can extend the cost function $c$ to paths as follows: for any path $p$ (of length $K$ ) to agent $i \in N, c(p)$ represents the cost of shipping one unit from the source to agent $i$ via the path $p$, i.e.,

$$
c(p):=\sum_{k=1}^{K} c\left(p_{k-1}, p_{k}\right) .
$$

For any $i \in N$, we call shortest path to $i$ any path $\bar{p}^{i} \in \mathcal{P}(i, c)$ that solves the problem $\min _{p \in \mathcal{P}(i, c)} c(p)$. Note that there exists a shortest path to any $i \in N-$ since the set $\mathcal{P}(i, c)$ is nonempty and finite - but it may not be unique.

Example 2.1 (Bahel et al. (2024)) Consider the SPP with symmetric arcs given by $P=(N, c, x)$, where $N=\{1,2,3\}, x=(2,0,1)$ and the cost structure is depicted by Figure 1. Hence, we have $c(\boldsymbol{0}, 1)=200, c(3,1)=c(1,3)=10, c(2,1)=c(1,2)=70$, and so on.


Figure 1: $S P P$ with three agents.

One can see that there are 5 paths to agent $1,(\boldsymbol{0}, 1),(\boldsymbol{0}, 2,1),(\boldsymbol{0}, 3,1),(\boldsymbol{0}, 2,3,1)$, $(\boldsymbol{O}, 3,2,1)$; and the shortest path to 1 is $(\boldsymbol{0}, 2,3,1)$, with $\operatorname{cost} c(\boldsymbol{0}, 2,3,1)=60+20+10=$ 90. For agents 2 and 3, the costs of their respective shortest paths are $c(\boldsymbol{0}, 2)=60$ and $c(\boldsymbol{O}, 2,3)=60+20=80$.

The cooperative game (with transferable cost) associated with $P$ can be formulated by defining the cost of any nonempty coalition $S \subseteq N$ as

$$
\begin{equation*}
C_{P}(S):=\min \left\{\sum_{j \in S} x_{j} \cdot c\left(p^{j}\right): p^{j} \in \mathcal{P}(j, c) \text { and }\left[p^{j}\right] \subseteq S, \forall j \in S\right\} . \tag{1}
\end{equation*}
$$

That is the members of $S$ pay the lowest possible cost of shipping their respective demands when using only the connections available in $S$. In particular, $C_{P}(S)=0$ whenever there is no demand to ship, i.e., $x_{S}=0$. We also adopt the convention that $C_{P}(\emptyset)=0$. For the problem $P$ depicted in Example 2.1, $C_{P}(N)=2 \cdot c(\mathbf{0}, 2,3,1)+0 \cdot c(\mathbf{0}, 2)+1 \cdot c(\mathbf{0}, 2,3)=$ $180+80=260$.

Definition 2.2 Given a shortest path problem $P=(N, c, x)$, we have the following.
(i) An allocation is a profile of cost shares, $y \in \mathbb{R}^{N}$, such that $y_{N}=C_{P}(N)$. Let $\mathcal{A}(P)$ be the set containing all cost allocations in $P$.
(ii) The core of $P$ is the set

$$
\operatorname{Core}(P):=\left\{y \in \mathcal{A}(P): y_{S} \leq C_{P}(S), \forall S \subsetneq N\right\}
$$

An allocation $y$ is called stable if $y \in \operatorname{Core}(P)$.
The above definition says that a cost allocation splits the total cost of shipping the respective demands between all agents in $N$. Remark that we allow for negative cost
shares, which may be desirable in particular if we have agents who demand zero while providing others with cheaper access to the source. Definition 2.2 (ii) is the standard notion of stability: every coalition $S$ should jointly pay at most its stand-alone cost $C_{P}(S)$. Let us now define the solution concepts studied in this work.

Definition 2.3 A Cost Sharing Rule (CSR) is a mapping $y: \mathbb{P} \rightarrow \bigcup_{N \in \mathcal{N}} \mathbb{R}^{N}$ that assigns to each $P \in \mathbb{P}_{N}$ a cost allocation $y(P) \in \mathbb{R}^{N}$ such that $y_{N}(P)=C_{P}(N)$.

In words, a $C S R$ is a mechanism which, for any given problem $P$, allows to divide between agents the total cost $C_{P}(N)$ of satisfying the respective demands (we refer to this property as efficiency). In the following sections, we introduce a number of desirable properties for a $C S R$.

## 3 Anonymous Demand Additive Core Selectors

Bahel et al. (2024) introduce some basic properties for cost sharing rules, which we present in this section. Since SPP do not exhibit congestion externalities, each problem $P=(N, c, x)$ yields elementary problems of the form $P^{j}=\left(N, c, e^{j}\right)$ (for every $\left.j \in N\right)$, where $e^{j} \in \mathbb{R}^{N}$ is the vector of demands characterized by $e_{j}^{j}=1$ and $e_{i}^{j}=0$, if $i \in N \backslash j$.

Let $k, k^{\prime} \in U$ and $N \in \mathcal{N}$ with $N \subset U \backslash\left\{k, k^{\prime}\right\}$. We define the bijection $\sigma_{k k^{\prime}}$ : $N \cup\{\mathbf{0}, k\} \rightarrow N \cup\left\{\mathbf{0}, k^{\prime}\right\}$ by $\sigma_{k k^{\prime}}(k)=k^{\prime}$ and $\sigma_{k k^{\prime}}(i)=i$ otherwise. Given $P=(N \cup k, c, x)$, $P^{\prime}=\left(N \cup k^{\prime}, c^{\prime}, x^{\prime}\right) \in \mathbb{P}$, we say that $P$ and $P^{\prime}$ are $k k^{\prime}$-equivalent if $x_{i}^{\prime}=x_{\sigma_{k k^{\prime}}(i)}$ for all $i \in N \cup k$ and $c(i, j)=c^{\prime}\left(\sigma_{k k^{\prime}}(i), \sigma_{k k^{\prime}}(j)\right)$ for all $i \in N \cup k \cup \mathbf{0}, j \in N \cup k$ such that $i \neq j$.

Definition 3.1 A CSR y satisfies:

1. Core Selection if $y(P) \in \operatorname{Core}(P)$ for all $P \in \mathbb{P}$.
2. Demand Additivity if $y(P)=\sum_{j \in N} x_{j} \cdot y\left(P^{j}\right)$ for all $P \in \mathbb{P}_{N}$.
3. Anonymity if, for all $k, k^{\prime} \in U, N \in \mathcal{N}$ with $N \subset U \backslash\left\{k, k^{\prime}\right\}, P=(N \cup k, c, x), P^{\prime}=$ $\left(N \cup k^{\prime}, c^{\prime}, x^{\prime}\right) \in \mathbb{P}$ such that $P$ and $P^{\prime}$ are $k k^{\prime}$-equivalent, we have $y_{i}(P)=y_{\sigma_{k k^{\prime}}(i)}\left(P^{\prime}\right)$ for all $i \in N \cup k$.

Bahel et al. (2024) define the family of CSR called Anonymous Demand Additive Core Selectors (ADACS, for short).

## 4 The demander rule

Following Bahel et al. (2024), we define the demander rule as follows:

Definition 4.1 The demander rule $y^{d}$ is the $C S R$ defined as:

$$
y_{i}^{d}(N, c, x)=x_{i} \cdot \min _{p^{i} \in \mathcal{P}(i, c)} c\left(p^{i}\right)
$$

for all $(N, c, x) \in \mathbb{P}$ and $i \in N$.
In other words, the demander rule requires each agent to pay the cost of her shortest path for each unit demanded. Agents who demand zero pay nothing. As an illustration, for the SPP depicted in Example 2.1, the demander rule yields the cost share $y^{d}=$ (180, 0, 80).

The following result extends Theorem 4.1 in Bahel et al. (2024) —which is stated for a fixed agent set- to the class of problems with a variable agent set.

Theorem 4.1 The demander rule $y^{d}$ is an $A D A C S$.
Proof. It is straightforward to see that $y^{d}$ satisfies Anonymity. Since Demand Additivity and Core Selection are defined for a fixed $N \in \mathcal{N}$, these properties follow from Theorem 4.1 in Bahel et al. (2024).

## 5 Characterization results

In this section, we propose several characterization results for the demander rule. We first introduce new axioms involved in these characterizations.

### 5.1 Merge Proofness

The first of these new axioms is Merge Proofness. This is an incentive compatibility requirement. In essence, it says that agents (seeking to reduce their joint cost share) should not benefit from merging and acting as a single agent. If a group of agents $S$ merge into the single agent $s \in S$ (while every agent not in $S$ remains the same) then we have a new problem $P^{s, S}:=\left(N^{s, S}, c^{s, S}, x^{s, S}\right)$, which is defined as follows. First, the new set of agents and their demands are respectively:

$$
\begin{equation*}
N^{s, S}:=(N \backslash S) \cup\{s\} \tag{2}
\end{equation*}
$$

and

$$
x_{i}^{s, S}:= \begin{cases}x_{i} & \text { if } i \in N \backslash S  \tag{3}\\ x(S) & \text { if } i=s\end{cases}
$$

Note from (3) that agent $s$ in the new problem inherits the aggregate demand of the coalition $S$, and the demand of every other agent $i \in N \backslash S$ remains unchanged. In addition, the cost matrix $c^{s, S}$ of the new problem is given by

$$
c^{s, S}(i, j):= \begin{cases}\min _{k \in S} c(i, k) & \text { if } i \in(N \backslash S) \cup \mathbf{0} \text { and } j=s  \tag{4}\\ \min _{k \in S} c(k, j) & \text { if } i=s \text { and } j \in N \backslash S \\ c(i, j) & \text { if } i \in(N \backslash S) \cup \mathbf{0} \text { and } j \in N \backslash S .\end{cases}
$$

In the reduced problem, any node outside $S$ will always use the best link available in $S$ to connect with $s$ (and vice-versa). One can then state two versions of the property requiring that merging should not be profitable.

Definition 5.1 A CSR y satisfies

1. Merge Proofness if, for all $P \in \mathbb{P}, S \subsetneq N$ and $s \in S$,

$$
\sum_{i \in S} y_{i}(P) \leq y_{s}\left(P^{s, S}\right)+C_{P}(N)-C_{P^{s, S}}\left(N^{s, S}\right)
$$

2. Strong Merge Proofness if, for all $P \in \mathbb{P}, S \subsetneq N, s \in S$ and $i \in N \backslash S$,

$$
y_{i}\left(P^{s, S}\right) \leq y_{i}(P)
$$

Strong Merge Proofness ensures that no other agent $i \notin S$ will be worse off in the reduced problem if a group of agents $S$ merge in advance to be treated as a single agent $s$. Given that $\sum_{i \in S} y_{i}(P)=C_{P}(N)-\sum_{i \in N \backslash S} y_{i}(P)$ and $\sum_{i \in N \backslash S} y_{i}\left(P^{s, S}\right)=C_{P^{s, S}}\left(N^{s, S}\right)-y_{s}\left(P^{s, S}\right)$ must hold for every $C S R y$, it is not difficult to see that Strong Merge Proofness implies Merge Proofness, which only requires that the agents in $S$ do not pay a lower joint share in the reduced problem (after accounting for their internal transaction costs $C_{P}(N)-$ $\left.C_{P^{s, S}}\left(N^{s, S}\right)\right)$.

Our first result of this section states that the demander rule satisfies Strong Merge Proofness (hence, it also satisfies Merge Proofness).

Proposition 5.1 The demander rule $y^{d}$ satisfies Strong Merge Proofness.
Proof. Consider an $\operatorname{SPP} P=(N, c, x)$ and let $\bar{p}^{i}=\left(\bar{p}_{0}^{i}=\mathbf{0}, \bar{p}_{1}^{i}, \ldots, \bar{p}_{K_{i}}^{i}=i\right)$ be a shortest path (for the problem $P$ ) to each $i \in N$, with $K_{i}$ denoting the length of $\bar{p}^{i}$.

Suppose that the players of coalition $S \subsetneq N$ (with $|S| \geq 2$ ) decide to merge into the node $s \in S$; and consider the reduced problem $P^{s, S}$ defined by (2)-(4). Fix $j \in N \backslash S$ and, in the case where $\left[\bar{p}^{j}\right] \cap S \neq \emptyset$, let

$$
\underline{k}_{S}^{j}:=\min \left\{k \in\left\{1, \ldots, K_{j}\right\}: p_{k}^{j} \in S\right\} \text { and } \bar{k}_{S}^{j}:=\max \left\{k \in\left\{1, \ldots, K_{j}\right\}: p_{k}^{j} \in S\right\} .
$$

Let $\mathcal{P}^{s, S}(j)$ be the set of paths to $j$ in the problem $P^{s, S}$. We can define a reduced path $\tilde{p}^{j} \in \mathcal{P}^{s, S}(j)$ (which is of length $K_{j}-\left(\bar{k}_{S}^{j}-\underline{k}_{S}^{j}\right)$ if $\left[\bar{p}^{j}\right] \cap S \neq \emptyset$ ) as follows.

$$
\begin{array}{lr}
\tilde{p}^{j}=\bar{p}^{j}=\left(\bar{p}_{0}^{j}, \bar{p}_{1}^{j}, \ldots, \bar{p}_{K_{j}}^{j}\right) & \text { if }\left[\bar{p}^{j}\right] \cap S=\emptyset ;  \tag{5}\\
\tilde{p}^{j}=\left(\bar{p}_{0}^{j}, \bar{k}_{\underline{k}_{S}^{j}-1}^{j}, s, \bar{p}_{\bar{k}_{S}^{j}+1}^{j}, \ldots, \bar{p}_{K_{j}}^{j}\right) & \text { otherwise. }
\end{array}
$$

To conclude the proof, remark from (4) and (5) that $c^{s, S}\left(\tilde{p}^{j}\right) \leq c\left(\bar{p}^{j}\right)$; and therefore

$$
y_{j}^{d}\left(P^{s, S}\right)=x_{j} \cdot \min _{p^{j} \in \mathcal{P}^{s, S}(j)} c^{s, S}\left(p^{j}\right) \leq x_{j} \cdot c^{s, S}\left(\tilde{p}^{j}\right) \leq x_{j} \cdot c\left(\bar{p}^{j}\right)=y_{j}^{d}(P) .
$$

Theorem 5.1 The demander rule $y^{d}$ is the only CSR that satisfies Merge Proofness and Core Selection.

Proof. We have already proved that $y^{d}$ satisfies both properties. Conversely, letting $y$ be a CSR satisfying Merge Proofness and Core Selection, we must show that $y=y^{d}$. Let $P=(N, c, x)$ be an SPP. Since $y_{N}(P)=y_{N}^{d}(P)=C_{P}(N)$ (by efficiency of $y$ and $y^{d}$ ), it is enough to prove that $y \geq y^{d}$, i.e., $y_{i} \geq y_{i}^{d}$ for all $i \in N$. Fix $i \in N$. Let $i^{\prime} \in U \backslash N$ and consider a problem $P^{\prime}=\left(N^{\prime}, c^{\prime}, x^{\prime}\right)$ such that $N^{\prime}=N \cup\left\{i^{\prime}\right\}, x_{j}^{\prime}=x_{j}$ if $j \in N \backslash i, x_{i}=x_{i}^{\prime}+x_{i^{\prime}}^{\prime}$ and $c^{\prime}(j, k)=c(j, k)$ if $j, k \in N \backslash i, c^{\prime}\left(i, i^{\prime}\right)=c^{\prime}\left(i^{\prime}, i\right)=0$, $c^{\prime}(i, j)=c^{\prime}\left(i^{\prime}, j\right)=c(i, j)$ for all $j \in N \backslash i$. For each $j \in N \backslash i$, let $\bar{p}^{j}$ be a shortest path to agent $j$ in the problem $P$; and denote by $\bar{p}^{\prime j}$ the path obtained from $\bar{p}^{j}$ by replacing agent $i$ with agent $i^{\prime}$ (if $i \in\left[\bar{p}^{j}\right]$ ) and keeping all agents $k \in\left[\bar{p}^{j}\right] \backslash i$. Then, $\bar{p}^{\prime j}$ is a shortest path to agent $j$ in $P^{\prime}$. Hence, by the definition of the demander rule, the minimum cost to satisfy the demands of agents in $N \backslash i$ is

$$
\Upsilon=\sum_{j \in N \backslash i} y_{j}^{d}(P)=\sum_{j \in N \backslash i} c\left(\bar{p}^{j}\right)=\sum_{j \in N \backslash i} c\left(\bar{p}^{j}\right)=\sum_{j \in N \backslash i} y_{j}^{d}\left(P^{\prime}\right) .
$$

Under Core Selection,

$$
y_{i}\left(P^{\prime}\right)+\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right) \leq y_{i}^{d}\left(P^{\prime}\right)+\Upsilon
$$

and

$$
y_{i^{\prime}}\left(P^{\prime}\right)+\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right) \leq y_{i^{\prime}}^{d}\left(P^{\prime}\right)+\Upsilon
$$

so that

$$
\begin{equation*}
y_{i}\left(P^{\prime}\right)+y_{i^{\prime}}\left(P^{\prime}\right)+2 \sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right) \leq y_{i}^{d}\left(P^{\prime}\right)+y_{i^{\prime}}^{d}\left(P^{\prime}\right)+2 \Upsilon . \tag{6}
\end{equation*}
$$

On the other hand, by efficiency,

$$
\begin{equation*}
y_{i}\left(P^{\prime}\right)+y_{i^{\prime}}\left(P^{\prime}\right)+\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right)=y_{i}^{d}\left(P^{\prime}\right)+y_{i^{\prime}}^{d}\left(P^{\prime}\right)+\Upsilon . \tag{7}
\end{equation*}
$$

Combining (6) and (7),

$$
\begin{equation*}
\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right) \leq \Upsilon \tag{8}
\end{equation*}
$$

It is not difficult to check that $C_{P}(N)=C_{P^{\prime}}\left(N^{\prime}\right)$. Hence, from Definition 5.1. Merge Proofness gives

$$
\begin{aligned}
& y_{i}(P) \geq y_{i}\left(P^{\prime}\right)+y_{i^{\prime}}\left(P^{\prime}\right)=y_{i}\left(P^{\prime}\right)+y_{i^{\prime}}\left(P^{\prime}\right)+\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right)-\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right) \\
& \stackrel{\boxed{8 /})}{=} y_{i}\left(P^{\prime}\right)+y_{i^{\prime}}\left(P^{\prime}\right)+\sum_{j \in N \backslash i} y_{j}\left(P^{\prime}\right)-\Upsilon \stackrel{\boxed{77}}{=} y_{i}^{d}\left(P^{\prime}\right)+y_{i^{\prime}}^{d}\left(P^{\prime}\right)=y_{i}^{d}(P) .
\end{aligned}
$$

Since this is true for each $i \in N$, we deduce $y(P) \geq y^{d}(P)$ which, combined with $y_{N}(P)=$ $y_{N}^{d}(P)$, implies $y(P)=y^{d}(P)$.

Corollary 5.1 An ADACS y satisfies Merge Proofness if and only if it is the demander rule $y^{d}$.

The properties in Theorem 5.1 are independent.

- The average lexicographic value defined in Tijs et al. (2011) satisfies Core Selection and fails Merge Proofness.
- For each $P=(N, c, x) \in \mathbb{P}$, let $M(P)=\left\{i \in N: x_{i}=\max _{k \in N} x_{k}\right\}$. Consider the $C S R y^{m}$ defined as

$$
y_{i}^{m}(P)=\left\{\begin{array}{cl}
\frac{C_{P}(N)}{|M(P)|} & \text { if } i \in M(P) \\
0 & \text { if } i \notin M(P)
\end{array}\right.
$$

for each $P \in \mathbb{P}$. Then, $y^{m}$ satisfies Merge Proofness and fails Core Selection.

### 5.2 Cost solidarity

Definition 5.2 A CSR y satisfies Cost Solidarity if, for any $P=(N, c, x), P^{\prime}=$ ( $N, c^{\prime}, x$ ), we have

$$
\left[c(i, j) \leq c^{\prime}(i, j), \forall i, j \in N\right] \Rightarrow\left[y_{i}(P) \leq y_{i}\left(P^{\prime}\right), \forall i \in N\right]
$$

Cost Solidarity says that no agent should be better off if the shipping costs increase on some arcs of the network (all else equal) $\|^{1}$ Combining Core Selection and Cost Solidarity allows to state the following result.

Theorem 5.2 The demander rule $y^{d}$ is the only CSR that satisfies Core Selection and Cost Solidarity.

Proof. It is not difficult to check that $y^{d}$ satisfies both Core Selection and Cost Solidarity. Fix a CSR y satisfying Core Selection and Cost Solidarity. We show below that $y(P)=$ $y^{d}(P)$ for all $P \in \mathbb{P}$. We proceed by induction on the size of

$$
\Omega(P)=\left\{i \in N: c(\mathbf{0}, i)>\min _{p \in \mathcal{P}(i, c)} c(p)\right\} .
$$

Assume first $|\Omega(P)|=0$, i.e., $c(\mathbf{0}, i)=\min _{p \in \mathcal{P}(i, c)} c(p)$ for all $i \in N$. This means it is optimal for each agent $i$ to ship her demand directly from the source. Hence, the associated cooperative game - defined in (1)- is additive. This implies that the core is a singleton. Under Core Selection, $y(P)=y^{d}(P)$. Assume now $y\left(P^{\prime}\right)=y^{d}\left(P^{\prime}\right)$ whenever $\left|\Omega\left(P^{\prime}\right)\right|<\omega$; and fix a problem $P$ satisfying $|\Omega(P)|=\omega$. Let $i \in \Omega(P)$. This means that $c(\mathbf{0}, i)>c\left(\bar{p}^{i}\right)=\min _{p \in \mathcal{P}(i, c)} c(p)$. Consider the problem $P^{\prime}=\left(N, c^{\prime}, x\right)$ defined by $c^{\prime}(\mathbf{0}, i)=c\left(\bar{p}^{i}\right)$ and $c^{\prime}(j, k)=c(j, k)$ otherwise. Under Cost Solidarity, we deduce $y_{j}(P) \geq y_{j}\left(P^{\prime}\right)$ and $y_{j}^{d}(P) \geq y_{j}^{d}\left(P^{\prime}\right)$ for all $j \in N$. Moreover, $C_{P}(N)=C_{P^{\prime}}(N)$ because $c^{\prime}(\mathbf{0}, i)=c^{\prime}\left(\bar{p}^{i}\right)=c\left(\bar{p}^{i}\right)=\min _{p \in \mathcal{P}(i, c)} c(p)=\min _{p \in \mathcal{P}(i, c)} c^{\prime}(p)$. Hence, $y(P)=y\left(P^{\prime}\right)$ and $y^{d}(P)=y^{d}\left(P^{\prime}\right)$. By induction hypothesis, $y\left(P^{\prime}\right)=y^{d}\left(P^{\prime}\right)$, and hence $y(P)=y^{d}(P)$.

Corollary 5.2 An ADACS y satisfies Cost Solidarity if and only if it is the demander rule $y^{d}$.

Observe that the properties used in Theorem 5.2 are independent.

- The average lexicographic value defined in Tijs et al. (2011) satisfies Core Selection and fails Cost Solidarity.
- The equal division rule $y^{e}$, defined as $y_{i}^{e}(P)=\frac{C_{P}(N)}{|N|}$ for all $P \in \mathbb{P}_{N}$ and all $i \in N$, satisfies Cost Solidarity and fails Core Selection.

[^1]
## References

Bahel, E., Gómez-Rúa, M., and Vidal-Puga, J. (2024). Stable and weakly additive cost sharing in shortest path problems. Journal of Mathematical Economics, 110:102921-.

Bahel, E. and Trudeau, C. (2014). Stable lexicographic rules for shortest path games. Economic Letters, 125(2):266-269.

Bergantiños, G. and Vidal-Puga, J. (2007). A fair rule in minimum cost spanning tree problems. Journal of Economic Theory, 137(1):326-352.
de Frutos, M. A. (1999). Coalitional manipulation in a bankruptcy problem. Review of Economic Design, 4(3):255-272.

Gómez-Rúa, M. and Vidal-Puga, J. (2011). Merge-proofness in minimum cost spanning tree problems. International Journal of Game Theory, 40(2):309-329.

Gómez-Rúa, M. and Vidal-Puga, J. (2017). A monotonic and merge-proof rule in minimum cost spanning tree situations. Economic Theory, 63:813-826.

Hezarkhani, B. (2016). Pairwise mergers in bipartite matching games with an application in collaborative logistics. Operations Research Letters, 44(6):818-822.

Horn, H. and Wolinsky, A. (1988). Bilateral monopolies and incentives for merger. Rand Journal of Economics, 19(3):408-419.

Moulin, H. (2008). Proportional scheduling, split-proofness, and merge-proofness. Games and Economic Behavior, 63(2):567-587.

Rosenthal, E. C. (2013). Shortest path games. European Journal of Operational Research, 224(1):132-140.

Tijs, S., Borm, P., Lohmann, E., and Quant, M. (2011). An average lexicographic value for cooperative games. European Journal of Operational Research, 213(1):210-220.


[^0]:    *María Gómez-Rúa and Juan Vidal-Puga gratefully acknowledge financial support from Grant TED2021-130241A-I00 funded by MCIN/AEI/ 10.13039/501100011033 and by the European Union NextGenerationEU/PRTR, and also by the Spanish Ministerio de Ciencia e Innovación (PID2020-113440GB-I00) and Xunta de Galicia (GPC-ED431B 2022/03). Any opinions, findings, interpretations, conclusions or recommendations expressed in this paper are those of its authors and do not necessarily reflect the views of the National Science Foundation.
    ${ }^{\dagger}$ National Science Foundation, and Department of Economics, Virginia Polytechnic Institute and State University, Blacksburg, VA 24061-0316, USA. Email: erbahel@vt.edu.
    ${ }^{\ddagger}$ Economics, Society and Territory (ECOSOT) and Departamento de Estatística e IO. Universidade de Vigo. 36310 Vigo (Pontevedra), Spain. Email: mariarua@uvigo.gal.
    ${ }^{\text {§ Economics, Society and Territory (ECOSOT) and Departamento de Estatística e IO. Universidade }}$ de Vigo. 36310 Vigo (Pontevedra), Spain. Email: vidalpuga@uvigo.gal.

[^1]:    ${ }^{1}$ Cost Solidarity has been used in the literature on minimum cost spanning trees; see, for instance, Bergantiños and Vidal-Puga (2007).

