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Abstract

Regulators of artificial intelligence (AI) emphasize the importance of human auton-

omy and oversight in AI-assisted decision-making (European Commission, Directorate-

General for Communications Networks, Content and Technology, 2021; 117th Congress,

2022). Predictions are the foundation of all AI tools; thus, if AI can predict our de-

cisions, how might these predictions influence our ultimate choices? We examine how

salient, personalized AI predictions affect decision outcomes and investigate the role of

reactance, i.e., an adverse reaction to a perceived reduction in individual freedom. We

trained an AI tool on previous dictator game decisions to generate personalized pre-

dictions of dictators’ choices. In our AI treatment, dictators received this prediction

before deciding. In a treatment involving human oversight, the decision of whether

participants in our experiment were provided with the AI prediction was made by a

previous participant (a ‘human overseer’). In the baseline, participants did not receive

the prediction. We find that participants sent less to the recipient when they received

a personalized prediction but the strongest reduction occurred when the AI’s predic-

tion was intentionally not shared by the human overseer. Our findings underscore the

importance of considering human reactions to AI predictions in assessing the accuracy

and impact of these tools as well as the potential adverse effects of human oversight.
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1 Introduction

Will machines know you as well as you know yourself (or even better)? Can Amazon and

Facebook already anticipate your next purchase or the next charity you will donate to?1 In

recent years, the integration of artificial intelligence (AI) tools into everyday life has become

increasingly prevalent.2 AI-powered recommendation algorithms on streaming platforms like

Netflix and Spotify suggest personalized content based on user preferences. Since AI tools are

data-driven, people also get increasingly acquainted with the personalization of advice and

insights from these tools. For instance, smartwatches suggest break times and physical ac-

tivity based on the user’s physiological data and sports history, proofreading software adapts

to the users’ writing style and frequently used words, and chatbots help to create tax return

statements based on the individual exchange with the taxpayer.3 In all these instances, AI

tools learn from the data of many users cross-sectionally and about individual behavior over

time. Therefore, the rise of AI has made and will make human behavior more predictable

at the individual level (Agrawal et al., 2018). This also underlies the expanding body of

evidence regarding human responses to and interactions with AI (see, e.g., Dietvorst et al.,

2015, 2018; Chugunova and Sele, 2022; Klockmann et al., 2022; von Schenk et al., 2022). If

this results in more frequent and accurate predictions, will decision outcomes change when

people are presented with such a personalized AI prediction before making a decision? And

does human oversight, as often requested by regulatory bodies to limit the risks of AI tools

(European Commission, Directorate-General for Communications Networks, Content and

Technology, 2021; 117th Congress, 2022), mediate any averse reactions to personalized AI

predictions?

In this paper, we are interested in (i) how being shown a personalized AI prediction of one’s

own future decision affects decision outcomes and (ii) whether human oversight over the

AI tool generating predictions can impact any potential effects of personalized AI predic-

tions. We use a novel experimental design to study these questions. Using datasets from

meta-studies and extensive database research on the dictator game (Güth et al., 1982; Kah-

neman et al., 1986; Forsythe et al., 1994), we trained an AI that can predict the range in

1A specific example in the context of consumer choice is Amazon’s patent for predictive or anticipatory
shipping (Spiegel et al., 2013, p.5). According to the patent, the company can use the past shopping behavior
of customers and send items before they are ordered. An example within the realm of how Facebook’s online
fundraising boosts charitable contributions is referenced in Adena and Hager (2024).

2AI or machine intelligence is the computer-based modeling of intelligent behavior (Poole et al., 1998).
3See, e.g., Dai et al. (2021) for break time suggestions, Grammarly Inc. (2023), Microsoft Corporation

(2023), and Orpheus Technology Ltd. (2023) for proofwriting software and H&R Block (2023), Intuit Inc.
(2023), and Keeper Tax (2023) for tax return chatbots.
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which the dictators’ amount to be sent to the recipient will lie based on information on basic

demographics. Depending on the treatment, dictators (i) receive this personalized AI predic-

tion, (ii) they do not receive it at all, or (iii) the decision on whether they receive it depends

on a human participant from a previous experiment (human oversight or human-in-the-loop).

Anticipating future behavior from limited information about decision-makers is not only rel-

evant to behavioral researchers (Stock and Watson, 2002; Belloni et al., 2014; Cowgill and

Zitzewitz, 2015; DellaVigna and Pope, 2018; DellaVigna et al., 2019; Fudenberg and Liang,

2019; Giannone et al., 2021; Li et al., 2022; Ludwig and Mullainathan, 2024); it also gains

increasing importance in judicial discretion (Kleinberg et al., 2018), therapeutical crime pre-

vention interventions (Bhatt et al., 2024), medical decisions (Mullainathan and Obermeyer,

2022) and in autocratic regimes–prevention of civil unrest (Beraja et al., 2023a,b). Through-

out, such behavioral predictions rely on the assumption that the content of the predictions

does not influence individuals’ (e.g., consumers’, taxpayers’, etc.) behavior. However, due

to the fact that people will increasingly face predictions of their own future decision-making

(directly or indirectly, in the form of advice and choice delegation), adverse reactions to

predictions regarding one’s own behavior might have to be considered when developing and

applying AI. Deliberate deviations from the predicted behavior can become an important

factor in the advancement and utilization of AI, as a systematic behavioral response could

reduce the precision of the prediction (“self-defying prophecy”).4

Rational economic agents should, however, have no reason to change their decision if they

receive a personalized AI prediction before making their choice. If the prediction is incorrect,

they would know better and still be able to decide freely. If it is correct, however, acting

accordingly would be in line with a deterministic view, where the individual does not have

factual choice authority. Even though decision-makers are still free in their decision, predic-

tions could present a threat to autonomy and the belief in free will. This could occur, for

instance, when the prediction is viewed as restricting the ability to make the predicted choice

out of free will rather than due to determinism. In such and similar situations, reactance–a

concept from social psychology introduced by Brehm (1966) (see also, Brehm et al., 1966;

Brehm and Brehm, 1981)–plays an important role and could lead to a behavioral response

(Stango and Zinman, 2023).5 Reactance is a discomforting motivational stimulus that oc-

4This could be a microeconomic version of the (macroeconomic) race between preferences and technology,
as described in Hubmer (2023). Note, however, that the argument presented there builds on an income effect
generated by technological change.

5There is also literature on the role of reactance in developing and applying AI (Pizzi et al., 2021; Sankaran
et al., 2021; Sheng and Chen, 2020) as well as in nudging (Bruns et al., 2018; Bruns and Perino, 2023). The
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curs when individuals feel their freedom of action is being threatened or diminished. It acts

as a driving force to reclaim lost freedoms by acting counter to the perceived restriction.

Reactance explains various behaviors in adolescents (Van Petegem et al., 2015) but also in

adults across many domains, such as the labor market (Ma et al., 2019), COVID and other

restricitve regulations (Habersaat et al., 2020; Fouka, 2020), and attitudes towards gun own-

ership (Buttrick, 2020). There is also circumstancial evidence that such reclaims of freedom

occur in the context of AI tools. For example, users try to “outsmart” new tools by prompt

engineering to circumvent restrictions in commercial large language models (Barkai, 2023)

or by creating data on navigation software triggering traffic jam alerts (Hern, 2020). This

evidence suggests that the idea of being analyzed or “figured out” by algorithms might be

perceived as uncomfortable or even invasive. If the rise of AI tools reinforces this perception

and users perceive a threat or risk to their autonomy, we need to understand the conse-

quences of the underlying principle of AI–predictions on decision-making.

One measure commonly suggested to limit the adverse effects of AI in legislations, e.g., in

the European Union’s Artificial Intelligence Act (EU AI Act), is human oversight or the

human-in-the-loop approach.6 The Act classifies AI systems according to their potential

risk, ranging from minimal to unacceptable, with corresponding regulatory requirements. It

states that “[f]or high-risk AI systems, the requirements of high quality data, documentation

and traceability, transparency, human oversight, accuracy and robustness, are strictly nec-

essary to mitigate the risks to fundamental rights and safety posed by AI and that are not

covered by other existing legal frameworks.” (European Commission, Directorate-General

for Communications Networks, Content and Technology, 2021, Section 2.3; emphasis added

by the authors). Similarly, the US Senates’s AI Accountability Act (117th Congress, 2022,

Section 6 (2) and Section 4 (a) (8) (B)) requests “[...] impact assessments of automated deci-

sion systems or augmented critical decision processes, for the purposes of updating guidance

related to impact assessments and summary reporting, oversight, and making recommen-

dations to other regulatory agencies” and that “[...] a consumer may contest, correct, or

appeal a decision or opt out of such system or process, including the corresponding website

predictions we consider should, however, not be considered as light paternalism, as they are based on empirics
rather than normative considerations.

6The EU AI Act is a proposal for a legal framework for AI systems across the European Union (European
Commission, Directorate-General for Communications Networks, Content and Technology, 2021). As the
first comprehensive attempt by a major global economy to regulate the broad spectrum of AI applications,
this act has significant implications not only for technology developers but also for businesses, consumers,
and the economic landscape at large. The EU AI Act aims to safeguard EU values and rights, ensuring
AI systems’ safety and transparency while fostering innovation and competitiveness within and beyond the
European market.
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for such mechanism, where applicable.” In all these instances, it becomes clear that the

ultimate control over AI systems should remain in the hands of humans. In the context of

predictions, it is unclear, however, if users perceive this type of regulation as a protection

against the threat of autonomy and if any adverse reactions toward AI predictions can be

mitigated by human oversight.

We address two research questions. Firstly, do personalized AI predictions alter people’s

subsequent decision outcomes? Secondly, can human oversight reduce any potential devia-

tions from predicted decision outcomes? Participants in our dictator game experiment either

received a prediction about the share they would send as a dictator from an AI tool (AIP);

they received it depending on a previous human participant who ‘vetted’ the AI tool generat-

ing the predictions (HIL); or they simply received no such prediction (NP). The predictions

are generated by a pretrained ML classifier trained on roughly 15,700 previous dictator game

decisions on the basis of standard demographic information. The AI either predicts a par-

ticipant to send 0-25%, 25-50%, or 50-100% of their endowment. After the experiment, we

levied a measure of trait reactance (Hong and Faedda, 1996) and a range of attitudes and

beliefs relevant to the context of AI and altruism.

We find no significant effects at the extensive margin, i.e., participants choosing an amount

to send outside of the predicted range. However, we observe qualitatively negative devia-

tions due to predictions at the intensive margin, i.e., within the predicted categories. Within

the treatment group involving human oversight (HIL), receiving a prediction induced less

pronounced deviations compared to the subtreatment in which the human overseer did not

provide participants with the AI tool and consequently with a prediction. Overall, we find

no difference in the effects of predictions depending on whether they originate directly from

the AI tool or were approved by the human overseer. Regarding deviation from the pre-

dicted categories, we observe treatment effect heterogeneity in terms of trait reactance, as

participants with a high trait reactance significantly deviate from the predicted category by

sharing less.

This study is related to the literature on (i) the economics of artificial intelligence, automa-

tion, and algorithms and (ii) the authority in decision-making and freedom of choice.

Aside from the macroeconomic literature on the effects of automation on wages, employment,

and other labor market related variables (Acemoglu and Restrepo, 2022b,a; Guerreiro et al.,

2022; Beraja et al., 2023b), a large part of the literature on human-machine interaction in
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the social sciences focuses on two major behavioral patterns–algorithm appreciation (Logg

et al., 2018, 2019) and algorithm aversion (Dietvorst et al., 2015). Algorithm appreciation

broadly describes a positive attitude towards using and relying on AI systems, whereas algo-

rithm aversion is characterized by a more hesitant or dismissive attitude. There is empirical

evidence for both of these behavioral phenomena (see Jussupow et al., 2020; Burton et al.,

2020; Chugunova and Sele, 2022, for extensive literature reviews on the topic). The task

type and context in which the algorithm is operating seem to be important factors for hu-

man acceptance. There is some evidence, that people are willing to delegate decisions to

automated agents in analytical or objective contexts, they seem hesitant to do so in social

(Waytz and Norton, 2014; Lee et al., 2018; Hertz and Wiese, 2018; Castelo, 2019) or moral

contexts (Gogoll and Uhl, 2018; Bigman and Gray, 2018) and in domains where trust plays

an important role (Dietvorst and Bharti, 2019). Further experimental evidence suggests that

the role of algorithms and AI systems, i.e., whether they take over a task (Önkal et al., 2009;

Caro and de Tejada Cuenca, 2023; Longoni et al., 2019) or act as an adviser or decision-

support (Promberger and Baron, 2006; Palmeira and Spassova, 2015; Bigman and Gray,

2018; Dietvorst et al., 2018; Longoni et al., 2019), influences humans attitudes toward the

algorithm or AI under consideration. Interestingly, these studies seem to suggest a human

preference of automated decision-making over decision-support systems.

It is important to note that large parts of this literature focus on how humans react to

recommendations and advice by AI (see, e.g., Yeomans et al., 2019; Hoffmann et al., 2020).

This is a natural avenue to pursue, as many digital tools like robo-advisors, recruiting tools,

and medical algorithms improve human decision-making when large amounts of data need

to be processed to make an informed decision (Agrawal et al., 2018). Thus far, the stated

preferences for automation (Jeffrey, 2021; Jeffrey and Matakos, 2024) and reactions to ma-

chine agents in various decision and interaction environments (Cowgill and Zitzewitz, 2015;

Corgnet et al., 2019) to advice and decision support systems have been investigated (Di-

etvorst et al., 2015, 2018; Dietvorst and Bharti, 2019). Less is known, however, about human

behavior when the AI is not taking over a task or giving advice but predicting a person’s

behavior. We, therefore, add to this literature by studying the reaction to the underlying

core element of AI: predictions.

As argued earlier, predictions can be perceived as a limitation to autonomy. In economics,

empirical studies have documented an intrinsic preference for decision-making autonomy

(Falk and Kosfeld, 2006; Owens et al., 2014; Harms et al., 2017; Rattini, 2023). These stud-

ies suggest that threats to autonomy (or even just the belief in autonomy) affect participants’
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behavior online and in the lab. This is also underpinned by studies in social psychology and

marketing (Baumeister et al., 2009; Steindl et al., 2015; Zheng et al., 2016). A related

phenomenon is the so-called single-option or comparison aversion (Mochon, 2013; Hedgcock

et al., 2016; Maltz and Rachmilevitch, 2021). According to these findings, decision-makers

care for the amount of options they have, even if the additional options are irrelevant to

their final decision outcome. A theoretical foundation could lie in the earlier literature on

preference for flexibility (Koopmans, 1962; Kreps, 1979; Dekel et al., 2001; Kopylov, 2009;

Ahn and Sarver, 2013; Dean and McNeill, 2014).7

To the best of our knowledge, our paper presents the first economic study on how personal-

ized AI predictions about people’s own future decisions affect decision outcomes.8 The two

studies that are closest to ours are Xu (2024) and Hannah et al. (1975). Xu (2024) studies a

theoretical model in which a principal decides on whether to act directly on the prediction

provided by an algorithm or to delegate the decision to the algorithm. They show that a high

accuracy of a predictive algorithm is not always desirable and that a human-in-the-loop can

actually backfire relative to a situation without algorithmic assistance. Hannah et al. (1975)

study the change in subjective aesthetic choices due to hypothetical predictions coming from

a personality test (thus, not from an AI system). First, participants completed a personality

test. They subsequently had to make consecutive binary choices between two designs of cards

before and after they were told that their behavior for the upcoming choices was predicted

with a low, medium, or high prediction accuracy. The medium and high conditions resulted

in more choices opposite to predictions when compared to the low condition. This provides

some evidence suggesting that personalized predictions can lead to averse human reactions.9

The rest of the paper is structured as follows. Section 2 contains the experimental design,

including a description of how the AI tool was generated and our hypotheses with a theoret-

ical framework. We introduce our variables of interest and our empirical strategy to test our

hypotheses in Section 3. Subsequently, we present our results in Section 4, which we discuss

in more detail together with the limitations of our study in Section 5. Section 6 concludes.

7It is important to note that many of these models consider intertemporal decision-making under un-
certainty. Decision-makers can restrict their future options by, e.g., spending too much resources today.
However, if such behavior gets internalized, it could well play a role in static scenarios as well.

8Ybarra et al. (2010) study the attitudes toward being predicted in an interactive framework, where players
either have a strategic interest in being predicted by others (coordination) or have a strategic interest in
being unpredictable by their rivals (competition).

9The study differs in various methodological aspects. It involves deception about the prediction and its
accuracy and participants do not make economic decisions due to a flat payment. Moreover, their predictions
are only vaguely comparable to ours generated by an AI and communicated either by the AI itself or a human
overseer.
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2 Experimental Design and Hypotheses

We ran a controlled online experiment to investigate how individuals react to their behavior

being predicted by an AI. Before going into the details of our experimental design, we explain

the choice of the experimental paradigm and describe how the AI predictions were generated.

Subsequently, we provide information on the treatments and procedures.

2.1 The Dictator Game as a Frequently-Used Experimental Paradigm of

Economic Decision-Making

Our primary goal was to create a setting where we could observe how participants’ economic

decisions were affected by an AI-generated prediction. We chose the dictator game as it

is a well-established experimental setup encompassing a simple but economic decision. It

has been traditionally employed to examine social behavior, specifically in the realms of

fairness and altruism in contrast to self-interest. Our primary concern, however, does not

revolve around the investigation of prosocial behavior or altruism but lies in the comparative

analysis of the treatments. Therefore, it is important to note that the dictator game offers a

clear and simple economic decision situation that has been used frequently in experiments,

resulting in a substantial amount of data on decision-making available to train an AI.

The non-strategic nature of the dictator game also allows the manipulation of only a single

selected feature of the decision, such as receiving or not receiving a prediction before making

the decision.10 The dictator game thus fulfills two essential criteria for our research question:

(i) data is abundantly available and we can generate a large enough meta-dataset from

essentially the same experiment; (ii) a decision has to be made over scarce resources, making

the decision inherently economic.

2.2 Design of a Behavioral Prediction Algorithm

Based on datasets from meta-studies on the dictator game (see, e.g., Oosterbeek et al., 2004;

Engel, 2011; Cochard et al., 2021) and independent research on available datasets from peer-

reviewed publications, we built an ML classification model. The classification model’s aim

was to make predictions based on demographic data. Particularly, we used age, gender,

education, student status, employment status, religiosity, income category, the number of

siblings and whether the participant has a background in economics. These demographic

variables served as input variables called features. As the output value, the share dictators

10Despite criticisms, such as a lack of realism and dynamic interactions, the “deficiency” of the dictator
game to be malleable to comparably small influences lends itself to our research question (e.g., Oechssler,
2010).
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sent to recipients, was already known for this data, the process of building the ML model

constituted a case of supervised learning, where labeled data is used to train the model for

predictions.

The ML model was developed following a systematic three-step process. First, the required

training data was collected. Then, in the second step, the collected data underwent a thor-

ough preprocessing. In the third step, the model was trained and evaluated based on the data.

For data collection, we scraped sources such as Google Dataset Search11 and journals with

data availability policies. In particular, American Economic Journal (Data and Code Avail-

ability Policy, September 2020), Management Science (Management Science Policy for Data

and Code Disclosure, June 2019), PLoS ONE (Data Availability Policy, March 2014) and

Nature (Reporting standards and availability of data, materials, code, and protocols) have

been searched for experiments on the dictator game.12 The aggregate dataset resulted from

merging these experimental datasets. We used 80% of the aggregate dataset as training data

and the remaining 20% of the aggregate dataset as validation data. We trained a classifier

based on a logistic regression algorithm to predict decisions in the dictator game.13 The

classifier takes age, gender, education, student status, employment status, religiosity, income

category, the number of siblings and whether the participant has a background in economics

as the features mentioned above and the decision of each former participant in the dictator

game as a label. The resulting classifier then predicted decisions based on the features of

participants in our experiment.

During data preprocessing, we cleaned the data and unified the naming of variables as well

as the scales of categorical variables. As the data originated from different experiments run

across different countries, continents, and decades, this meant that potentially arbitrary con-

versions had to be made. Furthermore, as most experiments only levied a subset of the total

demographics, we imputed the missing values using a missing imputation chained equations

(MICE) algorithm (Van Buuren, 2007; Little and Rubin, 2019). Note that this is not our

dataset for analysis, and we simply told participants that the AI tool “builds on roughly

15,700 decisions from previous participants in similar experiments.”14 The applied inclusion

11We used https://datasetsearch.research.google.com/ with the search string “dictator game.”
12A complete list of the datasets used to train the AI can be found in Appendix A in Table 19.
13We used all classifiers in the sklearn package first and opted for the one with the highest accuracy in the

holdout set.
14This also alleviates concerns about future data use from the previous participants, as the final dataset

does not contain a single row that was not affected by the data transformations described above.
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and exclusion criteria for data collection are detailed in Appendix B.

Finally, we trained and evaluated the ML model based on an 80-20 train-test-split. Despite

some evidence suggesting the explanatory power of some of our demographic variables (En-

gel, 2011; Kumar et al., 2021; Fornwagner et al., 2022), determining the exact share sent in

the dictator game with sufficient accuracy is not possible. Therefore, we chose to catego-

rize the share sent by dictators into three ranges of sent shares. To balance the non-uniform

distribution of giving behavior while maintaining a relatively even partition, category bound-

aries were set at 25% and at 50% of the endowment.15 As a result, the mutually exclusive

categories were defined as follows: Category one ranges from 0% up to and including 25%,

category two ranges from above 25% up to and including 50%, and category three ranges

from above 50% up to and including 100%.16 After structured model testing, we relied on a

logistic regression algorithm17, which is a standard classification model (Russell and Norvig,

2010), with maximum iterations set to 500. The ML model has been trained on 15,700

decisions. Evaluation of the final ML model revealed an accuracy of 61.71%. The accuracy

measure specified in the experiment was an improvement over random. Making random

predictions of the three categories leads to an accuracy of 33.33%. An accuracy of 61.71%,

therefore, equals an improvement of 85.15% over a random choice.

2.3 Stages

The experiment was designed as an online experiment and consisted of three main parts.

The sequence of parts is displayed in Table 1.

After a brief introduction followed by comprehension questions, participants completed a

demographic questionnaire in Part 1, collecting the data (age, gender, education, student

status, employment status, religiosity, income category, the number of siblings and whether

the participant has a background in economics) used to generate the AI tool’s prediction.18

The specific questions asked can be found in Appendix C within the experimental instruc-

tions.

15Note that, on average, dictators allocate 28% of the endowment to the other person (Engel, 2011) and
rarely allocate more than half of the original endowment (Falk and Fischbacher, 2006a).

16In our experiment, participants had an endowment of 200 Points, so the categories translate into 0-50
Points, 51 - 100 Points, and 101-200 Points. The division of categories has resulted in an uneven distribution
of data among the three categories. Roughly 20% of the data lies in the first category, 70% lies in the
second category, and 10% in the third category. We tried to strike a balance between truthfulness in terms
of predicting data with an AI tool, sufficient accuracy, and potential variation in predictions.

17We used the sklearn.linear model from sklearn.preprocessing (Pedregosa et al., 2011).
18Please note that failing the comprehension question twice resulted in the exclusion of the respective

participant.
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Introduction

Part 1 Demographic questionnaire

Part 2 Single-shot dictator game

(with/without prediction, depending on the treatment)

Part 3 Post-experimental questionnaire

Payoff information

Table 1: Sequence of the experiment

In Part 2, participants engaged in a one-shot dictator game, assuming the role of the dictator

and deciding how much of their 200 Points endowment to allocate to an anonymous recipi-

ent. We applied the strategy method (Selten, 1967), i.e., each participant made a decision

in the role of the dictator. The role they were assigned to was revealed at the end of the

experiment.19 If a participant’s decision as a dictator was implemented for the payoffs, they

would receive their endowment minus the number of Points they decided to send to the re-

cipient. The recipient would receive the number of Points sent by the dictator. If they were

assigned the role of the recipient, their payoff was given by the number of Points sent by the

dictator, and the other participant, in the role of the dictator, would keep their endowment

minus the number of Points they sent. The assignment of participants to their final role,

as well as the matching to a partner, was decided randomly by the computer before the

end of the experiment. At the beginning of Part 2, in all treatments, and before decisions

were made, participants were informed that an AI tool was programmed for the experiment.

They were also informed that this AI tool takes demographic information, like the answers

to the question in Part 1, to make predictions about decisions in Part 2. Depending on the

treatment, participants either received or did not receive a prediction from the AI tool. We

describe the details of the treatment differences in the subsequent section.

In Part 3 of the experiment, participants were asked to answer a series of questions designed

to measure a range of attitudes and beliefs.

Finally, participants were provided with their payoff information, specifying the final payoff

consisting of the fixed payment as well as the decision-dependent payoff.

19The resulting role uncertainty might contribute to an increase in generosity (Mesa-Vázquez et al., 2021;
Walkowitz, 2021), but this does not affect the overall results due to the comparisons of treatments in a
between-subjects design.
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2.4 Treatments

We implemented a between-subjects design with three treatments to examine the impact

of behavioral predictions. We implemented a No Prediction (NP) treatment as a control

treatment, a Human-in-the-Loop (HIL) treatment, and an Artificial Intelligence Prediction

(AIP) treatment.20

In the experiment and depending on the treatment as well as the participant’s demographic

information, the AI tool provided one of the following three predictions:

• “You will send Player B between 0 and 50 Points.”

• “You will send Player B between 51 and 100 Points.”

• “You will send Player B between 101 and 200 Points.”

Predictions were generated in all treatments, but only participants in the AIP and some of

the participants in the HIL treatment received their predictions. As mentioned earlier, the

introduction and Part 1 of the experiment were identical for all participants across treat-

ments. To further ensure comparability across treatments, the AI tool was introduced and

explained in all three treatments. The NP treatment served as a control group. After reading

the general information provided about the existing AI tool, participants were shown a text

specifying “You will not receive a personalized prediction.”21 In the AIP treatment, after

reading the general information provided about the existing AI tool and before making the

decision as a dictator, participants received a prediction about their behavior from the AI

tool. To reinforce framing, the wording “personalized prediction” was used. For the HIL

treatment, a “human expert,” specified as a person who regularly uses AI tools, was able to

test the tool prior to the experiment and decide whether they wanted to provide participants

with the tool’s prediction.

The decision of whether to provide such a prediction to participants in the HIL treatment

was made in a preliminary survey. Participants of this survey were excluded from taking part

in the main experiment. In this survey, participants were first provided with the instructions

for the main experiment. They were then able to test the AI tool with different demographics

20Note: In the preregistration, the second treatment is called Human Prediction treatment (HP treatment).
However, for the purpose of clarity and comprehensibility, the denomination Human-in-the-Loop prediction
treatment (HIL) is used throughout this paper.

21Note that this also meant that we had to adapt questions in the post-experimental questionnaire to be
either asking for participants’ actual attitudes towards their prediction or their attitude towards a hypothetic
prediction they are asked to imagine.
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before deciding if they would provide the AI tool to a participant in the described experiment.

Lastly, they filled out a questionnaire regarding their demographics, attitudes, and their

background in terms of AI. The design, procedure, and results of the survey are described in

Appendix D. Out of six participants who successfully completed the survey, three used AI

tools at least weekly and were therefore claimed to be “experts.” Two of them decided to

provide the tool to the participants, and one decided against it. Accordingly, participants in

the HIL treatment were randomly matched to one of the three experts, deciding on whether

they would receive a prediction (“The human expert found the tool helpful and decided

that you will be presented with your personalized prediction.”, followed by a personalized

prediction) or not (“The human expert did not find the tool helpful and decided that you

will not be presented with a personalized prediction.”).22

Treatment NP HIL AIP

Expert
N.A. Disapprove Approve N.A.Judgment

of AI-tool

Statement

“The human expert “The human expert
“You will not did not find the tool found the tool “You are now

receive a helpful and decided helpful and decided receiving your
personalized that you will not that you will be personalized
prediction.” be presented with a presented with your prediction.”

personalized personalized
prediction.” prediction.”

Prediction No No Yes Yes

Table 2: Differences in information and availability of the AI-tool’s prediction across treat-
ments.

The only variation between treatments is the provision of predictions and the information

about this provision, as can be seen in Table 2. We controlled the perceived capabilities

of the AI tool by informing all participants in all treatments about the tool’s precision.

Particularly, we stated an improvement in accuracy of 85.1% compared to a random guess.23

The focus of our treatment manipulation was solely on the provision of behavioral predictions

and on human involvement.

22It is important to note that our usage of the term Human-in-the-Loop is a departure from the stan-
dard definition. Typically, “Human-in-the-Loop” refers to a model of interaction where a human directly
collaborates with an AI system to improve its outcomes by providing real-time insights and decisions. In
contrast, our definition of Human-in-the-Loop is a hierarchical control mechanism where one human’s au-
thority is necessary to provide another human with access to the AI tool. This definition thus focuses more
on ‘permissions’ rather than the more common focus on synergetic human-AI collaboration.

23The accuracy of the AI tool was 61.71%, which we compared to 33.33% for guessing at random.
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2.5 Procedures

The experiment was programmed in oTree (Chen et al., 2016), and participants were re-

cruited via Prolific (Palan and Schitter, 2018), where we screened participants for US and

UK citizens. In total, we recruited 754 participants.24 We used Points as an experimental

currency in the experiment with an exchange rate of 1 Point = £0.01. The participant’s

final number of Points earned was determined by a fixed payoff of 150 Points as well as a

decision-dependent variable payoff between 0 and 200 Points. A typical session lasted around

10 minutes, and participants, on average, earned £2.50.

2.6 Hypotheses

We investigate how salient behavioral predictions, i.e., predictions that are known before

decisions are made affect human behavior. In particular, we focus on differences in be-

havior when such predictions are provided by an AI compared to when no prediction is

given. Additionally, we examine the differences between predictions provided directly by an

AI and AI predictions provided by a human, a setup often referred to as Human-in-the-Loop.

To fix ideas, let us consider a simple theoretical framework to derive our hypotheses. This

framework is similar in spirit to Bodner and Prelec (2003). In their model, preferences are

unknown so decision-makers can only learn from their actions that serve as signals about

our true preferences.

Let there be a decision-maker who can choose an action x ∈ [0, 1] from which they receive

non-decreasing utility at linear costs with slope α. The decision-maker can receive a forecast

f ∈ [0, 1] of their action x. There are two mutually exclusive states of the world {A,B}.
In state A, decision-makers are autonomous and have free will, i.e., larger |x− f | are more

likely. In state B, their decision-making is deterministic and predictable and low |x − f |
are more likely. In line with the literature of motivated beliefs (Kunda, 1990; Zimmermann,

2020; Drobner and Goerg, 2024), we assume that the decision-maker receives utility from

holding a strong belief in state A, i.e., from a high p(A). They have a prior p for p(A). Thus,

their utility is given by

U(x, p(x,A)) = u(x)− αx+ v(p(x,A)),

24We aimed at 750 participants, and due to seemingly idle participants who then continued to progress
through the experiment, we sampled four observations in excess. All our analyses are robust to excluding
these observations.
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where u(x) is non-decreasing in x, and v(p) is strictly increasing in p ∈ [0, 1]. Without a

forecast, they would choose

x∗ = argmax
x

u(x)− αx+ v(p) = argmax
x

u(x)− αx.

Now suppose that the decision-maker received a forecast f = x∗ about their choice of x

before they had made their decision. They would update according to Bayes’ rule

p(A | x, f) = p(x | A, f)× p(A)

p(x | f)
,

with the marginal probability

p(x | f) = p(x | A, f)× p(A) + p(x | B, f)× p(B).

Using the prior and f = x∗, we therefore get

p(A | x, x∗) =
p(x | A, x∗)× p

p(x | A, x∗)× p+ p(x | B, x∗)× (1− p)
. (1)

As we are only interested in comparing the choice of x with and without a forecast, it is

sufficient to note that p(x | A, x∗) is increasing in |x − x∗| and p(x | B, x∗) is decreasing in

|x− x∗|. Therefore, p(A | x, x∗) is an increasing function of |x− x∗|. Therefore,

x∗′ = argmax
x

u(x)− αx+ v(p(A|x, x∗)) ̸= x∗.

That is, a forecast of the optimal choice under the prior (i.e., in absence of a forecast) leads

to a deviation from that decision to increase the utility derived from the belief in autonomy

and free will. Interestingly, as the conditional probabilities in the fraction in Equation (1)

depend on the magnitude of the prior p, the difference is larger for decision-makers with a

stronger prior.

To test this behavioral effect of a personalized prediction on economic decision-making within

our experimental design, we examine the amounts sent in the dictator game. We compare

the response to such predictions (AIP and HILp) to when they are absent (NP and HILnp).

This translates into our first hypotheses.

H1: Receiving a prediction about one’s behavior changes actual behavior away from

predicted behavior relative to receiving no prediction.
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Regulators often view human oversight as the primary safeguard against AI risks (European

Commission, Directorate-General for Communications Networks, Content and Technology,

2021; 117th Congress, 2022). While extensive research explores attitudes toward algorithmic

guidance, understanding of human responses to AI predictions remains limited. On the

individual level, it is much less clear how humans perceive this increased control and risk

mitigation through HIL or human oversight. In our experiment, a previous participant

assessed the AI tool’s usefulness, implying a stronger human oversight of the AI tool and

potentially an invitation to use it. Consequently, HIL predictions could mitigate concerns

about autonomy and free will infringement and likely influence decisions less than direct AI

predictions.

H2: Receiving a prediction directly from an AI leads to stronger effects (as per H1)

than receiving a prediction from an AI that is provided by a human.

3 Data Preparation and Estimation Strategy

In this section, we introduce our variables of interest as well as the controls we elicited

throughout the experiment. We tried to keep the variable names self-explanatory and readers

who are not interested in specific control variables or the exact scales on which these were

measured can skip to Section 3.2.

3.1 Variables of Interest

Our interest lies in the participants’ behavior in the dictator game. Thus, our variables of

interest are the Share sent, which is an integer between 0 and 100 indicating the percentage

share of Points a participant in the role of the dictator sent to the recipient.25 The variable

AI prediction is equal to one if the offer of a participant was predicted to be between 0 and

50. It is equal to two if the offer was predicted to be between 51 and 100, and it is equal

to 3 if it was predicted to be between 101 and 200. Note that we have this prediction for

all participants in all treatments, irrespective of whether the prediction was displayed to

participants or not. The variable Signed deviation is obtained by measuring the distance of

a participant’s offer to the nearest offer that is still in the category that the AI tool predicted

for that participant. It ranges between -50% (when 50-100% was predicted and the dictator

chose 0%) and 75% (when 0-25% was predicted and the dictator chose 100%) and is zero

25This is generated by dividing the Offer sent, which indicates the number of Points sent by the dictator
to the recipient, by 200. Since this is simply a division by a constant, all results are robust to using the
absolute number of Points.
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whenever a participant made an offer within the predicted category.

Our main independent variables are our treatment dummies NP, AIP, and HIL. Remember

that all participants in the AIP treatment received a prediction, whereas only some partici-

pants in the HIL treatment received a prediction (with an ex-ante probability of 2/3). The

variable Prediction is one if a participant in any treatment received a prediction and zero

otherwise.26

In addition to independent variables originating from our experimental design, we elicited a

range of controls in the two surveys during the experiment. We recorded the participants’

Age in years. Their gender is recorded in the variable Female, which is one if a participant

stated to identify as female and zero otherwise.27 We measure education with the highest

completed degree. For each degree, we created a dummy. Attended college is one if a par-

ticipant has attended college or university. Undergraduate degree is one if a participant has

an undergraduate degree. Finally, Graduate degree or higher is one if a participant has a

graduate degree or doctorate degree. Participants who have a high school diploma, A-levels,

or less serve as a statistical baseline. The variable Student is equal to one if a participant

is currently enrolled as a student and zero otherwise. If a participant is currently employed,

the variable Employed is equal to one and zero otherwise. We measure income along five

categories represented by dummies. The first dummy More than £25k, up to £50k is one if

a participant reported an annual income of £25.001 to £50.000. The second dummy More

than £50k is one if a participant reported an annual income of £50.001 or more. Participants

who reported an annual income of no more than £25.000 serve as a statistical baseline.28

The variable Siblings contains the number of a participant’s siblings, including half-siblings.

The variable Religious is equal to one if the participant reported to be religious and zero

otherwise. The variable Econ./Business Admin. Background is equal to one if the partici-

pant works in a field related to economics or has an educational background in economics

and zero otherwise.

We asked participants for the degree to which they considered or would have considered the

26Put differently, it is one for all participants in AIP and some participants in HIL, whereas it is zero for
the remaining participants in HIL and all participants in NP.

27One participant checked the box “other.” Our results are robust to specifying a variable Male in an
analogous way.

28The original categories can be found in Appendix C. We regrouped the categories as some received
hardly any replies. Results are robust to using the original categories. We referred to the annual income
“within the last twelve months.”
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prediction when making their offer.29 The variable Consider is measured on a 5-point Likert

scale with high values reflecting more consideration of the prediction. The variable Accuracy

records the participants’ assessment of the AI tool’s accuracy as stated in the experiment on

a 5-point Likert scale, with higher values indicating a more positive evaluation. The variable

Experience with AI is a 5-point Likert scale with higher values indicating more experience

with AI. The variable Interaction with AI is equal to one if they interact with AI daily,

two if they interact with AI weekly, three if they interact with AI once per month, four if

they hardly ever interact with AI, and five if they never interacted with AI. The dummy

Profession with AI is equal to one if the participant’s profession is related to programming,

robotics, or AI and zero otherwise. We measured trait reactance with an eleven-item reac-

tance scale by Hong and Faedda (1996).30 The variable Reactance represents the mean of the

responses. We measured how prone participants are to use new technologies by eliciting their

Innovativeness on the four-item personal innovativeness scale by Agarwal and Prasad (1998).

The variable Locus of control is obtained from the four-item locus of control (IE-4) scale by

Kovaleva (2012). We elicited the participants’ belief in free will with a single question on an

eleven-point Likert scale akin to Harms et al. (2017), to obtain the variable Belief in free will.

Our risk aversion measure Risk is measured on the 11-point scale by Dohmen et al. (2011)

and Kantar Public (2020). As the dictator game is usually used to investigate prosocial

behavior, we elicited Altruism using the two-item scale by Falk et al. (2018). We measured

the participants’ trusting disposition on a 5-point Likert scale using a four-item measure

suggested by Berger et al. (2021).31 The corresponding variable is Trust.32 Participants

estimated the average amount given by others in the experiment by providing a numeric

response in points, which we rescaled to a share between 0 and 100. This variable is called

Belief DG. Finally, we assessed the societal norm for each category of amounts (0-25%, 26-

50%, and 51-100%) sent by Participant A using a four-point scale ranging from “totally

inappropriate” to “totally appropriate.”33 For better legibility and to reduce the number of

regressors, we normalized each rating by dividing it by four and weighed it with the mid-

point of the respective category. We then summed the transformed variables to Norm DG

to obtain a rough estimate of participants’ approximate “normative amount” to be sent by

the dictator.34

29Precisely, all participants who received a prediction were asked whether they considered it, and those
who did not receive a prediction were asked whether they would have considered it hypothetically.

30This scale is a refinement of the 14-item scale suggested by Hong and Page (1989).
31This scale is a refinement of the scale suggested by Gefen and Straub (2004).
32All survey questions can be found in Appendix C, together with the experimental instructions.
33This is an unincentivized measure inspired by the questions suggested by Krupka and Weber (2013).
34Our results are robust to including the individual ratings.

17



3.2 Empirical Strategy

To test our hypotheses, we run non-parametric tests on our main dependent variables. In

our main analysis, i.e., when testing our preregistered hypotheses, we use two-sided Mann-

Whitney-U tests between our treatments for all quasi-continuous dependent variables.35

For the regression analysis, we follow a step-wise approach of including controls. This al-

lows us to assess the robustness of our results and if our treatment effects are moderated by

demographics or any of the survey responses. In our first specification, we only include the

treatment dummies HIL and AIP, i.e., we set NP as our statistical baseline. In a second

specification, we add an interaction between HIL and Prediction. Since we are not including

Prediction itself, this interaction term allows us to distinguish participants in the HIL treat-

ment who received a prediction (HILp) from those who did not (HILnp). In addition, the

coefficient of HIL can be interpreted as the treatment difference between participants in the

HIL treatment who did not receive a prediction to participants in the NP treatment, and the

sum of the coefficients of HIL and the coefficient of HIL×Prediction can be interpreted as the

treatment difference between participants in the HIL treatment who did receive a prediction

to participants in the NP treatment. In the third specification, we add the participants’

demographics that we elicited to generate the prediction to account for potential priming.36

In the fourth specification, we add the context-specific attitudes.37 In the fifth or saturated

specification, we finally also add more general attitudes as well as beliefs and norms about

decisions in the dictator game.38

4 Results

We first test our main, preregistered hypotheses before turning to additional analyses and

potential mechanisms.

35Due to the large sample size within each treatment, we also report two-sided t-tests for completeness,
even though tests for normality (D’agostino et al., 1990; Royston, 1992) do mostly suggest that our variables
of interest are not normally distributed, and if so, never for all treatments.

36Remember that these were Age, Female, the education dummies, Student, Employed, the income dum-
mies, Siblings, Religious, and Econ./Business Admin Background.

37These are Consider, Accuracy, Experience with AI, Interaction with AI, Profession with AI, Reactance,
Innovativeness, Locus of control, and Belief in free will.

38These are Risk, Altruism, Trust, Belief DG, and Norm DG.
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4.1 Main Analysis

Our first hypothesis concerned a deviation from the predicted category. Consider Figure 1.

In the NP treatment, this deviation was −2.868 percentage points on average, compared to

−4.907 percentage points in the HIL and −4.304 percentage points in the AIP treatment.

The nominal difference between the HIL and the NP treatment of 2.039 percentage points

is marginally statistically significant when using a t-test (p = 0.069) but not when using

a Mann-Whitney U test (p = 0.718). The nominal difference of 1.436 percentage points

between the NP and the AIP treatment is not statistically significant using either test (p =

0.196, t-test; p = 0.977, Mann-Whitney U test). The difference in the deviation between the

HIL treatment and the AIP treatment was 1.216 percentage points. Again, this difference is

not statistically significant (p = 0.564, t-test; p = 0.721, Mann-Whitney U test).

Note: Whiskers indicate 95% confidence intervals. The dashed line at zero is provided
as a reference for where predictions are, on average, accurate.

Figure 1: Deviation from prediction categories across treatments.

Remember that within the HIL treatment, some participants received a prediction (HILp),

whereas some participants did not (HILnp). To investigate if one of these subgroups is the

driver of the marginally significant difference observed earlier, we compare these to the NP

treatment respectively.

The difference between the NP treatment and the HILp subtreatment is 1.338 percentage

points and thus smaller than the difference between the NP and HIL treatment overall. This
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difference is not statistically significant (p = 0.269, t-test; p = 0.720, Mann-Whitney U test).

However, the difference between the NP and the HILnp treatment is 4.078 and statistically

significant when using a t-test (p = 0.025) but not when using a Mann-Whitney U test

(p = 0.112).

Within the HIL treatment, we see that participants’ negative deviation in the HILnp sub-

treatment is 2.740 percentage points higher than the negative deviation of participants in

the HILp subtreatment. This difference is not statistically significant when using a t-test

(p = 0.109) and statistically marginally significant when using a Mann-Whitney U test

(p = 0.086).

To underpin these findings, we ran the regression analysis described earlier. The results can

be found in Table 3.

Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL -2.039∗ -4.078∗∗ -4.713∗∗∗ -4.749∗∗∗ -3.359∗∗

(1.119) (1.750) (1.776) (1.751) (1.567)
AIP -1.436 -1.436 -1.860 -1.304 -1.106

(1.109) (1.110) (1.142) (1.144) (1.050)
HIL × Prediction 2.740 3.002∗ 3.655∗∗ 2.466

(1.755) (1.752) (1.698) (1.529)
Constant -2.868∗∗∗ -2.868∗∗∗ -2.770 -8.396 -25.586∗∗∗

(0.834) (0.835) (2.360) (7.476) (8.512)
Demographics ✗ ✗ ✓ ✓ ✓

Tech attitudes ✗ ✗ ✗ ✓ ✓

General attitudes ✗ ✗ ✗ ✗ ✓

p(HILp=AIP) . 0.930 0.895 0.852 0.835
p(HILp) . 0.260 0.157 0.369 0.438
R2 0.005 0.008 0.033 0.070 0.226
Observations 754 754 754 754 754

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: The figures in row p(HILp=AIP) and p(HILp) are the p-values corresponding
to two-sided F-tests of the linear hypotheses HIL + HIL × Prediction = AIP and
HIL+HIL×Prediction = 0, respectively. The complete table with all coefficients can
be found in Appendix A, Tables 9a and 9b.

Table 3: OLS Regressions of Signed deviation.

This regression corroborates our finding that participants in the HILnp subtreatment deviated

most strongly from the predicted category. The HIL coefficient is negative and statistically

significant throughout our model specifications.39 Also, the interaction term HIL×Prediction

39These results are robust to running the model exclusively with the participants that received a prediction
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is positive and statistically significant throughout specifications (3) through (5), indicating a

statistically significantly more negative deviation in the HILnp compared to the HILp(=HIL

+ HIL × Prediction) subtreatment.

Result 1.a. (The effect of predictions)

There is no effect of receiving a prediction on the extensive margin, i.e., the Signed deviation

from the predicted category of the amount sent as a dictator to the recipient.

Result 2.a. (The effect of a Human-in-the-Loop)

There is no evidence of a difference between predictions coming directly from an AI tool or

those coming from a previously expert-approved AI tool. There is evidence of a negative

effect when participants do not receive the previously explained prediction due to an expert

disapproving of the AI tool.

As our variable of a Signed deviation does not take into account how our treatment affected

behavior inside the predicted categories, we also investigate how the raw amounts that

dictators shared varied with the treatment. Figure 2 displays the average share that dictators

gave in each treatment.

In the NP treatment, participants, on average, gave 35.83% of their endowment to the recip-

ient. The share in the HIL treatment was 4.77 percentage points lower, with 31.06%. This

difference is statistically significant (p = 0.010, t-test; p = 0.038, Mann-Whitney U test). In

the AIP treatment, with an average of 31.46%, the share was 4.36 percentage points lower

than in the NP treatment. Again, this difference is statistically significant (p = 0.019, t-test;

p = 0.038, Mann-Whitney U test). The nominal difference of 0.40 percentage points between

the HIL and AIP treatment is not statistically significantly different from zero (p = 0.825,

t-test; p = 0.980, Mann-Whitney U test). The difference between the HILnp and HILp

subtreatments of 2.62 percentage points is not statistically significant (p = 0.375, t-test;

p = 0.558, Mann-Whitney U test).

Again, we investigate whether these first impressions can be underpinned when controlling

for covariates. Table 4 contains the results from our regression specifications on the share

sent by dictators.

Throughout our specifications, the treatment dummies for the HIL and the AIP treatment

in the middle range of amounts sent, i.e., where they could deviate either upwards or downwards from the
predicted category. The results can be found in Tables 10a and 11a. A separate regression with participants
that received a prediction in the lowest range of amounts to be sent is not feasible due to small sample size.
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Note: Whiskers indicate 95% confidence intervals. The dashed line
indicates the mean when pooling over all treatments and is displayed
for better visual representation.

Figure 2: Share given by dictators across treatments.

are negative and statistically significant.40 Since the interaction coefficient is statistically

insignificant, there is no evidence for a difference between the HILnp and HILp subtreat-

ments. However, as the p-value p(HILp) in the lower panel of the table indicates, there is

still evidence for a treatment effect when considering participants in the HILp subtreatment

alone. Finally, the effects in the HILp and the AIP treatment do not differ statistically.41

Result 1.b. (The effect of predictions)

There is a negative effect of receiving a prediction on the intensive margin, i.e., the share

sent by dictators to recipients.

Result 2.b. (The effect of a Human-in-the-Loop)

There is no evidence of a difference between predictions coming directly from an AI tool or

those coming from a previously expert-approved AI tool.

40These results are robust to running the model exclusively with the participants that received a prediction
in the middle range of amounts to be sent, i.e., where they had the possibility to deviate either upwards
or downwards from the predicted category. The results can be found in Tables 13a and 14a. A separate
regression with participants that received a prediction in the lowest range of amounts to be sent is not
feasible due to small sample size.

41The nominal change in the HILp treatment is the sum of the coefficients on the HIL dummy and the
interaction term. For example, in the full specification, this would be −4.838 percentage points.
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -4.767∗∗ -6.711∗∗ -7.941∗∗∗ -8.320∗∗∗ -5.438∗∗

(1.854) (2.977) (2.934) (2.949) (2.397)
AIP -4.364∗∗ -4.364∗∗ -4.543∗∗ -4.193∗∗ -3.796∗∗

(1.859) (1.860) (1.891) (1.904) (1.606)
HIL × Prediction 2.612 3.435 4.066 1.512

(3.033) (2.956) (2.959) (2.389)
Constant 35.826∗∗∗ 35.826∗∗∗ 29.386∗∗∗ 23.607∗ -30.348∗∗

(1.338) (1.339) (3.940) (12.202) (12.369)
Demographics ✗ ✗ ✓ ✓ ✓

Tech attitudes ✗ ✗ ✗ ✓ ✓

General attitudes ✗ ✗ ✗ ✗ ✓

p(HILp=AIP) . 0.892 0.985 0.975 0.935
p(HILp) . 0.039 0.025 0.039 0.031
R2 0.011 0.012 0.046 0.058 0.351
Observations 754 754 754 754 754

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: The figures in row p(HILp=AIP) and p(HILp) are the p-values corresponding to
two-sided F-tests of the linear hypotheses HIL + HIL × Prediction = AIP and HIL +
HIL× Prediction = 0, respectively. The complete table with all coefficients can be found
in Appendix A, Tables 12a and 12b.

Table 4: OLS Regressions on the share sent by dictators.

Beyond the statistical significance, it is worth noting the magnitude of the observed effects.

In the NP treatment, dictators sent an average of 35.83% to recipients, which is also roughly

in line with previous studies employing the dictator game (Engel, 2011; Cochard et al., 2021;

Fornwagner et al., 2022). The effects of receiving a prediction–irrespective of whether it

originated from the AI tool directly or from a human expert–reduced this share by just over

4 percentage points. This is a reduction of more than 10% relative to our control treatment.

4.2 Further Analyses and Behavioral Mechanisms

To better understand our previous results, we run additional and more exploratory analyses

that could suggest or rule out a range of behavioral mechanisms.

Our results suggest that behavior in and outside the predicted category differs. Put differ-

ently, the effect of our treatments on behavior differs depending on whether the prediction

was met ex-post or not. To corroborate that finding, we ran split regressions conditional on

the ex-post correctness of the AI’s prediction. Table 5 contains our previous regression spec-
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ifications only for those participants for whom the prediction was accurate, i.e., for whom

the actual amount sent as a dictator was within the predicted category.

Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -4.696∗∗∗ -1.646 -3.572∗∗ -2.842 -2.283

(1.177) (1.923) (1.778) (1.919) (1.534)
AIP -5.391∗∗∗ -5.391∗∗∗ -4.691∗∗∗ -5.032∗∗∗ -4.911∗∗∗

(1.239) (1.241) (1.179) (1.124) (1.060)
HIL × Prediction -3.932∗ -1.827 -2.806 -2.825∗

(2.164) (1.883) (1.957) (1.589)
Constant 46.789∗∗∗ 46.789∗∗∗ 41.624∗∗∗ 46.733∗∗∗ 15.882∗

(0.617) (0.618) (2.810) (7.765) (9.270)
Demographics ✗ ✗ ✓ ✓ ✓

Tech attitudes ✗ ✗ ✗ ✓ ✓

General attitudes ✗ ✗ ✗ ✗ ✓

p(HILp=AIP) . 0.906 0.614 0.645 0.867
p(HILp) . 0.000 0.000 0.000 0.000
R2 0.041 0.047 0.256 0.312 0.451
Observations 460 460 460 460 460

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: The figures in row p(HILp=AIP) and p(HILp) are the p-values corresponding
to two-sided F-tests of the linear hypotheses HIL + HIL × Prediction = AIP and
HIL + HIL × Prediction = 0, respectively. The complete table with all coefficients can
be found in Appendix A, Tables 15a and 15b.

Table 5: OLS Regressions on the share sent by dictators when prediction was ex-post accu-
rate.

These regressions corroborate our findings at the intensive margin. Predictions negatively

impact the share sent by dictators.42 Again, this effect does not differ depending on whether

the prediction came directly from an AI or from a human in the loop. In this within-analysis,

there is also no difference between not receiving a prediction per see (NP) and not receiv-

ing it as a consequence of the expert’s decision (HILnp). The negative effect of receiving a

prediction however is strongly statistically significant and robust across our regression spec-

ifications.

In contrast, Table 6 contains the same regression specifications, but this time only for those

participants where the prediction was ex-post inaccurate, i.e., the actual amount sent as a

dictator was outside the predicted category.

42Note again that the effect of predictions in the HIL treatment is given by the p-values p(HILp) in the
lower panel of the table.
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -6.685∗∗ -9.763∗∗∗ -11.641∗∗∗ -9.117∗∗∗ -6.663∗∗

(3.024) (3.571) (3.518) (3.480) (3.294)
AIP -5.491∗ -5.491∗ -5.660∗ -3.694 -2.499

(3.113) (3.118) (3.162) (3.274) (2.988)
HIL × Prediction 4.436 6.209∗ 7.351∗∗ 5.877∗

(3.552) (3.591) (3.438) (3.393)
Constant 20.180∗∗∗ 20.180∗∗∗ 23.207∗∗∗ 11.796 19.577

(2.397) (2.401) (6.315) (20.718) (21.511)
Demographics ✗ ✗ ✓ ✓ ✓

Tech attitudes ✗ ✗ ✗ ✓ ✓

General attitudes ✗ ✗ ✗ ✗ ✓

p(HILp=AIP) . 0.958 0.943 0.526 0.559
p(HILp) . 0.116 0.124 0.609 0.808
R2 0.020 0.023 0.077 0.145 0.291
Observations 294 294 294 294 294

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: The figures in row p(HILp=AIP) and p(HILp) are the p-values corresponding
to two-sided F-tests of the linear hypotheses HIL + HIL × Prediction = AIP and
HIL + HIL × Prediction = 0, respectively. The complete table with all coefficients can
be found in Appendix A, Tables 16a and 16b.

Table 6: OLS Regressions on the share sent by dictators when prediction was ex-post inac-
curate.

This analysis aligns with our previous observations at the extensive margin. Predictions do

not seem to significantly influence the share sent by dictators (AIP and HILp). Yet, within

the HIL treatment, we observe the same difference observed earlier when considering the

Signed deviation .43 Participants sent a statistically significantly higher share if the partici-

pant received the AI tool’s prediction as a consequence of the expert’s decision compared to

when the expert denied the availability of the AI tool’s prediction.

These results suggest that treatment effects might be contingent on the participants’ types.

We now want to turn our attention to what could determine these types and some additional

behavioral explanations of our results.

As motivated earlier, psychological reactance may drive some of the observed results. Our

43Please observe that the distinction within the HIL treatment, i.e., whether the expert decided to expose
the participant to the AI tool’s prediction or not, is detailed by the p-value p(HILp) in the lower panel of
the table.
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study distinguishes trait reactance, as identified by Bruns and Perino (2023) or Hong and

Faedda (1996), from the measure of reactance in choice (i.e., the deviation from the pre-

dicted category in our case). Even though our results do not suggest a different incidence

of reactance across treatments at the extensive margin, this might be due to counteracting

effects among participants with differences in trait reactance. To investigate this, we defined

Reactance high, which is one if a participant’s reactance score is greater than the median

across all participants in the same treatment and zero otherwise.44

Table 7 shows the regression results on the Signed deviation only for participants with

above-median reactance. We see that there is a statistically significantly negative effect

of predictions on the Signed deviation , i.e., participants who received a prediction before

they made a decision, on average, chose an amount of roughly 3.8 percentage points below

their predicted category. Again, this is independent of whether the prediction was provided

by the AI tool directly or after a human expert approved the tool. Note, however, that the

difference within the HIL treatment is not statistically significant for this subgroup.

This split analysis hints at the possibility of treatment heterogeneity based on individual

characteristics like trait reactance. Whereas this is a plausible behavioral mechanism, one

might be worried that the heterogeneity is based on a broader set of characteristics.

To investigate this in a more data-driven fashion, we re-estimated the treatment effects on

Signed deviation using the nearest neighbor matching based on the entire set of our regres-

sion controls. The results can be found in Table 8. The table contains the average treatment

effect (ATE) in the upper panel and the average treatment effect on the treated (ATET)

in the lower panel. The ATE considers the difference between ‘similar’ participants in our

entire sample, i.e., the missing potential outcome for each participant is imputed by using

an average of the outcomes of similar participants that have received the other treatment

level. Similarity between participants is determined for each observation by using a weighted

function of the controls.

Eventually, the treatment effect is obtained as the average of the difference between the ob-

served and imputed potential outcomes for each participant. For the ATET, the procedure

is similar, but only the observations from the observed treatment outcome are compared to

their imputed counterfactual and not vice versa.

44We specified this variable in this way to ensure balance within each treatment. Results are robust to
specifying this indicator along the median across all treatments. Results are available from the authors upon
request.
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Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL -4.977∗∗∗ -6.531∗∗ -7.951∗∗∗ -8.479∗∗∗ -6.494∗∗

(1.662) (2.807) (2.960) (2.873) (2.628)
AIP -3.576∗∗ -3.576∗∗ -3.968∗∗ -3.547∗ -3.393∗

(1.759) (1.761) (1.863) (1.879) (1.766)
HIL × Prediction 2.017 3.053 4.107 2.224

(2.706) (2.750) (2.625) (2.421)
Constant -1.576 -1.576 -1.717 4.953 -14.767

(1.317) (1.319) (3.695) (12.478) (12.470)
Demographics ✗ ✗ ✓ ✓ ✓

Tech attitudes ✗ ✗ ✗ ✓ ✓

General attitudes ✗ ✗ ✗ ✗ ✓

p(HILp=AIP) . 0.557 0.563 0.626 0.576
p(HILp) . 0.009 0.007 0.013 0.010
R2 0.028 0.029 0.056 0.146 0.273
Observations 346 346 346 346 346

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Note: The figures in row p(HILp=AIP) and p(HILp) are the p-values corresponding
to two-sided F-tests of the linear hypotheses HIL + HIL × Prediction = AIP and
HIL+HIL× Prediction = 0, respectively. The complete table with all coefficients can
be found in Appendix A, Tables 17a and 17b.

Table 7: OLS regressions on the Signed deviation of dictators with a high trait reactance
(Bruns and Perino, 2023; Hong and Faedda, 1996).

In both panels, considering the first two rows, respectively, we see that coefficients are nega-

tive throughout comparisons. This means that predictions on average and relative to the NP

treatment have nominally resulted in a negative deviation from the predicted category. The

difference between the NP and the AIP treatment is statistically significant at the 10% level.

Thus, when accounting for potential treatment heterogeneity, predictions coming directly

from the AI tool lead to a significant negative deviation from the predicted category. As in

our previous analysis, however, from the last row in the upper panel and the last two rows

in the lower panel, we do not see any difference between predictions coming directly from

the AI tool or those that participants received after the human expert approved the tool.45

For completeness, participants with no more than median reactance showed no significant

extensive margin effect.46 As in the entire result section so far, there is also no difference

between predictions originating directly from the AI tool compared to those received after

an expert had approved the AI tool.

However, we do see a consistently positive (and in one specification marginally statistically

45Note that the lower panel has two rows for the comparison between HILp and AIP, as the ATET is
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Estimate Std. Error t-value p-value 95% CI [Lower, Upper]

ATE

NP v HILp -1.938 1.533 -1.264 0.206 [-4.944, 1.067]
NP v AIP -2.108∗ 1.256 -1.678 0.093 [-4.570, 0.354]
HILp v AIP -0.572 1.175 -0.487 0.627 [-2.874, 1.731]

ATET

NP v HILp -3.545 2.326 -1.524 0.128 [-8.104, 1.014]
NP v AIP -3.000∗ 1.564 -1.918 0.055 [-6.065, 0.065]
HILp v AIP -1.780 1.325 -1.344 0.179 [-4.376, 0.816]
AIP v HILp -1.026 1.295 -0.793 0.428 [-3.564, 1.511]

Note: Estimates are based on the Mahalanobis metric and the same covariates as in
our saturated specifications we used throughout the paper (Specifications (5) in the
regression tables) together with robust Abadie-Imbens standard errors and one match
per observation.

Table 8: Nearest neighbor average treatment effect (ATE) and average treatment effect on
the treated (ATET) estimates for Signed deviation.
significant) coefficient on the interaction of HIL and Prediction, indicating that predictions

have a positive effect on Signed deviation within the HIL treatment.

One possible explanation as to why participants behaved this way might be found in how

they perceived the AI prediction or how they would have perceived such a prediction had they

received one.47 Figure 3 displays the means of the corresponding survey item where higher

responses represent a perception as advice or recommendation, while lower scores represent

a perception more as a mere prediction. The AIP treatment notably changed participants’

interpretation of the prediction, leaning it away from the perception of a recommendation

and more towards an unbiased point of view of prediction. In responses not involving a

prediction per se (NP), the mean score was 2.976. For the HILnp subtreatment, the mean

score marginally rose to 2.981. However, when the expert provided the AI tools prediction in

the HILp subtreatment, the average score decreased to 2.763. The most substantial decrease

was observed in the AIP treatment, which produced a mean score of 2.400. This difference in

the mean scores for how participants (would have) perceived the predictions is statistically

significantly different across treatments (p < 0.001, Kruskal-Wallis test).

directional in the sense that the counterfactual is only calculated for the second group.
46The regression results can be found in in Appendix A, Tables 18a and 18b.
47This also implies that a comparison of the replies has to be taken carefully, as treatments might differ due

to how the questions were phrased rather than due to actual perceptions differences. The exact phrasing for
the NP treatment and the HILnp treatment was “Suppose prior to the decision you made earlier on splitting
the 200 Points, you would have received a prediction about your behavior.” followed by the request to rate
agreement with the statement “I would perceive a prediction about my own behavior rather as advice.”
whereas for the HILp and AIP treatment it was simply “I perceived the prediction rather as advice.”
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Note: Whiskers indicate 95% confidence intervals. The dashed line indicates the mean
when pooling over all treatments and is displayed for better visual representation.

Figure 3: Average score of how much participants perceived prediction as advice across
treatments.

Note that this response was only included after the pilot and is thus only available for 634

participants. However, the question of whether participants considered the prediction in

their decision is included in the regressions and proxies well for Perceiv(ed) as advice (the

pairwise correlation coefficient between Perceiv(ed) as advice and Consider is ρ = 0.427

and is statistically different from zero, p < 0.001, t-test). This control is available for all

754 participants in our sample. These controls suggest that, at least to a certain extent,

the human expert changed the interpretation of the prediction into advice, leading some

participants (particularly those with low trait reactance) to follow it.

5 Discussion

We find that providing participants with salient and personalized AI predictions affects

their decisions and that this is more pronounced for participants with a higher tendency

to psychological reactance. Here, we want to discuss some alternative explanations of our

results and future avenues for research.

One might be concerned about the participants’ attitudes toward data privacy. There exists

evidence that the more personalized data is used, the fewer people tend to accept adver-

tisements and even show resistance towards the message and the advertiser - also known as

the personalization paradox (Aguirre et al., 2015; de Groot, 2022; Boerman et al., 2021).

Many of these studies argue that this is due to the consumers’ feelings of vulnerability to
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companies’ covert information-gathering strategies. We levied the IUIPC Scale by Malhotra

et al. (2004) to measure participants’ data privacy concerns for the 634 participants in the

sample, excluding the pilot. There, we neither found any differences across the treatments

nor did controlling for this measure change anything substantial in our regression analyses.

Furthermore, we framed our experiment neutrally and have no plausible reason to assume

that we are perceived as a commercial agent gathering data for monetary profit. Thus, we

would argue that this is not a (strong) driver of behavior in the context of behavioral pre-

dictions studied here.

Even though we found some notable effects on the amounts sent, the effect sizes are rather

mild. We believe, however, that the magnitudes of these effects should be considered as

lower bounds to the true effects. There are several reasons for this, which we outline below.

Firstly, our AI model achieved an accuracy of 61.71%. While this indicates a reasonably

good performance of the model over three categories, it also means that only 61.71% of our

participants were actually treated with a correct prediction.

(a) Distribution of coefficients, standard errors, and T statistics for AIP.

(b) Distribution of coefficients, standard errors, and T statistics for HILp.

Note: The red lines in the T statistics graphs indicate the critical values for the 5% level (1.96).

Figure 4: Simulation based on 61.72% accuracy of the AI tool.

The remaining 38.29% of the participants received incorrect predictions, which could po-
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tentially weaken the observed overall effects. Consider Figure 4. There, we randomly drew

61.72% from the participants in the AIP treatment (Panel 4a) and the HILp treatment (Panel

4b), respectively. We then ran our simplest regression model accounting for the difference

between participants in the HILnp and HILp subtreatments (Specification (3) in our regres-

sion tables).48 Two observations can be made. Firstly, coefficients are almost exclusively

negative, i.e., there is hardly any chunk of data in our prediction treatments that would

result in a positively signed coefficient. Secondly, the variation in effect sizes is rather large.

In the most extreme cases, coefficients suggest a negative deviation of around 10 percentage

points from the predicted category. Under the assumptions that (a) our accuracy measure is

a decent estimate for the expected ex-ante accuracy in our sample, and (b) effects are larger

when predictions are ex-ante correct, this might suggest that with more accurate predictions,

the true impact on the decision-makers’ choices are even stronger than the ones we observed.

Secondly, our predictions were relatively coarse in nature, providing decision-makers with a

broad outline of their potential decisions. It is reasonable to assume that more precise predic-

tions, which can pin the decisions down more closely, would be perceived as more infringing.

As a result, the effects of receiving more detailed predictions may lead decision-makers to

feel that their autonomy is compromised, potentially causing a stronger reaction and greater

influence on their actual decisions.

Finally, our study only analyzed a specific sample of participants: people who have willingly

subscribed to an online platform that handles their data and payment information. This

is noteworthy, as it suggests that our sample may be more open to sharing their personal

data and have relatively lower privacy concerns than the general population. Consequently,

the impact of AI-generated behavioral predictions could be even more substantial in a more

diverse population, as individuals who are more concerned about their privacy could exhibit

stronger reactions to the presented predictions.

A limitation of our study is the comparison between our baseline and the prediction treat-

ments. Whereas using the absence of a prediction as the baseline is ecologically valid when

we want to consider the total effect of introducing personalized AI predictions, it is not

clear how much of their effect is due to (seemingly) providing statistical information about

previous decisions to the participants. We inform participants about the fact that our AI

tool is based on 15,700 previous decisions. Even though predictions are personalized, i.e.,

48The results are similar for using the full specification. Results are available from the authors upon
request.
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tailored to the specific participant and we do not give any further details about the 15,700

previous decisions to participants, they could see their predictions as a statistical piece of

information anchoring their choice or informing their assessment of social appropriateness

of their actions. However, when we test the differences between participants’ beliefs about

other participants’ decisions in the experiment or the social appropriateness of the three

prediction categories, we do not find statistically significant differences (p = 0.229 for the

beliefs and p = 0.938 for the social norms, Kruskal-Wallis test).

In conclusion, while our findings demonstrate some impacts of AI-generated behavioral pre-

dictions on decision-makers, we posit that the true effects could potentially be even larger.

By considering factors such as the accuracy of the predictions, the granularity of the predic-

tion, and the participant sample, our study highlights the importance of these aspects when

analyzing the influence of AI-generated behavioral predictions on decision-making processes.

Our study can add a dimension to the debate on regulating personalized content, prizes,

and products based on big data and AI (see, e.g., Ali et al., 2023; Beraja et al., 2023b).

How these effects compare to settings of algorithmic advice or the possibility of delegating

decisions to an AI, is a question for future research.

6 Conclusion

As access to big data grows and computing resources become more affordable, frequent

predictions about individuals’ behavior raise concerns about potential adverse effects. Our

primary research question explores the behavioral response to personalized AI predictions.

While there’s currently no conclusive evidence that predictions alter human behavior, our

initial experiment on dictator game decisions reveals that awareness of predicted decisions

may steer individuals away from those predictions. Surprisingly, our findings show no sig-

nificant difference between predictions directly from an AI tool and those approved by a

human overseer. However, a noteworthy negative effect emerges when participants do not

receive a predicted outcome due to the overseer’s disapproval. Within the treatment group

involving human oversight (HIL), predictions induced less pronounced deviations compared

to the subtreatment in which the human expert did not provide participants with the AI

tool and consequently with a prediction. Consistent with Falk and Fischbacher (2006b),

participants’ reactions to not receiving predictions indicate reciprocal behavior - rewarding

kindness and punishing unkindness, even in AI predictions. This implies that the presence of

”humans in the loop” may undermine the effectiveness of predictions. In addition, reactance
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appears to be a key mechanism, as individuals with high trait reactance significantly deviate

from predicted categories by sharing less.

The growing use of AI predictions in economic domains, such as Netflix, Spotify, Amazon,

and Facebook, highlights the importance of understanding how individuals react to them.

Our results reveal a subset of people exhibiting reactant behavior, deviating from predicted

categories, suggesting a potential adverse reaction to AI tools predicting personal decisions.

Clearly, this evidence should be viewed as a first step in understanding the influence of

AI predictions on one’s own decision. We recognize that there is still much to explore

surrounding the topic of how predictions affect human behavior. We are currently in the

process of experimentally disentangling the differences between predictions coming from

an AI versus predictions that originate from a human to put the results presented here in

perspective. The insights gathered can have important implications for the use of AI tools in

consumer choice and financial decision-making and suggest that more nuanced considerations

of human reactions to decision predictions are essential when judging prediction accuracy.
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A Tables and Graphs

Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL -2.039∗ -4.078∗∗ -4.713∗∗∗ -4.749∗∗∗ -3.359∗∗

(1.119) (1.750) (1.776) (1.751) (1.567)
AIP -1.436 -1.436 -1.860 -1.304 -1.106

(1.109) (1.110) (1.142) (1.144) (1.050)
HIL × Prediction 2.740 3.002∗ 3.655∗∗ 2.466

(1.755) (1.752) (1.698) (1.529)
Age -0.012 -0.010 -0.039

(0.035) (0.036) (0.034)
Female 0.473 0.231 -0.435

(0.905) (0.923) (0.854)
Attended college 0.546 0.318 0.135

(1.332) (1.330) (1.180)
Undergraduate degree -0.290 -0.561 -1.112

(1.090) (1.067) (0.994)
Graduate degree or higher -1.440 -1.630 -2.388∗

(1.480) (1.479) (1.323)
Student 1.710 1.362 1.877

(1.413) (1.465) (1.287)
Employed 0.515 0.165 -0.735

(1.115) (1.118) (1.004)
More than £25k, up to £50k -1.017 -1.086 -0.821

(1.094) (1.097) (0.997)
More than £50k -0.935 -1.219 -0.665

(1.368) (1.353) (1.262)
Siblings -0.139 -0.113 -0.016

(0.283) (0.282) (0.247)
Religious 0.331 -0.093 -0.723

(1.119) (1.155) (1.040)
Econ./Business admin. background 3.927∗∗∗ 4.135∗∗∗ 4.277∗∗∗

(1.140) (1.154) (1.092)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 9a: OLS Regressions of Signed deviation (complete table, part 1 of 2).

46



Dep. Var.: Signed
(1) (2) (3) (4) (5)

deviation
Consider 1.682∗∗∗ 1.431∗∗∗

(0.354) (0.317)
Accuracy -0.008 -0.354

(0.594) (0.539)
Experience with AI -0.367 -0.343

(0.631) (0.586)
Interaction with AI -0.193 -0.241

(0.562) (0.504)
Profession with AI -0.800 -0.941

(1.453) (1.343)
Belief in free will 0.309 0.007

(0.262) (0.237)
Reactance 0.000 0.690

(0.775) (0.746)
Attitude toward IT 0.940 0.229

(0.865) (0.789)
Locus of control -0.683 -0.512

(0.875) (0.832)
Attitude toward AI 0.126 -0.431

(0.717) (0.664)
Risk aversion 0.182

(0.177)
Altruism 0.027∗∗∗

(0.007)
Trust 1.430∗∗∗

(0.486)
Belief in DG 0.243∗∗∗

(0.034)
Norm in DG 0.108∗∗

(0.049)
Constant -2.868∗∗∗ -2.868∗∗∗ -2.770 -8.396 -25.586∗∗∗

(0.834) (0.835) (2.360) (7.476) (8.512)
p(HILp=AIP) . 0.930 0.895 0.852 0.835
p(HILp) . 0.260 0.157 0.369 0.438
R2 0.005 0.008 0.033 0.070 0.226
Observations 754 754 754 754 754

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 9b: OLS Regressions of Signed deviation (complete table, part 2 of 2).
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Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL -2.450∗∗ -4.674∗∗∗ -5.413∗∗∗ -5.680∗∗∗ -4.334∗∗∗

(1.062) (1.641) (1.637) (1.590) (1.406)
AIP -1.629 -1.629 -1.967∗ -1.584 -1.409

(1.071) (1.072) (1.103) (1.089) (0.988)
HIL × Prediction 2.994∗ 3.343∗∗ 4.042∗∗ 2.907∗∗

(1.661) (1.630) (1.569) (1.388)
Age 0.049 0.062∗ 0.035

(0.034) (0.034) (0.031)
Female 2.316∗∗∗ 2.141∗∗ 1.565∗∗

(0.882) (0.875) (0.787)
Attended college 0.656 0.424 0.385

(1.338) (1.330) (1.166)
Undergraduate degree -0.865 -1.122 -1.783∗

(1.064) (1.035) (0.931)
Graduate degree or higher -1.614 -1.882 -2.554∗∗

(1.459) (1.455) (1.286)
Student 0.309 -0.133 0.605

(1.423) (1.445) (1.276)
Employed 1.437 1.106 0.269

(1.106) (1.107) (0.985)
More than £25k, up to £50k -1.468 -1.782∗ -1.406

(1.047) (1.060) (0.952)
More than £50k -0.986 -1.578 -0.881

(1.394) (1.335) (1.210)
Siblings -0.041 -0.018 0.153

(0.268) (0.261) (0.228)
Religious 1.625 1.036 0.445

(1.099) (1.134) (0.995)
Econ./Business admin. background -0.140 0.033 -0.101

(1.016) (1.005) (0.929)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 10a: OLS Regressions of Signed deviation for participants who received the prediction
that they would send more than 25 and up to 50% of their endowment (complete table, part
1 of 2).
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Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
Consider 1.817∗∗∗ 1.635∗∗∗

(0.354) (0.313)
Accuracy -0.170 -0.469

(0.613) (0.532)
Experience with AI 0.035 -0.123

(0.639) (0.571)
Interaction with AI 0.005 -0.119

(0.557) (0.480)
Profession with AI -0.180 -0.296

(1.436) (1.306)
Belief in free will 0.326 0.032

(0.252) (0.222)
Reactance 0.032 0.664

(0.777) (0.734)
Attitude toward IT 0.410 -0.248

(0.843) (0.725)
Locus of control -1.265 -0.695

(0.845) (0.803)
Attitude toward AI 0.354 -0.173

(0.726) (0.660)
Risk aversion 0.173

(0.166)
Altruism 0.033∗∗∗

(0.007)
Trust 1.238∗∗∗

(0.459)
Belief in DG 0.228∗∗∗

(0.032)
Norm in DG 0.169∗∗∗

(0.040)
Constant -3.548∗∗∗ -3.548∗∗∗ -6.556∗∗∗ -11.346 -34.457∗∗∗

(0.782) (0.782) (2.344) (7.237) (7.511)
p(HILp=AIP) . 0.963 0.927 0.962 0.985
p(HILp) . 0.139 0.080 0.162 0.189
R2 0.008 0.012 0.035 0.086 0.270
Observations 710 710 710 710 710

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 11a: OLS Regressions of Signed deviation for participants who received the prediction
that they would send more than 25 and up to 50% of their endowment (complete table, part
2 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -4.767∗∗ -6.711∗∗ -7.941∗∗∗ -8.320∗∗∗ -5.438∗∗

(1.854) (2.977) (2.934) (2.949) (2.397)
AIP -4.364∗∗ -4.364∗∗ -4.543∗∗ -4.193∗∗ -3.796∗∗

(1.859) (1.860) (1.891) (1.904) (1.606)
HIL × Prediction 2.612 3.435 4.066 1.512

(3.033) (2.956) (2.959) (2.389)
Age 0.147∗∗ 0.141∗∗ 0.055

(0.061) (0.063) (0.054)
Female 4.479∗∗∗ 4.219∗∗∗ 2.584∗

(1.521) (1.563) (1.321)
Attended college 2.631 2.550 2.550

(2.435) (2.462) (1.911)
Undergraduate degree -0.156 -0.481 -1.702

(1.969) (1.968) (1.606)
Graduate degree or higher -1.416 -1.554 -2.913

(2.444) (2.462) (2.000)
Student -1.429 -1.777 -1.141

(2.443) (2.568) (2.125)
Employed 1.296 1.094 -0.426

(1.960) (1.982) (1.592)
More than £25k, up to £50k -2.934 -3.131∗ -2.355

(1.841) (1.899) (1.558)
More than £50k -3.223 -3.708 -1.868

(2.395) (2.418) (2.035)
Siblings -0.463 -0.464 -0.103

(0.492) (0.493) (0.385)
Religious 2.984 2.710 1.554

(1.842) (1.923) (1.668)
Econ./Business admin. background -1.468 -1.271 -0.631

(1.790) (1.818) (1.512)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 12a: OLS Regressions of the share sent by dictators to recipients (complete table, part
1 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
Consider 1.140∗ 0.731

(0.610) (0.506)
Accuracy 0.726 -0.445

(1.013) (0.814)
Experience with AI -0.307 -0.263

(1.080) (0.935)
Interaction with AI -0.028 -0.287

(0.964) (0.794)
Profession with AI -0.583 -1.273

(2.495) (2.104)
Belief in free will 0.618 0.174

(0.421) (0.343)
Reactance -0.420 1.009

(1.296) (1.149)
Attitude toward IT 0.219 -1.297

(1.568) (1.259)
Locus of control -0.964 -0.238

(1.493) (1.328)
Attitude toward AI 0.240 -0.673

(1.211) (1.019)
Risk aversion -0.195

(0.275)
Altruism 0.055∗∗∗

(0.013)
Trust 2.349∗∗∗

(0.800)
Belief in DG 0.517∗∗∗

(0.051)
Norm in DG 0.469∗∗∗

(0.073)
Constant 35.826∗∗∗ 35.826∗∗∗ 29.386∗∗∗ 23.607∗ -30.348∗∗

(1.338) (1.339) (3.940) (12.202) (12.369)
R2 0.011 0.012 0.046 0.058 0.351
Observations 754 754 754 754 754

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 12b: OLS Regressions of the share sent by dictators to recipients (complete table, part
2 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -4.225∗∗ -6.664∗∗ -8.105∗∗∗ -8.867∗∗∗ -6.156∗∗

(1.879) (3.054) (3.001) (3.029) (2.489)
AIP -3.344∗ -3.344∗ -3.899∗∗ -3.694∗ -3.315∗∗

(1.882) (1.884) (1.922) (1.930) (1.620)
HIL × Prediction 3.284 4.051 4.799 2.468

(3.116) (3.034) (3.050) (2.499)
Age 0.149∗∗ 0.151∗∗ 0.079

(0.061) (0.063) (0.055)
Female 4.346∗∗∗ 4.238∗∗∗ 2.942∗∗

(1.558) (1.590) (1.340)
Attended college 2.755 2.723 3.016

(2.482) (2.515) (1.925)
Undergraduate degree -0.392 -0.766 -2.165

(1.995) (1.992) (1.626)
Graduate degree or higher -1.956 -2.144 -3.271

(2.495) (2.515) (2.047)
Student -0.703 -1.345 -0.263

(2.622) (2.727) (2.235)
Employed 0.961 0.804 -0.581

(2.007) (2.029) (1.634)
More than £25k, up to £50k -2.861 -3.278∗ -2.341

(1.859) (1.928) (1.585)
More than £50k -1.907 -2.706 -0.763

(2.471) (2.484) (2.105)
Siblings -0.420 -0.463 0.032

(0.501) (0.500) (0.390)
Religious 2.035 1.661 0.776

(1.899) (1.974) (1.682)
Econ./Business admin. background -0.878 -0.811 -1.070

(1.864) (1.889) (1.596)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 13a: OLS Regressions of the share sent by dictators to recipients for participants who
received the prediction that they would send more than 25 and up to 50% of their endowment
(complete table, part 1 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
Consider 1.082∗ 0.772

(0.627) (0.521)
Accuracy 0.859 -0.104

(1.055) (0.834)
Experience with AI 0.170 -0.140

(1.134) (0.974)
Interaction with AI 0.198 -0.200

(1.003) (0.814)
Profession with AI -0.376 -0.822

(2.603) (2.190)
Belief in free will 0.538 0.043

(0.446) (0.366)
Reactance -0.571 0.815

(1.332) (1.177)
Attitude toward IT -0.062 -1.391

(1.658) (1.314)
Locus of control -1.733 -0.324

(1.559) (1.389)
Attitude toward AI 0.663 -0.238

(1.263) (1.079)
Risk aversion -0.170

(0.282)
Altruism 0.063∗∗∗

(0.012)
Trust 2.218∗∗∗

(0.823)
Belief in DG 0.487∗∗∗

(0.052)
Norm in DG 0.517∗∗∗

(0.070)
Constant 35.803∗∗∗ 35.803∗∗∗ 29.379∗∗∗ 23.976∗ -36.387∗∗∗

(1.346) (1.347) (4.076) (12.482) (12.204)
R2 0.008 0.010 0.039 0.054 0.349
Observations 710 710 710 710 710

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 14a: OLS Regressions of the share sent by dictators to recipients for participants who
received the prediction that they would send more than 25 and up to 50% of their endowment
(complete table, part 2 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -4.696∗∗∗ -1.646 -3.572∗∗ -2.842 -2.283

(1.177) (1.923) (1.778) (1.919) (1.534)
AIP -5.391∗∗∗ -5.391∗∗∗ -4.691∗∗∗ -5.032∗∗∗ -4.911∗∗∗

(1.239) (1.241) (1.179) (1.124) (1.060)
HIL × Prediction -3.932∗ -1.827 -2.806 -2.825∗

(2.164) (1.883) (1.957) (1.589)
Age 0.145∗∗∗ 0.148∗∗∗ 0.099∗∗

(0.043) (0.043) (0.039)
Female 4.170∗∗∗ 4.149∗∗∗ 3.030∗∗∗

(0.979) (0.981) (0.874)
Attended college 1.375 1.625 1.700

(1.529) (1.501) (1.430)
Undergraduate degree -0.702 -0.765 -0.400

(1.362) (1.305) (1.168)
Graduate degree or higher 0.715 1.092 0.220

(1.419) (1.383) (1.294)
Student -5.013∗∗∗ -4.260∗∗ -3.585∗∗

(1.877) (1.787) (1.623)
Employed 1.462 2.008∗ 1.334

(1.262) (1.205) (1.094)
More than £25k, up to £50k -2.503∗∗ -2.248∗ -1.928∗

(1.165) (1.213) (1.072)
More than £50k -3.583∗∗ -3.334∗∗ -2.017

(1.572) (1.638) (1.492)
Siblings -0.339 -0.261 -0.173

(0.338) (0.331) (0.307)
Religious 1.851∗ 2.331∗∗ 2.882∗∗∗

(1.092) (1.047) (1.012)
Econ./Business admin. background -8.413∗∗∗ -8.378∗∗∗ -6.717∗∗∗

(1.573) (1.557) (1.242)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 15a: OLS Regressions of the share sent by dictators when prediction was ex-post
accurate (complete table, part 1 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
Consider -2.036∗∗∗ -1.271∗∗∗

(0.397) (0.395)
Accuracy -0.046 -0.168

(0.671) (0.594)
Experience with AI 0.173 0.359

(0.756) (0.678)
Interaction with AI 0.332 0.366

(0.686) (0.625)
Profession with AI 0.204 0.180

(1.759) (1.549)
Belief in free will 0.167 0.102

(0.331) (0.291)
Reactance -0.386 0.817

(0.767) (0.772)
Attitude toward IT -0.821 -0.837

(0.976) (0.851)
Locus of control 0.223 0.005

(1.008) (0.936)
Attitude toward AI -0.232 -0.499

(0.888) (0.753)
Risk aversion -0.533∗∗∗

(0.200)
Altruism 0.010

(0.009)
Trust 0.301

(0.544)
Belief in DG 0.268∗∗∗

(0.040)
Norm in DG 0.216∗∗∗

(0.055)
Constant 46.789∗∗∗ 46.789∗∗∗ 41.624∗∗∗ 46.733∗∗∗ 15.882∗

(0.617) (0.618) (2.810) (7.765) (9.270)
R2 0.041 0.047 0.256 0.312 0.451
Observations 460 460 460 460 460

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 15b: OLS Regressions of the share sent by dictators when prediction was ex-post
accurate (complete table, part 2 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
HIL -6.685∗∗ -9.763∗∗∗ -11.641∗∗∗ -9.117∗∗∗ -6.663∗∗

(3.024) (3.571) (3.518) (3.480) (3.294)
AIP -5.491∗ -5.491∗ -5.660∗ -3.694 -2.499

(3.113) (3.118) (3.162) (3.274) (2.988)
HIL × Prediction 4.436 6.209∗ 7.351∗∗ 5.877∗

(3.552) (3.591) (3.438) (3.393)
Age -0.146 -0.081 -0.070

(0.099) (0.101) (0.098)
Female -0.980 -1.783 -2.196

(2.319) (2.354) (2.232)
Attended college -0.518 -0.692 2.030

(3.875) (3.878) (3.729)
Undergraduate degree -0.202 -1.466 -2.748

(3.135) (3.023) (2.813)
Graduate degree or higher -0.356 -0.862 -1.711

(4.031) (3.968) (3.497)
Student 1.666 2.035 2.974

(3.687) (3.619) (3.370)
Employed 3.095 3.333 0.922

(3.169) (3.106) (2.896)
More than £25k, up to £50k -2.788 -2.667 -1.301

(3.206) (3.174) (2.800)
More than £50k -2.539 -3.297 -1.725

(4.098) (3.532) (3.221)
Siblings 0.017 0.492 0.281

(0.664) (0.703) (0.629)
Religious 0.012 -1.611 -4.201

(3.517) (3.805) (3.232)
Econ./Business admin. background 9.477∗∗∗ 10.116∗∗∗ 8.243∗∗∗

(3.076) (3.088) (2.883)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 16a: OLS Regressions of the share sent by dictators when prediction was ex-post
inaccurate (complete table, part 1 of 2).
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Dep. Var.: Share sent (1) (2) (3) (4) (5)
Consider 3.748∗∗∗ 1.745∗

(1.000) (0.970)
Accuracy -2.499 -1.362

(1.530) (1.498)
Experience with AI -1.655 -2.059

(1.760) (1.588)
Interaction with AI -0.995 -1.540

(1.518) (1.376)
Profession with AI 0.226 -1.719

(3.214) (3.064)
Belief in free will 0.241 -0.277

(0.536) (0.488)
Reactance 1.609 1.645

(2.094) (2.122)
Attitude toward IT 4.491∗ 1.451

(2.700) (2.561)
Locus of control -2.118 -0.392

(1.941) (1.927)
Attitude toward AI 0.446 -1.352

(1.919) (1.844)
Risk aversion 0.341

(0.422)
Altruism 0.117∗∗∗

(0.034)
Trust 1.894∗

(1.094)
Belief in DG 0.419∗∗∗

(0.096)
Norm in DG -0.138

(0.117)
Constant 20.180∗∗∗ 20.180∗∗∗ 23.207∗∗∗ 11.796 19.577

(2.397) (2.401) (6.315) (20.718) (21.511)
R2 0.020 0.023 0.077 0.145 0.291
Observations 294 294 294 294 294

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 16b: OLS Regressions of the share sent by dictators when prediction was ex-post
inaccurate (complete table, part 2 of 2).
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Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL -4.977∗∗∗ -6.531∗∗ -7.951∗∗∗ -8.479∗∗∗ -6.494∗∗

(1.662) (2.807) (2.960) (2.873) (2.628)
AIP -3.576∗∗ -3.576∗∗ -3.968∗∗ -3.547∗ -3.393∗

(1.759) (1.761) (1.863) (1.879) (1.766)
HIL × Prediction 2.017 3.053 4.107 2.224

(2.706) (2.750) (2.625) (2.421)
Age -0.006 0.004 -0.024

(0.052) (0.053) (0.054)
Female 0.353 0.156 -0.765

(1.426) (1.450) (1.358)
Attended college 2.446 1.996 1.123

(2.210) (2.337) (2.201)
Undergraduate degree 0.085 -1.048 -1.032

(1.795) (1.744) (1.623)
Graduate degree or higher -1.141 -1.322 -2.136

(2.406) (2.276) (2.092)
Student 0.442 0.804 1.011

(2.170) (2.213) (2.036)
Employed 1.348 0.742 -0.214

(1.863) (1.900) (1.804)
More than £25k, up to £50k -3.100∗ -3.653∗∗ -3.328∗∗

(1.763) (1.686) (1.589)
More than £50k -1.793 -3.206 -2.878

(2.439) (2.348) (2.272)
Siblings -0.050 -0.050 0.133

(0.434) (0.383) (0.340)
Religious 0.632 0.161 -1.418

(1.942) (1.985) (1.815)
Econ./Business admin. background 3.072 3.801∗∗ 3.363∗

(1.903) (1.829) (1.824)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 17a: OLS regressions on the Signed deviation of dictators with a high trait reactance
(Bruns and Perino, 2023; Hong and Faedda, 1996) (complete table, part 1 of 2).
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Dep. Var.: Signed
(1) (2) (3) (4) (5)

deviation
Consider 2.376∗∗∗ 1.895∗∗∗

(0.536) (0.484)
Accuracy -0.134 -0.373

(0.754) (0.699)
Experience with AI -1.807∗ -1.707∗

(1.033) (0.941)
Interaction with AI -1.225 -1.229

(0.874) (0.779)
Profession with AI 0.744 0.303

(1.993) (1.839)
Belief in free will 0.677∗ 0.493

(0.362) (0.351)
Reactance -1.228 -0.760

(1.900) (1.886)
Attitude toward IT 0.911 -0.497

(1.515) (1.439)
Locus of control -1.514 -0.726

(1.348) (1.331)
Attitude toward AI -0.582 -1.076

(1.211) (1.181)
Risk aversion 0.288

(0.320)
Altruism 0.044∗∗∗

(0.012)
Trust 1.158∗

(0.691)
Belief in DG 0.187∗∗∗

(0.049)
Norm in DG 0.157∗∗

(0.062)
Constant -1.576 -1.576 -1.717 4.953 -14.767

(1.317) (1.319) (3.695) (12.478) (12.470)
p(HILp=AIP) . 0.557 0.563 0.626 0.576
p(HILp) . 0.009 0.007 0.013 0.010
R2 0.028 0.029 0.056 0.146 0.273
Observations 346 346 346 346 346

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 17b: OLS regressions on the Signed deviation of dictators with a high trait reactance
(Bruns and Perino, 2023; Hong and Faedda, 1996) (complete table, part 2 of 2).
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Dep. Var.: Signed deviation (1) (2) (3) (4) (5)
HIL 0.530 -2.151 -2.126 -1.438 -0.502

(1.511) (2.215) (2.213) (2.238) (2.034)
AIP 0.301 0.301 -0.038 0.456 0.945

(1.411) (1.413) (1.455) (1.417) (1.244)
HIL × Prediction 3.725 3.422 3.948∗ 3.265

(2.321) (2.330) (2.280) (2.135)
Age -0.031 -0.035 -0.073

(0.051) (0.055) (0.049)
Female 0.814 0.757 0.057

(1.183) (1.170) (1.111)
Attended college -1.203 -1.371 -0.666

(1.615) (1.615) (1.362)
Undergraduate degree -0.941 -0.976 -1.709

(1.355) (1.372) (1.290)
Graduate degree or higher -1.946 -2.303 -2.599

(1.807) (1.946) (1.727)
Student 1.780 1.222 1.670

(1.836) (1.891) (1.571)
Employed -0.360 -0.806 -1.734

(1.354) (1.414) (1.142)
More than £25k, up to £50k 0.976 1.379 1.477

(1.392) (1.468) (1.346)
More than £50k -0.078 0.446 1.188

(1.660) (1.665) (1.503)
Siblings -0.151 -0.176 -0.132

(0.382) (0.397) (0.343)
Religious 0.226 0.020 0.215

(1.310) (1.377) (1.201)
Econ./Business admin. background 4.719∗∗∗ 4.444∗∗∗ 4.684∗∗∗

(1.435) (1.497) (1.384)

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 18a: OLS regressions on the Signed deviation of dictators with a low trait reactance
(Bruns and Perino, 2023; Hong and Faedda, 1996) (complete table, part 1 of 2).
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Dep. Var.: Signed
(1) (2) (3) (4) (5)

deviation
Consider 1.126∗∗ 1.002∗∗

(0.484) (0.420)
Accuracy 0.201 -0.415

(0.903) (0.820)
Experience with AI 0.703 0.556

(0.845) (0.797)
Interaction with AI 0.525 0.443

(0.801) (0.746)
Profession with AI -2.056 -1.767

(2.372) (2.102)
Belief in free will 0.014 -0.450

(0.358) (0.302)
Reactance 2.363 2.409

(1.615) (1.479)
Attitude toward IT 1.145 0.980

(1.109) (0.985)
Locus of control 0.332 0.255

(1.188) (1.121)
Attitude toward AI 0.942 0.121

(0.897) (0.764)
Risk aversion 0.098

(0.206)
Altruism 0.017∗

(0.009)
Trust 1.928∗∗∗

(0.666)
Belief in DG 0.277∗∗∗

(0.048)
Norm in DG 0.050

(0.081)
Constant -3.917∗∗∗ -3.917∗∗∗ -3.169 -22.744∗∗ -33.002∗∗∗

(1.064) (1.065) (3.050) (9.566) (12.357)
p(HILp=AIP) . 0.419 0.416 0.230 0.237
p(HILp) . 0.343 0.437 0.147 0.089
R2 0.000 0.007 0.045 0.073 0.257
Observations 408 408 408 408 408

Robust standard errors in parentheses; ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

Table 18b: OLS regressions on the Signed deviation of dictators with a low trait reactance
(Bruns and Perino, 2023; Hong and Faedda, 1996) (complete table, part 2 of 2).
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B Training the ML Model

The goal was not to collect data exclusively from identical experiments but to obtain a

large amount of data that would collectively develop meaningfulness despite individual vari-

ations. The applied inclusion and exclusion criteria for data collection are detailed in table

20. To account for variations in experimental designs, dummy variables were included for

each study. In cases where different implementations within a study showed statistically

significant differences, treatment dummies were also included.

To leverage the power of available software packages, Python was employed for the subse-

quent steps. Categorical feature values were efficiently handled using one-hot encoding49.

Missing values were first handled manually, whereby all data rows being either students

and/or unemployed who did not specify their income were assigned an income from less

than £25.000 a year (an approximation due to students and unemployed people usually

earning less money). All other missing values were imputed using an iterative imputer50. As

a last preprocessing step, any imbalances within the discrete or ordinal feature types were

handled using standardization51.

49OneHotEncoder from sklearn.preprocessing (Pedregosa et al., 2011)
50IterativeImputer from sklearn.impute (Pedregosa et al., 2011)
51StandardScaler from sklearn.preprocessing (Pedregosa et al., 2011)
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Citation Extracted features relevant
observations

Amir et al. (2012) age, gender, education, income 195
Antoniades et al. (2018) age, gender, education 105
von Bieberstein et al. (2021) age, gender, student, econ 109
Brock et al. (2013) age, gender, econ 76
Ceccato et al. (2018) age, gender 348
Dreber et al. (2013) age, gender 1752
Dunbar et al. (2021) age, gender 51
Fenzl and Brudermann (2021) age, gender 318
Fornwagner et al. (2022) age, education, student, in-

come, religion
780

Goerg et al. (2020) age, gender 96
Han et al. (2023) age, gender, education, em-

ployment, income
735

Herne et al. (2022) age, gender, education 131
Inaba et al. (2018) gender 121
Kandul and Nikolaychuk (2023) age, gender, education, econ 84
Kause et al. (2018) age, gender, education 41
Kee et al. (2021) age, gender education, income 91
Kumar et al. (2021) age, gender, education, income 539
Lazear et al. (2012) age, gender, education, sib-

lings, econ
117

Matsumoto et al. (2016) age, gender, income, siblings 488
Moyal and Ritov (2020) age, gender 486
Nava et al. (2023) age, gender, siblings 382
Noussair and Stoop (2015) age, gender, employment 32
Oleszkiewicz and Kupczyk (2020) age, education 197
Peysakhovich et al. (2014) age, gender, religion 970
Powell et al. (2018) age, gender, student, econ 523
Raihani and McAuliffe (2014) age, gender, education, income 1153
Rand et al. (2016) gender 1831
Ritov and Kogut (2017) age, gender 41
Rotella et al. (2021) age, gender 299
Stagnaro et al. (2017) age, gender, education income,

religion
2608

Thornton and Aknin (2020) age, gender 617
Veszteg et al. (2021) gender 192
Walkowitz (2021) age, gender, siblings, econ 192

Table 19: Datasets used for training the ML model
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Inclusion criteria Exclusion criteria

Data from an experiment involving a DG no free choice of amount
Binary game (2 participants) min. 15 participants

min. 1 demographic variable
not peer-reviewed
more/less than 2 participants
playing against a machine
significantly modified DGs
(e.g., any amount given to the recipient
gets doubled, third-party punishment, etc.)

participants’ age <16 years

Table 20: Inclusion and exclusion criteria for data collection for the training data of the ML
model

C Instructions

Welcome to this Experiment.

You take part in an economic decision experiment. In this experiment, we apply a strict

no-deception policy. This means that all instructions provided to you during this

experiment are truthful.

The experiment consists of three parts:

• In Part 1, we will ask you to fill out a pre-experimental questionnaire.

• In Part 2, you will make a decision. For this part, you will be randomly and anony-

mously matched with another participant in this experiment.

• In Part 3, we will ask you to complete a questionnaire on a range of opinions and

attitudes.

You will receive all necessary instructions directly before the respective part.

Note: Participation in this study is voluntary and the study is anonymous.

Socio-demographic data such as gender, age, etc. are collected solely for the purpose of

evaluation in the context of comparing statements between different groups of participants.

No attempts will be made to draw conclusions about specific individuals from the information

you provide. The results of the evaluation are published exclusively in anonymous form (in

tables and/or graphics) so that it is not possible to draw conclusions about individuals.
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During this experiment we will use Points as a currency. Each Point you earn during the

experiment will be converted to £0.01 at the end of the experiment.

Your payoff for participating in this experiment consists of two components.

• The first component is a guaranteed fixed payoff in the amount of 150 Points for

completing the experiment, including filling out the questionnaires.

• The second component ranges from 0 to 200 Points and is based on either your

decision or the decision of the participant you will be matched with. You

will receive more detailed instructions regarding this component of your payoff in Part

2 of the experiment.

Overall, your payoff will be between 150 and 350 points.

Please answer the following questions about yourself with the answers that best describe you.

What is your age in years?

Which of the following best describes your gender identity?

• Male

• Female

• Other

What is the highest level of education you completed?

• Less than a high school diploma/A-levels

• High school diploma/A-levels

• Attended college/University

• Undergraduate degree (BA/BSc/other)

• Graduate degree (MA/MSc/MPhil/other)

• Doctorate degree (PhD/other)

Are you currently enrolled in a university?
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• Yes

• No

Are you currently employed (either as a paid employee or self-employed)?

• Yes

• No

Do you consider yourself religious?

• Yes

• No

Approximately, how much did you personally earn, before taxes, during the past 12 months?

• No more than £25.000

• £25.001 - £50.000

• £50.001 - £75.000

• £75.001 - £100.000

• More than £100.000

How many siblings (including half-siblings) do you have?

Have you studied a subject related to business administration or economics, or are you

professionally involved in either of these fields?

• Yes

• No

Thank you for answering the pre-experimental questionnaire.

For this part of the experiment, you will be randomly and anonymously matched with

another participant. There are two roles: the role of Player A and the role of Player B.

Player A decides how to split 200 Points between Player A and Player B. Therefore,
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Player A can send any amount X between 0 and 200 Points to Player B.

Player B has no decision to make.

The payoff for this part is then determined as follows:

• Payoff Player A = 200 Points – X

• Payoff Player B = X

First, both participants will independetly make a decision in the role of Player A. After

this decision, the computer will randomly determine which participant’s decision

in the role of Player A will be implemented for both participants’ payoffs. Therefore,

each of the following two scenarios is equally likely (you can think of this as a fair “coin

flip”):

• Suppose you are randomly determined to be Player A. Thus, the participant you

are matched with receives the amount of X Points you chose to send and your

payoff is given by 200 - X Points.

• Suppose you are randomly determined to be Player B. Thus, you receive the

amount of X Points the participant you are matched with chose to send and the

payoff of the participant you are matched with is given by 200 - X Points.

There will be a comprehension question on the contents of these instructions later in the

experiment.

An artificial intelligence tool was programmed for this experiment. It is based on roughly

15,700 decisions from other experiments, where participants faced a decision similar

to the one in this experiment.

Remember the questions in Part 1: The artificial intelligence tool predicts decisions of

participants in the role of Player A based on answers given to these questions. It

can make one of the following three predictions:

• ”You will send Player B between 0 and 50 Points.”

• ”You will send Player B between 51 and 100 Points.”

• ”You will send Player B between 101 and 200 Points.”
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Compared to a random guess, the artificial intelligence tool is about 85.1 percent more ac-

curate when making predictions.

[NP treatment]

You will not receive a personalized prediction.

[HIL treatment]

Using the data you entered in Part 1, the artificial intelligence tool can provide a personalized

prediction for you. In a previous experiment, a human expert (a person who regularly

uses artificial intelligence tools) was able to test the artificial intelligence tool and decide

whether they wanted to provide you with the tool’s prediction.

There will be a comprehension question on the contents of these instructions later in the

experiment.

[AIP treatment]

Using your answers to the questionnaire in Part 1, you will receive a personalized predic-

tion from the artificial intelligence tool.

There will be a comprehension question on the contents of these instructions later in the

experiment.

[NP treatment]

Which of the following statements is incorrect regarding your decision in this part?

• Every participant will be randomly matched with another participant.

• The artificial intelligence tool will not provide a personalized prediction.

• Each participant will get the payoff corresponding to Player A.

• In the role of Player B there is no decision to make.
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[HIL treatment]

Which of the following statements is incorrect regarding your decision in this part?

• Each participant will first decide in the role of Player A.

• A human expert was able to test the artificial intelligence tool.

• Each participant will get the payoff corresponding to Player A.

• In the role of Player B there is no decision to make.

[AIP treatment]

Which of the following statements is incorrect regarding your decision in this part?

• Each participant will first decide in the role of Player A.

• An artificial intelligence will provide a behavioral prediction for you.

• Each participant will get the payoff corresponding to Player A.

• In the role of Player B there is no decision to make.

[All treatments]

Remember the artificial intelligence tool that was programmed for this experiment, based

on previous decisions in similar experiments. Compared to a random guess, the artificial in-

telligence tool is about 85.1 percent more accurate when making predictions.

[NP treatment]

You will not recieve a personalized prediction

You are now making a decision as Player A.

Please decide how many of the 200 Points you want to send to Player B.

I will send Player B: Points

[HIL treatment]
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Using the data you entered in Part 1, the artificial intelligence tool can provide a personalized

prediction for you. In a previous experiment, a human expert (a person who regularly

uses artificial intelligence tools) was able to test the artificial intelligence tool and decide

whether they wanted to provide you with the tool’s prediction.

[HILnp treatment]

The human expert did not find the tool helpful and decided that you will

not be presented with a personalized prediction.

You are now making a decision as Player A. Please decide how many of the 200 Points you

want to send to Player B.

I will send Player B: Points

[HILp treatment]

The human expert found the tool helpful and decided that you will be presented with your

personalized prediction:

[Button: Generate my prediction]

“You will send Player B [predicted category].”

You are now making a decision as Player A.

As a reminder, your prediction from the artificial intelligence tool that has been

provided by a human expert:

“You will send Player B [prediction category].”

Please decide how many of the 200 Points you want to send to Player B.

I will send Player B: Points

[AIP treatment]

Using your answers to the questionnaire in Part 1, you will receive a personalized predic-

tion from the artificial intelligence tool.

[Button: Generate my prediction]
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You are now receiving your personalized prediction:

“You will send Player B [predicted category].”

You are now making a decision as Player A. Please decide how many of the 200 points you

want to send to Player B.

As a reminder, your predicion that has been provided by the artificial intelligence

tool:

“You will send Player B [predicted category].”

I will send Player B: Points

[All treatments]

Before the end of the experiment, please answer the following questions.

[HILnp/NP treatment]

1. Suppose prior to the decision you made earlier on splitting the 200 Points, you would have

received a prediction about your behavior.Do you think the prediction would have influenced

your decision?

[No, I have not considered it at all – Yes, I have considered it completely, 5-point scale]

Suppose that the artificial intelligence tool had an improvement of 85.1 percent compared

to a random guess. How would you perceive this figure?

[Very low – Very high, 5-point scale]

How much do you agree with the following statement: “I would perceive a prediction about

my own behavior rather as advice.”

[HILp/AIP treatment]

Did the prediction influence your decision?
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[No, I have not considered it at all – Yes, I have considered it completely, 5-point scale]

Remember that the artificial intelligence tool had an improvement of 85.1 percent compared

to a random guess. How do you perceive this figure?

[Very low – Very high, 5-point scale]

How much do you agree with the following statement: “I perceived the prediction rather as

advice.”

[Strongly disagree – Strongly agree, 5-point scale]

[All treatments]

What do you think the average amount other participants in the role of Player A give in

this experiment?

Points

For each of the below categories of amounts sent by Player A, state how appropriate or

inappropriate they are for society, regardless of your own personal opinion.

[Completely inappropriate – Completely appropriate, 5-point scale]

• Between 0 and 50 Points

• Between 51 and 100 Points

• Between 101 and 200 Points

Do you have previous experience in using artificial intelligences?

[No, I have no experience at all – Yes, I have significant experience, 5-point scale]

How often (roughly) do you interact with generative artificial intelligence like chatGPT?

• Daily

• Weekly
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• Once per month

• Hardly ever

• Never

Do you have a profession or education that is closely related to programming, robotics, or

artificial intelligence?

• Yes

• No

Please indicate to what extent you agree with the following statements.

[Strongly disagree, Disagree, Neutral, Agree, Strongly agree]

• I find contradicting others stimulating.

• It makes me angry when another person is held up as a role model for me to follow.

• Regulations trigger a sense of resistance in me.

• When something is prohibited, I usually think, ”that’s exactly what I am going to do”.

• I consider advice from others to be an intrusion.

• I become frustrated when I am unable to make free and independent decisions.

• It irritates me when someone points out things, which are obvious to me.

• I become angry when my freedom of choice is restricted.

• Advice and recommendations usually induce me to do just the opposite.

• I resist the attempts of others to influence me.

• When someone forces me to do something, I feel like doing the opposite.

Please indicate to what extent you agree with the following statements.

[Completely disagree – completely agree, 5-point scale]

• I generally trust others.

• I generally have faith in others.
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• I feel that others are generally well-meaning.

• I feel that others are generally trustworthy.

Please indicate to what extent you agree with the following statements.

[Completely disagree – completely agree, 5-point scale]

• If I heard about a new information technology, I would look for ways to experiment

with it.

• Among my peers, I am usually the first to try out new information technologies.

• In general, I am hesitant to try out new information technologies.

• I like to experiment with new information technologies.

Please indicate to what extent you agree with the following statements.

• I am my own boss.

• If I work hard, I will succeed.

• Whether at work or in my private life: What I do is mainly determined by others.

• Fate often gets in the way of my plans.

How do you see yourself: are you generally a person who is fully prepared to take risks or

do you try to avoid taking risks?

Please tick a box on the scale, where the value 0 means: ‘not at all willing to take risks’ and

the value 10 means: ‘very willing to take risks’.

Please indicate to what extent you agree with the following statement: “I fully believe I have

free will.” Please tick a box on the scale, where the value 0 means: ‘I fully disagree’ and the

value 10 means: ‘I fully agree’.

Part 3: Final Questionnaire (8/10) Imagine the following situation: Today you unexpect-

edly received £1,000. How much of this amount in Pounds would you donate to a good cause?

£
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How willing are you to give to good causes without expecting anything in return?

[Not willing at all – Very willing, 5-point scale]

Please indicate to what extent you agree with the following statements.

[Completely disagree – completely agree, 5-point scale]

• I fear artificial intelligence.

• I trust artificial intelligence.

• Independent of artificial intelligence, please click on the most approving button for this

statement.

• Artificial intelligence will destroy humankind.

• Artificial intelligence will benefit humankind.

• Artificial intelligence will cause many job losses.

Please indicate to what extent you agree with the following statements.

[Completely disagree – completely agree, 5-point scale]

• I mind when a website uses my personally identifiable information to customize my

browsing experience.

• I mind when a website uses cookies to customize my browsing experience. (A cookie is

information that a website puts on your hard disk so that it can remember something

about you later)

• I mind when a website uses my purchasing history to personalize my browsing (e.g.,

by suggesting products for me to purchase)

• I mind when a website uses my personally identifiable information for marketing or

research activities.

• I mind when a website monitors my purchasing patterns.

• I mind when a website that I visit collects information about my browsing patterns

without my consent.
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• I mind when a website that I visit collects information about my browser configuration

without my consent.

• I mind when a website that I visit collects information about my IP address (a num-

ber that uniquely identifies your computer from all other computers on the Internet)

without my consent.

• I mind when a website that I visit collects information about the type of computer/operating

system I use without my consent.

• I mind when a website that I visit records the previous website I visited.

• I am concerned about unauthorized employees getting access to my information.

• I am concerned about unauthorized hackers getting access to my information.

Please press the “Finish Experiment” button to see your payoff results.

Thank you for participating in our experiment.

You have been randomly selected as Player [1/2].

Fixed payoff: 150 Points

Decision-based payoff: [...] Points

Total payoff: [...] Points converted to £[...]

Your payment will be automatically handled via prolific.

In order to be recognized, you need to return to prolific.

[Button: Return to Prolific]

D The Stage 1 Experiment

Prior to the main experiment described in this work, a short preliminary study has been

conducted. The aim of this Stage 1 survey was twofold. First and foremost, it was about

obtaining the decision necessary for the HIL treatment of the main experiment. This re-

quired people who regularly interact with AI to make the decision of whether to provide the

participants in the main experiment with the prediction of the provided tool. Secondly, this
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study aimed to check whether the instructions for the main experiment were comprehensi-

ble. In the following, the design, the procedures, and the results of the Stage 1 survey are

presented.

D.1 Design

The Stage 1 survey consisted of three main parts. First, participants read the instructions

for the main experiment. Then, they were able to test the AI tool before deciding whether

they would provide the prediction to participants in the main experiment. Lastly, they were

asked to complete a questionnaire on a range of questions regarding demographics, attitudes,

and their background concerning AI. Participants in the Stage 1 survey have been paid a

flat fee of £2.50 and their decision did not have an influence on their payoff.

In Part 1, participants read the instructions for the main experiment. They have been

informed that these instructions refer to an experiment that will be conducted with other

participants at a later date. Special emphasis was placed on the fact that the instructions are

not relevant to their payment and do not describe the decision they will have to make later

in the Stage 1 survey. The instructions have been followed by a comprehension question.

Failing the comprehension question twice led to the exclusion of the respective participant.

In Part 2 of the Stage 1 survey, participants were able to test the AI tool that can predict

behavior in the DG based on demographic data by providing one of the following predictions:

• “You will send Player B between 0 and 50 Points.”

• “You will send Player B between 51 and 100 Points.”

• “You will send Player B between 101 and 200 Points.”

Participants were able to enter different combinations of demographics and generate the

according prediction as many times as they liked. After testing the tool and moving on

to the next page, participants asked whether they wanted to provide the prediction tool to

participants in the experiment described in Part 1. The exact wording was: “Do you want

to provide the participants in the experiment described in Stage 1 with the tool you tested

in Stage 2?” Following, their understanding and the clarity of the instructions to the main

experiment has been queried. Therefore, a clarity scale with four items was used. On a scale

from 1 to 5 (1: Fully disagree, 5: Fully agree), participants were asked to state how much

they agree with the following statements:

• “The instructions for this experiment were clear to me.”
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• “The instructions for the experiment described in Stage 1 were clear to me.”

• “The instructions for the experiment described in Stage 1 should be clear to the average

person.”

• “The purpose of the overall experiment (this experiment and the experiment of Stage

1) is clear to me.”

To be able to make a distinction between people who regularly interact with AI and can,

therefore, be called experts, three questions regarding their background using AI have been

included.

• I use chatGPT (5 choices: Never, I have used it once, Every month, Every week, Every

day)

• I use other artificial intelligence tools (5 choices: Never, I have used it once, Every

month, Every week, Every day)

• For the following statement, please select how much you agree with it. (Scale from 1

to 5, 1: Fully disagree, 5: Fully agree)

The Stage 1 survey then concluded with a survey asking participants about their demo-

graphics (age, gender identity, employment status), their previous participation in a similar

experiment, and whether they have a profession or education that is closely related to pro-

gramming, robotics, or AI.

D.2 Procedures

We conducted the above-described design as an online survey. The survey was programmed

in oTree (Chen et al., 2016) and hosted on a Heroku server. Using the research platform

Prolific (Palan and Schitter, 2018), twelve participants were recruited, and the survey was

conducted in June 2023. Participants were able to write messages to the experimenter

using the messaging function provided by Prolific. Anonymity was ensured as no personally

identifiable information was gathered. Participants in the Stage 1 survey were excluded from

participating in the main experiment. Participants were pre-selected to be located in either

the USA or the UK and to be between 18 and 65 years of age. The average time participants

spent on the survey until completion was 6 minutes and 7 seconds, and each participant who

finished the survey received a flat fee of £2.50. Participants received their payoff through

Prolific.
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D.3 Results

Out of the twelve participants recruited for the Stage 1 survey, six failed the comprehension

question at least twice and were thus excluded from completing the survey. The average age

of participants finishing the survey was 33.17 years. Five participants identified as males

and one as female. A summary of the results is provided in Table 21.

# Age Gender
Provide Regularly using Regularly using

Expert
Clarity of

prediction chatGPT other AI tools instructions
1 29 female yes 4 3 ✓ 3.00
2 23 male yes 1 1 ✗ 4.75
3 36 male yes 4 1 ✓ 5.00
4 26 male yes 1 2 ✗ 4.75
5 35 male no 4 1 ✓ 5.00
6 50 male no 1 1 ✗ 3.75

Note: Options regarding usage of chatGPT or other AI tools were 1: Never, 2: I have used it
once, 3: Every month, 4: Every week, and 5: Every day. Experts are participants who either use
chatGPT or other AI tools at least every week. The clarity of instructions measure is calculated as
the mean of the scale values regarding the four clarity statements listed in the design description.

Table 21: Participants in Stage 1 and Selections of Human Experts

The clarity measure was calculated as the mean of the stated scale values regarding the four

clarity statements listed above. Overall, the mean of a clarity measure was 4.38, indicating

relatively high comprehensibility and clarity of the instructions provided. The answers to a

free field question regarding the suspected purpose were also relatively close to the actual

purpose of the main experiment (e.g., “The impact of the AI tool’s prediction upon partic-

ipants’ decisions.” or “To confirm if using the AI predictor changes outcomes compared to

no AI predictor used.” Three out of the six participants who successfully completed either

use chatGPT or other AI tools at least every week and can, therefore, be referred to as

experts according to our definition in the instructions of the main experiments. Two of the

participants regularly using AI tools decided to provide the tool to the participants in the

main experiment, and one decided against it.
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