
MPRA
Munich Personal RePEc Archive

Carbon emissions regulation,
input-output networks, and firm
dynamics: The case of a low-carbon-zone
pilot in China

Shi, Xiangyu and Wang, Chang

June 2024

Online at https://mpra.ub.uni-muenchen.de/121359/
MPRA Paper No. 121359, posted 01 Jul 2024 06:23 UTC

http://mpra.ub.uni-muenchen.de/
https://mpra.ub.uni-muenchen.de/121359/


Carbon emissions regulation, input-output networks, and firm

dynamics: The case of a low-carbon-zone pilot in China

Xiangyu Shi Chang Wang∗

July 1, 2024

Abstract

Input-output linkages among sectors and firms are largely overlooked when assessing regulatory

policies. Using a carbon emissions regulation in China as an example, we find that the regulation

facilitates the transition to green technologies and reduces entry and carbon emissions in the

regulated sectors with large carbon emissions. We also find unintended spillovers via the input-

output network, resulting in more entry and innovation in the downstream sectors; and less entry

and innovation in the upstream sectors. These facts can be rationalized by a firm-dynamics model

with input-output linkages. The results of quantitative exercises are much different when taking

input-output linkages into account.
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1 Introduction

Understanding the macroeconomic effects of climate and carbon policy has become an important

issue in recent decades (Fried, 2018; Nordhaus, 2019). In this paper, we study how a comprehensive

carbon emissions regulation in China affects firm dynamics, including entry and innovation,1 taking

into consideration the general equilibrium mechanisms of spillovers in input-output networks. While

the existing literature studies the transition of energy-related technology and firm dynamics under

a hypothetical carbon tax and research subsidy (Acemoglu et al., 2016a), we are one of the first

in the literature to study, both theoretically and empirically how a comprehensive and nationwide-

implemented policy affects firm entry and innovation, in a general equilibrium of the entire economy,2

and especially how the policy diffuses in the input-output network and affects the upstream and

downstream of the treated (carbon-intensive) sectors.

Carbon emissions regulations are central to mitigating carbon emissions and, thus, play a crucial

role in the policy world. Evaluating their effects on firm dynamics, which is an important engine for

economic growth (Klette and Kortum, 2004), is of great interest and relevance. In addition, some

challenges remain in evaluating carbon emissions regulations. First, carbon emissions regulations

encompass various aspects, including regulatory, market-based, and voluntary measures. This adds

an empirical challenge to examining the respective effectiveness and welfare implications of each

policy measure. In this paper, we disentangle and separately quantify different aspects of a carbon

emissions regulation.3 Second, more importantly, carbon emissions regulations generally overlook the

sectoral input-output linkage. The sectors with high direct carbon emissions (hereafter referred to as

carbon-intensive sectors) are most heavily regulated, while part of the upstream sectors (which provide

raw materials to the carbon-intensive sectors) and downstream sectors (which demand intermediate

products from the carbon-intensive sectors) are not directly regulated. The transition of upstream

and downstream sectors affects the transition of carbon-intensive sectors, and all three types of sectors

jointly determine whether the global zero-emissions goal can be achieved.

China provides a compelling setting in which to answer these research questions. In recent

years, the Chinese government started a carbon emissions regulation of low-carbon-zone pilots. The

policy has four important features. First, it is a comprehensive regulation that includes various

regulatory and incentive policy measures. Second, the policy regulates mainly the carbon-intensive

sectors, but may unintentionally affect the entire input-output network via input-output linkages.

Third, the staggered nature of the policy’s implementation offers identifying variations. Fourth, the

1We do not focus on the effects on exit because the results on exit are subject to different possible explanations that
cannot be verified. However, we report key results regarding exit in Section 5.5.

2The main body of the literature only concerns partial equilibrium and one or a few sectors of the economy, but we
examine the entire economy, including agricultural and service sectors, taking into account general equilibrium.

3It is less feasible to do so using reduced-form regressions. However, we can link the response of entry to entry,
production, and emissions regulation; link the response of emissions to emissions regulation; and link the response of
innovation to research subsidies.
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implementation of the policy does not exhibit significant regional heterogeneity. Each city has the

same policy measures and the same target sectors.4

We start with an empirical analysis that motivates the theoretical model. Using a difference-

in-difference-in-differences (DDD) specification, we first find that in the pilot cities, after the imple-

mentation of the policy and in sectors with high direct carbon emissions (hereafter referred to as

carbon-intensive sectors), firm entry and carbon emissions all significantly drop. The drop in entry

and carbon emissions are direct results of the entry regulation and carbon emissions regulation. In

addition, research subsidies explain our finding of an increase in both zero-carbon patents and energy-

efficient patent applications and a drop in non-environment-related patent applications. Additionally,

we discover that firms with relatively high carbon emissions in carbon-intensive sectors respond more

intensively.

Our study also shows that the effects of the low-carbon-zone pilot propagate through the demand-

supply channel in input-output networks. We focus on granular three-digit sectors (472 in total)

and classify the upstream (downstream) sectors of the carbon-intensive sectors into regulated ones

and unregulated ones. In doing so, we can separately estimate the direct effects of the pilot policy

and the indirect inter-sectoral spillover effects.5 Specifically, we find that in pilot cities, firm entry

and innovation significantly decrease in both the regulated and unregulated upstream of carbon-

intensive sectors after the policy’s implementation. The negative spillover effect is because, after

the regulation, carbon-intensive sectors require fewer intermediate inputs produced by the upstream,

leading to smaller profit margins for firms in the upstream sectors (negative demand shock).

In contrast, both the regulated and the unregulated downstream sectors experience more positive

effects from the low-carbon-zone pilot, with firm entry and innovation significantly increasing. This is

because the regulation leads to more innovation in carbon-intensive sectors, resulting in productivity

growth and a drop in output price (positive supply shock). We document that the change in the price

index of the carbon-intensive, upstream, and downstream sectors is consistent with the proposed

demand-supply channel.

Note that the difference-in-difference-in-differences strategy depends on the assumption of a “sta-

ble” control group, which is the non-carbon-related sectors that are neither the upstream/downstream

of the carbon-intensive sectors nor the regulated sectors with large carbon emissions. Although we

have tried our best to define such sectors as those with tiny input-output linkages with the carbon-

intensive sectors and are unregulated, these sectors are also indirectly affected by the treatment, since

market interactions among firms in different sectors (even in non-carbon-related sectors) are always

a mechanism at play. Therefore, we can only interpret the regression coefficients as the net effects of

4This argument is further supported by the empirical finding that the effects of the pilot policy do not exhibit strong
regional heterogeneity. We also provide support using some examples in Appendix G.

5The effects on regulated upstream sectors capture both direct regulation effects and indirect spillover effects, and
the effects on unregulated upstream sectors only capture indirect spillover effects.
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the treatment on the carbon-intensive and upstream/downstream sectors relative to the non-carbon-

related sectors. On the other hand, we also interpret the DDD estimates by quantifying the market

spillover effects using the model, and we can show that the spillovers caused by market interactions

do not quantitatively dominate our main empirical findings. 6

The basis of our identification strategy is the staggered roll-out of the pilot across three waves of

cities all with pilot-selection criteria disclosed. We directly control for criteria for pilot city selection

interacted with sector-year dummies. As the determinants for pilot city selection are largely at the

city-year level, we use city-year, city-sector, and sector-year fixed effects that absorb main variations

in the selection criteria. It is also reassuring that balancing tests show that key outcomes of interest

do not exhibit systematic differences between pilot and non-pilot cities. Event study analysis further

shows parallel pre-treatment trends between the pilot and non-pilot cities. To deal with remaining

selection biases that cannot be fully addressed by event study, we conduct two instrumental variable

estimations, using standard Hausman-style and Bartik-style instruments constructed by neighboring

cities’ and national sector-level emissions. We also conduct a propensity-score matching estimation,

and the results are still robust.

On the theoretical side, we build a model to rationalize the empirical findings and quantify the

importance of various channels. We add input-output linkages, as in Caliendo and Parro (2015) and

Shi (2021a) in a stylized firm dynamic model, as in Klette and Kortum (2004), Acemoglu et al. (2018),

and Akcigit et al. (2021). Moreover, we include specific policy measures of the carbon emissions

regulation in the model, including emissions fees, research subsidies, entry costs, and production

regulation. To our best knowledge, this model is the first one that incorporates firm dynamics and

endogenous growth, sector-level input-output linkages, carbon emissions, and policy measures all in

one model. The model is the minimal one that can generate theoretical predictions that are in

line with the data and are further verified by numerical simulations. Since we empirically establish

that cross-city spillovers are not a quantitatively salient mechanism at play, we use a model with a

single location as our baseline model.7 We estimate the model using indirect inference, in which the

key parameters, including the parameters related to all four policy measures, can be identified using

moments of carbon emissions, output, entry and exit, and innovation, which correspond to the policy

measures one by one. The results of estimation also do not sensitively rely on the initial condition of the

associated minimization problem. We validate the model by comparing model-simulated and actual-

data regression coefficients and moments, and by verifying model predictions using counterfactual

experiments.

We also use the model to quantify the effects of carbon emission regulation through different policy

6We also rule out the scenario that regional spillovers instead of inter-sectoral spillovers drive our main results through
several tests.

7The model with multiple locations is presented in Appendix E, and the results of the quantitative exercises based
on this model are similar to those of our baseline model.
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measures and find they have heterogeneous effects on entry, innovation, growth, and welfare. We find

that the policy has significant impacts on not only the targeted carbon-intensive sectors but also

the (unregulated) upstream and downstream sectors, consistent with empirical results. The aggregate

effects depend on the stringency of each regulatory measure and the strengths of input-output linkages.

The welfare gains of the policy are over-estimated if one does not take the input-output linkages into

consideration. However, the benefit of the policy far outweighs the cost after taking the social benefits

of carbon emissions reduction into consideration, even when the input-output linkages are taken into

account. We finally discuss the robustness of our results to different functional forms.

The remainder of this paper proceeds as follows. Section 2 reviews the related literature. Section

3 discusses the policy background. Section 4 describes the data. Section 5 presents the results of the

descriptive empirical evidence that motivates the model. Section 6 introduces the model. Section 7

conducts the quantitative exercise. Finally, Section 8 concludes.

2 Literature Review

This section discusses the relationship between this paper and the existing literature. This

paper contributes to three strands of literature. First, it speaks to the studies of firm and industry

dynamics. The model of firm dynamics stems from the canonical papers of Jovanovic (1982) and

Hopenhayn (1992), and from more-recent models, such as Acemoglu et al. (2018) and Akcigit et al.

(2021). In the model estimation, our paper employs a simulation-based estimation technique, which

is similar to that of Acemoglu et al. (2018) and Akcigit et al. (2021). There is also recent literature

linking the environment and firm dynamics. Ryan (2012) and Fowlie et al. (2016) are among the first

to estimate the dynamic industrial response to environmental regulation by structural estimation.

Greenstone et al. (2012) studies the effects of environmental policy on firm productivity. All of the

above papers on environment and firm dynamics focus only on some or all manufacturing sectors,

while our analysis covers all of the economic sectors, including service sectors. This broad coverage

allows us to make a theoretic contribution to the modeling strategy by adding input-output linkages

to the firm-dynamics model, a la Caliendo and Parro (2015). This highlights the extent to which

input-output linkages in the economy can propagate the impact of environmental regulatory shocks

into spheres of the economy in which the consequences may be unintended or even detrimental. Our

focus on innovation also contributes to the literature on innovation, especially the influencing factors

of directional technological change (Noailly and Smeets, 2015; Acemoglu et al., 2016a).

Second, our paper contributes to the literature on environmental policies. The existing literature

studies the impacts of various forms of environmental regulation (Ellison et al., 2013; Wolff, 2014;

Gehrsitz, 2017; Shapiro and Walker, 2018; Keiser and Shapiro, 2019; He et al., 2020). There is also

a rich literature on the unintended spillover effect of environmental regulations between overlapping
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policy measures (Perino et al., 2019), countries (Hsiao, 2021; Kortum and Weisbach, 2021), comple-

mentary products (Taylor, 2019), and within the ownership network (Cui and Moschini, 2020; Chen

et al., 2021). Our paper differs in the following ways: First, the regulations analyzed in prior stud-

ies generally involve a single policy measure, whereas some real-world carbon emissions regulations

comprise a mix of policy measures that aim to achieve a range of strategic intents (Ossenbrink et al.,

2019). Our paper also develops a structural model that quantifies the impact of different policy mea-

sures. Second, the literature has paid less attention to the unforeseeable spillover of environmental

regulation within the production network. Although some studies have highlighted spillover effects

within specific sectors (Hansman et al., 2019; Gerarden et al., 2020), our work considers the general-

equilibrium spillover effect that spans all economic sectors. Third, existing studies generally focus

on the intensive margin instead of the extensive margin (firm entry). In this paper, however, we

focus mainly on the effects on entry, and how those effects contribute to aggregate innovation, which

corresponds to the extensive margin. Finally, existing papers studying the same policy mainly focus

on the effects on emissions (Yu and Zhang, 2021; Wen et al., 2022), whereas our paper is the first one

that focuses on the effects on firm dynamics and inter-sectoral spillovers.

Third, this paper broadly relates to the production network literature. Existing literature ex-

amines the role of production network in economic development (Jones, 2011a; Jones, 2011b; Baqaee

and Farhi, 2020; Bigio and La’o, 2020), macroeconomic risks (Acemoglu et al., 2012; Acemoglu et al.,

2016b; Acemoglu et al., 2017; Baqaee and Farhi, 2019), and industrial policies (Liu, 2019). More

closely related, some studies especially emphasize the macroeconomic consequences of the interac-

tion between firm dynamics and production networks, such as Baqaee (2018). We highlight that the

ultimate welfare and growth implications depend on the effect size of each policy measure and the

existence of input-output linkages. In addition, this paper also echoes the trade literature on the

effects of tariff reduction on intermediate input suppliers on productivity (Amiti and Konings, 2007;

Goldberg et al., 2010).

3 Background

3.1 Background of the low-carbon-zone pilots

Many cities around the world are voluntarily devising low-carbon development plans.8 China’s

city-level carbon emissions regulation, compared with the above-mentioned plans, comes in a more

centralized form. China’s National Development and Reform Commission (NDRC) designated 82

cities as the first batch of low-carbon-zone pilots in 2010. In 2013 and 2017, 33 and 45 cities (coun-

8Examples include https://www.globalcovenantofmayors.org/ (for global cities), https://www.epa.gov/

statelocalenergy (for U.S. cities) and https://www.env.go.jp/en/earth/cc/2050_zero_carbon_cities_in_japan.

html (for Japanese cities).
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ties), respectively, were also designated low-carbon-zone pilots.9 Figure A1 presents the geographical

distribution of low-carbon-zone pilots.

The low-carbon-zone pilot program is widely considered one of the most important carbon emis-

sions regulations in China (Zhang, 2013). The regulation also has the unique merit of incorporating

many cities and multiple policy measures.10 Cities’ achievements in low-carbon development are regu-

larly examined by the NDRC. The NDRC’s evaluation reveals that the first batch of low-carbon-zone

pilots cut their carbon intensity in 2012 by 9.2% relative to their 2010 level, much higher than the

national average carbon intensity reduction of 6.6%. According to Figure A2 and Table A1, the

low-carbon-zone pilot policy succeeded in reducing carbon emissions at the city level.

The NDRC, albeit vaguely, clarified the selection criteria for low-carbon pilots as socioeconomic

conditions and representative geographical layout. The details of NDRC documents are presented in

Appendix G. Although the NDRC does not have an explicit and quantifiable pilot selection rule, we

show that pilot selection is correlated with key socioeconomic variables in the base year, i.e., GDP per

capita and carbon emissions. The criterion is also mainly based on time-invariant variations that can

be absorbed into city-sector fixed effects in the regression analysis. It is also reassuring that Table A2

shows other key socioeconomic variables of interest are not significantly different between pilot and

non-pilot cities conditional on GDP per capita, population, and carbon emissions, lending support to

causal identification. In the empirical analysis, we control for key socioeconomic variables in the base

year to deal with endogenous pilot selection. Moreover, we control for environmental policies that

happened at the same time, and the results are still robust. Event study analyses further indicate

that there are no different pre-treatment trends between the pilot and non-pilot cities.

To deal with remaining selection biases that cannot be addressed by fixed effects and controls,

we also exploit two strategies to address the potential selection bias, including using the instrumental

variable of a standard Hausman-style and a Bartik-style IV, which strongly determines whether the

city is selected as the low-carbon pilot. These robustness checks, together with the logic of IVs, will

be discussed thoroughly in Section 5.2.3.

Finally, the implementation of the policy in different cities exhibits strong homogeneity. The

central government requests that each city take all four policy measures, including entry regulation,

production regulation, emissions regulation, and research subsidies. The specific ways of carrying out

these measures are proposed in cities’ low-carbon development plans with specific emissions reduction

targets and paths. Moreover, the regulated sectors in major cities are also the same. Such facts

of homogeneity are further supported by the empirical evidence that the effects of the low-carbon

9The lists of the three batches of pilots are available at China’s government website: https://www.gov.cn/zwgk/

2010-08/10/content_1675733.htm (1st batch); https://www.ccchina.org.cn/nDetail.aspx?newsId=28162&TId=60

(2nd batch); https://www.gov.cn/xinwen/2017-01/24/content_5162933.htm (3rd batch).
10160 cities (or lower geographical units) are designated as low-carbon pilots, covering above half of the total number

of cities in China. Other carbon emission regulations generally only cover a few representative cities. The multiple
policy measures used (as will be discussed in Section 3.2) allow us to quantitatively examine their respective effects.
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pilot policy on firm and industry outcomes do not exhibit significant regional heterogeneity. We also

provide support using some examples in Appendix G.11

3.2 Requirements and implementations of the low-carbon-zone pilots

After a comprehensive review of cities’ low-carbon development plans,12 we find that low-carbon

cities take mainly two types of measures: Regulatory measures and incentive measures. Regulatory

measures include an implicit emissions fee, preferential entry policies, and production regulation.

First, firms in cities designated as low-carbon pilots face an increase in implicit emissions fees. Pilot

cities propose to inventory their emissions and set binding emissions-reduction targets higher than

the targets prescribed by the central government. Firms, therefore, may face regular inspection and

lose fiscal support if they are recognized as super-emitting firms. Regarding preferential entry, only

firms with superior low-carbon technologies can enter the market. For example, Suzhou’s low-carbon

pilot plan specifies pre-approval of environmental protection, in which the environmental protection

department intervenes in advance in the firm’s registration process and forbids projects with high

carbon emissions and environmental risks. Cities also set more detailed and specific entry policies,

such as building near-zero carbon emissions zones where only zero-emitting firms can open. Production

restriction also plays a role in regulatory measures. Some cities put a cap on total coal consumption or

carbon emissions, which is achieved by lowering the total production of carbon-intensive goods. The

incentive measures mainly include preferential financing and tax for low-carbon innovations. Cities

generally use local financial resources to establish special funds and offer financial support to novel

low-carbon projects. Most cities spend between 3 million and 5 million yuan in fiscal expenditures,

while the most supportive cities arrange 20 million yuan each year as special funds. We provide more

detailed discussions in Appendix G. To summarize, the pilot includes fourfold policy measures: (1)

emissions fees, (2) entry costs, (3) production regulation, and (4) research subsidies. We link these

measures to empirical patterns and separately evaluate their quantitative impacts.

Sectors are targeted differently by the low-carbon-zone pilot. However, all cities mentioned in

their policy documents that sectors with high direct carbon emissions (i.e., carbon-intensive sectors)

and some upstream and downstream sectors are directly regulated. Cities generally explicitly mention

the implementation of regulatory and incentive measures in sectors with high direct emissions. The

mining and construction sectors do not generate high direct emissions but are respectively known as

upstream and downstream sectors that extensively use carbon-intensive products, such as cement and

steel. Some cities also stipulate regulations in mining and construction sectors by restricting mining

and proposing the development of green buildings. As an example, in its low-carbon development

11In the regression analysis, we exclude each province from the entire sample and then run the baseline regressions.
The results are similar regardless of the specific province being excluded. Such a pattern indicates that the effects of
the low-carbon pilot do not exhibit strong regional heterogeneity.

12The details are shown in Appendix G.
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plan, Zhuzhou proposed an increase in the proportion of newly constructed green buildings from 38%

in 2015 to 50% in 2020. Other sectors, however, are not frequently mentioned in cities’ low-carbon

development plans. Therefore, while carbon-intensive sectors are most intensively regulated, we use

a granular classification of three-digit sectors and classify upstream and downstream sectors into

regulated and unregulated ones. Details are provided in Section 4 below.13

4 Data

In the empirical analysis, we compile a balanced city-sector-year panel data set using the following

data sources. More details on data compilation can be found in Appendix H.

Throughout our analysis, we use three-digit sectors as our sectoral classification, encompassing

472 sectors in total.14 We first calculate the upstreamness and downstreamness indices. Denoting

intermediate input from sector i to sector j asmij , upstreamness of sector s relative to carbon-intensive

sectors can be computed as ms,carbon/
∑

j msj ; downstreamness of sector s relative to carbon-intensive

sectors can be computed as mcarbon,s/
∑

j mjs.

Based on the upstreamness and downstreamness indices, we classify all sectors into seven cat-

egories. They are (1) carbon-intensive sectors, those with high direct carbon emissions and most

intensively regulated under the carbon emissions regulation 15, (2) regulated upstream sectors, those

with a top 25% upstreamness index and are regulated in the pilot policy, including mining sectors of

fossil fuels and metals, (3) unregulated upstream sectors, those also with a top 25% upstreamness index

and are unregulated in the pilot policy, including some manufacturing and service sectors, and we use

other values of the cutoff and our main results are still robust (Table C1), (4) regulated downstream

sectors, those with a top 25% downstreamness index and are regulated in the pilot policy, including

the construction sectors, (5) unregulated downstream sectors, those with a top 25% downstreamness

index and are unregulated in the pilot policy, including some manufacturing and service sectors, (6)

non-carbon related sectors, those with a bottom 10% upstreamness and downstreamness indices and

few carbon emissions, and (7) other sectors that do not belong to the above six categories. Therefore,

each one of the 472 sectors belongs to one and only one of the above seven categories, and the detailed

classification is provided in Table C2. In most of our analysis, we exclude class (7) (other sectors)

from the sample and only include one of the first five classes of sectors as the treatment group and

class (6) as the control group. We in particular identify regulated and unregulated sectors separately

to separate out the inter-sectoral spillover effects, which are the main interest of our analysis. We

13Finally, the initiation of an emissions trading system (ETS) also happened during our sample period. While ETS
is a different policy from the carbon pilot policy, it can be confounding so as to bias our estimation of the effects of the
pilot policy. Therefore, we also control for the implementation of ETS in a robustness check, and the results are still
robust.

14All the main results are still robust if we use even more granular, four-digit, sectors.
15The carbon-intensive sectors take up around 85% of direct carbon emissions by all economic sectors in 2019.
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provide detailed discussions in Section 5.3.

We get the information on pilot participation on China’s National Development and Reform

Commission (NDRC) website. NDRC designated 82 cities as the first batch of low-carbon-zone pilots

in 2010. In 2013 and 2017, 33 and 45 cities (counties), respectively, were also designated as low-

carbon-zone pilots.16 We present the list of low-carbon-zone pilots in Table C3.

In the empirical analysis, the major data set we use is a city-sector-year (balanced) panel data set.

Our main area of interest is the firm dynamics in China, especially firm entry, which are calculated

using the Chinese firm registration database. This database provides registration information of all

firms in China (about 20 million firms), including the location, the year of being established, the year

of exit (if any), and the value of registered capital.17 From individual registration records, we can

calculate how many firms enter a specific city-sector-year cell. The details of the data compilation can

be found in Appendix H. We use the total size of the registered capital and the number of all firms

that register or deregister in a certain city-sector-year cell to measure entry. The summary statistics

for the main outcomes are shown in Table A3.

To measure innovation, we use a database of patent applications in China. This database is

provided by the China National Intellectual Property Administration. The Center for Enterprise

Research (CER) at Peking University matched this database with the firm registration database, so

we have information regarding the patents and trademarks that firms applied for. We aggregate the

data to the city-sector-year level and calculate how many patent and trademark applications there are

in a certain city-sector-year cell. Moreover, we classify the patents into green (zero-carbon) patents,

energy-efficient patents, and non-environmental patents, according to the website of the International

Patent Classification (IPC) Green Inventory and Dechezleprêtre et al. (2021).

In the main part of our empirical analysis, we use Y as the dependent variable, where Y is the

outcome, and conduct Poisson Pseudo Maximum Likelihood and Negative Binomial estimations. As

robustness checks, we also use log(1 + Y ), log(0.01 + Y ), and arcsinh(Y ) as the dependent variable,

and conduct OLS estimation. The results are qualitatively similar.

5 Descriptive Empirical Analysis

In this section, we present and analyze empirical results. In particular, we address the challenge

of causal identification and our solution in Section 5.2. We analyze how we separately identify and

estimate the effects of regulation and spillovers in Section 5.3.

16The lists of the three batches of pilots are available at China’s government website: https://www.gov.cn/zwgk/

2010-08/10/content_1675733.htm (1st batch); https://www.ccchina.org.cn/nDetail.aspx?newsId=28162&TId=60

(2nd batch); https://www.gov.cn/xinwen/2017-01/24/content_5162933.htm (3rd batch).
17According to Chinese Business Law, the registered capital should be proportional to the scale (and the assets) of

the firm.
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5.1 Baseline Empirical Analysis

The main empirical strategy used in the descriptive empirical analysis is (nonlinear) difference-

in-difference-in-differences (DDD). We estimate the following specification:

yijt = α1 (Pilotit)× 1 (Carbonj) +Xij,2005βjt + λij + λit + λjt + σijt (1)

In equation (1), the regression sample only contains the “treated,” or carbon-intensive sectors,

and all sectors that are not related to carbon emissions regulations, i.e., sectors that are with a

bottom 10% upstreamness and downstreamness indices and few carbon emissions. The categorization

of sectors is defined in Section 4 and presented in Table C2. yijt represents the outcome including

Entry and Patent for city i, sector j, and year t. In the main part of our empirical analysis, we

use Y as the dependent variable, and conduct both Poisson pseudo-maximum likelihood (PPML) and

negative binomial estimations.18 1(Pilotit) is a dummy equal to 1 if city i in year t is a low-carbon-

zone; 1(Carbonj) is a dummy equal to 1 if sector j is a carbon-intensive sector. Xij,2005 is a vector

of control variables including the log of the capital stock of all firms in 2005 of each city-sector cell

interacted with year dummies, the log per capita GDP, log population, and log carbon emissions in

2005 of each city cell interacted with sector-year dummies, corresponding to the selection criteria of

low-carbon pilots. λij is city-sector fixed effects, λit is city-year fixed effects, and λjt is sector-year

fixed effects. Standard errors are two-way clustered at the city and sector levels.

We also estimate how the carbon emissions regulation affects the upstream and downstream

sectors, using the following DDD specification 19:

yijt = α1 (Pilotit)× 1 (Upstream/Downstreamj) +Xij,2005βjt + λij + λit + λjt + σijt. (2)

In equation (2), 1(Unstream/Downstreamj) is a dummy equal to 1 if sector j is an upstream or

downstream sector of a carbon-intensive sector. Based on the calculation results of China’s national

input-output tables, we define sectors with top 25% upstreamness and downstreamness indexed re-

spectively as upstream and downstream sectors, respectively.20 Again, only non-carbon-related sectors

are included as a control group when conducting regression analysis using equation (2).

The baseline results of the estimation of equation (1) are shown in Table 1. The results of

18As robustness checks, we conduct OLS estimations. We also use log(Y ), log(0.01 + Y ), and arcsinh(Y ) as the
dependent variable and conduct OLS estimations. The results are all robust.

19The validity of this specification also relies on the fact that within-city economic linkages are much stronger than
inter-city linkages. Using inter-city input-output tables, we find that the within-city input/output share of the carbon-
intensive sectors is nearly 50% during our sample period. Table C4 further verifies that the pilot policy does not affect
inter-city input-output flows.

20Upstreamness is defined as intermediate output share outsourced to carbon-intensive sectors and downstreamness
is defined as intermediate input share from carbon-intensive sectors. The detailed categorization of pilot regions and
sectors is shown in Tables C3 and C2.
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OLS estimation are reported in Table A4. When we report the coefficients for 1(pilot)*1(carbon),

only carbon-intensive sectors (treatment group) and non-carbon-related sectors (control group) are

included in the sample.21 PPML results in Table 1 indicate that in pilot cities, after the imple-

mentation of the policy and in carbon-intensive sectors, firm entry significantly decreased by 0.11522

(measured by number, about 1.13% of the sample mean), or by 3.774 (measured by registered capital,

about 5.87% of the sample mean).23 The decrease in entry verifies that the policy has a component

of entry regulation in carbon-intensive sectors (as discussed in Section 3). Table 1 also suggests that

the low-carbon-zone pilot policy encourages innovation. The number of patent applications increased

by 0.137 in pilot cities (about 6.30% of sample mean), after the implementation of the policy and

in carbon-intensive sectors. We also use alternative measures, such as log(1+Y), log(0.01+Y), and

arcsinh(Y), and according to Tables C5, C6, and C7, the results are qualitatively the same. Finally,

we try different definitions of the control group and the treated group, using alternative cutoff values

of upstreamness and downstreamness for the definition. The results reported in Table C1 are still

robust.

Table 1: Baseline results

Entry, number Entry, capital Patent, number

PPML Negative Binomial PPML Negative Binomial PPML Negative Binomial

1(pilot)*1(carbon) -0.115*** -0.124*** -3.774*** -5.413*** 0.137*** 0.148***
(0.0203) (0.0189) (0.0132) (0.369) (0.0209) (0.0311)

1(pilot)*1(upstream,regulated) -0.310*** -0.244*** -4.200*** -4.997*** -0.213*** -0.188***
(0.0336) (0.0432) (0.0213) (0.331) (0.0221) (0.0414)

1(pilot)*1(upstream,unregulated) -0.213*** -0.231*** -4.213*** -6.211*** -0.143*** -0.156***
(0.0326) (0.0441) (0.0251) (0.315) (0.0205) (0.0420)

1(pilot)*1(downstream,regulated) 0.232*** 0.238*** 4.660*** 6.132*** 0.194*** 0.156***
(0.0400) (0.0333) (0.0144) (0.332) (0.0231) (0.0345)

1(pilot)*1(downstream,unregulated) 0.219*** 0.244*** 5.661*** 5.890*** 0.143*** 0.132***
(0.0421) (0.0379) (0.0152) (0.712) (0.0214) (0.0368)

Notes: Marginal effects and standard errors are reported. The sample covers 472 three-digit sectors and 295 cities during
2005-2019. In all columns, city-sector, city-year, and sector-year fixed effects are included. Controls include city-level log per
capita real GDP, log population, and log carbon emissions in 2005 interacted with sector-year dummies, and the stock of capital
of all existing firms in 2005 of the city-sector cell interacted with year dummies. * Significant at 10%, ** 5%, *** 1%. Standard
errors are two-way clustered at the city and sector levels.

Next, we examine how the effects of the low-carbon-zone pilot policy propagate in the input-

output networks. Specifically, we estimate the specification of equation (2). First, we look at the

effects on regulated and unregulated upstream sectors. The results are displayed in Table 1. Also,

only regulated/unregulated upstream/downstream sectors (treatment group) and non-carbon-related

sectors (control group) are included in the sample.24 In the upstream of the carbon-intensive sec-

tors, in pilot cities, after the implementation of the low-carbon-zone pilot, firm entry and innovation

significantly decrease. Our interpretation centers on the unregulated upstream/downstream sectors

because they are not subject to direct regulation.

21This is the same for all other similar tables.
22For all PPML and negative binomial regressions in this paper, we report the marginal effects.
23Table A5 also suggests that net entry also drops and the total size of the sector shrinks.
24This is the same for all other similar tables.
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Although the low-carbon-zone pilot does not directly target the (unregulated) upstream of the

carbon-intensive sectors, it still has significant impacts on them, and this can be explained by the

propagation of the policy’s effects through input-output linkages. As the carbon-intensive sectors are

regulated, they require fewer intermediate inputs from the upstream, leading to a reduction in profits

for the upstream firms. Consequently, firms in the upstream sectors are discouraged from entering

the market, innovating, or using cleaner production techniques as they find it less profitable. These

factors contribute to the negative effects of the low-carbon-zone pilot on entry and innovation in the

upstream sectors.

Next, we look at the effects on downstream sectors. Table 1 shows after the implementation of

the low-carbon-zone pilot in pilot cities, there is a significant increase in firm entry and innovation

in downstream of the carbon-intensive sectors. The effects on regulated downstream sectors are

also more salient than those on unregulated downstream sectors. As the carbon-intensive sectors

experience more innovation, productivity growth occurs. Under the CES structure and the constant-

markup pricing rule25, the output’s price decreases. Thus, firms in the downstream sectors have a

larger profit margin and find it more profitable to enter the market and innovate. These findings can

explain the low-carbon-zone pilot’s positive effects on entry and innovation in the downstream sectors.

Note that the difference-in-difference-in-differences analysis depends on the assumption of an

unaffected control group, which is the non-carbon-related sectors defined in Section 4. However,

since market interactions among firms in different sectors are always a mechanism at play, the non-

carbon-related sectors are also indirectly affected by the treatment. Therefore, we can only inter-

pret the regression coefficients as the net effects of the treatment on the carbon-intensive and up-

stream/downstream sectors relative to the non-carbon-related sectors. On the other hand, in Section

7.3 we discuss the market spillover effects quantified by the model, and we can show that the spillovers

caused by market interactions are not quantitatively dominating our main empirical findings.

Since the effects of the low-carbon-zone pilot propagate in the input-output networks, the aggre-

gate effects (across all sectors) may differ from those on the carbon-intensive sectors only. Table A6

shows the city-level effects.26 We can see that the effects at the aggregate city level are no longer

economically or statistically significant. This may be due to the heterogeneous effects of the policy in

the input-output networks.27

Next, we examine the effects of the low-carbon-zone pilot on the different types of patent appli-

cations. There are three types of patents: (1) energy-efficient patents (EEP), (2) zero-carbon patents

(GP), and (3) non-environmental patents (NEP). The results in Table 2 show that the low-carbon-

25Melitz (2003) serves as an example. The model in Section 6 also employs a constant markup pricing rule.
26The data set used to obtain these results is a city-year panel data set, in which the outcomes are aggregated at this

level.
27It is worth noting that Table A1 shows that city-level carbon emissions decrease after the low-carbon-zone pilot.

This indicates that the policy causes a trade-off between short-term (as evidenced by city-level emissions reduction) and
long-term emissions reduction (which can only be achieved by low-carbon innovation).
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zone pilot significantly increases the number of environment-related patents, including both EEP and

GP, while crowding out NEP. The results of OLS estimation are reported in Table A4.

Table 2: Effects on patent applications

EEP GP NEP

PPML Negative Binomial PPML Negative Binomial PPML Negative Binomial

1(pilot)*1(carbon) 0.323*** 0.325*** 0.373*** 0.372*** -0.479*** -0.342***
(0.0313) (0.0421) (0.0634) (0.0313) (0.0573) (0.0700)

1(pilot)*1(upstream,regulated) -0.277*** -0.345*** -0.400*** -0.459*** -0.479*** -0.312***
(0.0414) (0.0611) (0.0550) (0.0356) (0.0223) (0.0512)

1(pilot)*1(upstream,unregulated) -0.157*** -0.166*** -0.122*** -0.251*** -0.145*** -0.155***
(0.0323) (0.0332) (0.0256) (0.0144) (0.0312) (0.0205)

1(pilot)*1(downstream,regulated) 0.284*** 0.468*** 0.282*** 0.411*** 0.425*** 0.403***
(0.0319) (0.0631) (0.0333) (0.0233) (0.0621) (0.0358)

1(pilot)*1(downstream,unregulated) 0.119*** 0.125*** 0.114*** 0.211*** 0.199*** 0.143***
(0.0244) (0.0267) (0.0188) (0.0311) (0.0121) (0.0122)

Notes: Marginal effects and standard errors are reported. The sample covers 472 three-digit sectors and 295 cities during
2005-2019. In all columns, city-sector, city-year, and sector-year fixed effects are included. Controls include city-level log per
capita real GDP, log population, and log carbon emissions in 2005 interacted with sector-year dummies, and the stock of capital
of all existing firms in 2005 of the city-sector cell interacted with year dummies. “EEP” refers to “energy-efficient patent”;
“GP” refers to “zero-carbon patent”; and “NEP” refers to “non-environmental patent.” * Significant at 10%, ** 5%, *** 1%.
Standard errors are two-way clustered at the city and sector levels.

We also examine the effects of the low-carbon-zone pilot on firm-level carbon emissions in Table

3. We find that the low-carbon-zone pilot is effective in reducing firm-level emissions in carbon-

intensive sectors. This corresponds to the previously discussed regulatory effects on entry and green

transition of innovation, corroborating that the regulation is effective. For upstream sectors, we

observe an increase in firm-level emissions after the regulation. The increase in emissions could

be because upstream firms are now less profitable and innovative, thus less likely to adopt clean

production techniques. For downstream sectors, we find that the regulation causes an insignificant

increase in firm-level direct emissions and a significant increase in firm-level sum of direct and indirect

emissions. The results show that downstream firms do not face strong enough regulation to mitigate

carbon emissions and the spillover effect from carbon-intensive sectors does not incentivize emissions

reduction. We conduct a similar event study design as in equation (3). The outcome variable is the

direct and the sum of direct and indirect emissions of carbon-intensive sectors and the upstream of

carbon-intensive sectors. The results are reported in Figure A3 indicate that our findings are not

driven by pre-trends.

5.2 Causal Identification

In this section, we discuss potential threats to causal identification and our solution. We begin

with discussing the rules of pilot selection that shed light on the solution to endogeneity issues.

We then discuss two main strategies to deal with causal identification: event study analysis and

instrumental variable estimation.
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Table 3: Effects on firm-level emissions

(1) (2)

Direct emis. Direct and indirect emis.
1(pilot)*1(carbon) -602.769*** -1471.47**

(130.65) (386.58)
Observations 2845918 2845918
R-squared 0.708 0.643

(1) (2)

Direct emis. Direct and indirect emis.
1(pilot)*1(upstream) 847.21*** 2523.04**

(324.11) (958.98)
Observations 2845918 2845918
R-squared 0.708 0.643

Number of city-sectors 22256 22256

(1) (2)

Direct emis. Direct and indirect emis.
1(pilot)*1(downstream) 364.97 2911.65**

(252.43) (746.90)
Firm FE Y Y

City-sector FE Y Y
City-year FE Y Y
Sector-year FE Y Y
Observations 2845918 2845918
R-squared 0.708 0.643

Number of city-sectors 22256 22256

Notes: The sample covers about 2,800,000 firm-year cells during 2007-2015. The sample period is limited because of the data
limitation. In all columns, firm, city-sector, city-year, and sector-year fixed effects are included. * Significant at 10%, ** 5%,
*** 1%. “Emis.” stands for emissions. Direct emissions (104 kg) take into account coal and oil consumption, and the emission
factors of coal and oil are taken as 1.89 kgCO2/kg and 3.02 kg CO2/kg, respectively. Indirect emissions include emissions from
electricity consumption, with a corresponding emission factor of 0.75 kgCO2/kWh. Data on firm-level energy consumption are
retrieved from the Chinese State Administration of Tax. Standard errors are two-way clustered at the city and sector levels.

5.2.1 (Endogenous) Pilot Selection Rules

As per the Background section, the pilot selection depends on key (but unclarified) socioeconomic

conditions. Table A7 shows pilot selection is indeed related to pre-policy levels of key socioeconomic

factors, such as economic prosperity and carbon emissions. While controlling city-sector fixed effects

absorb the time-invariant variations related to the selection rules, we also conduct a series of balancing

tests that compare several outcomes of interest in pilot and non-pilot cities, conditional on these

factors. We do not find systematic differences between the non-pilot cities and the pilot cities (Table

A2). Along this thread of reasoning, we conduct a propensity score matching estimation based on

these socioeconomic factors, and the results reported in Table A8 are still robust.

Another concern is other carbon emission regulations during the same period drive our results.

This is unlikely to be the case, as the low-carbon-zone pilot policy covers above half of the total number

of cities in China, which is a much higher coverage compared to other environment-related pilot policies

during the same period. Nevertheless, we control for the most important contemporaneous carbon

emissions regulations, i.e., the carbon reduction goals in the twelve-five (2011-2015) and thirteen-five

(2016-2020) periods, and the implementation of the carbon trading system. Reassuringly, the results

in Table A9 indicate that adding these additional controls does not alter the main findings.
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5.2.2 Event Study Analysis

We then move to testify pre-treatment parallel trends for the treatment group (carbon-intensive,

upstream, or downstream sectors in pilot cities) and the control group. We exploit the event study

using the following specification:

yijt =
∑
τ ̸=−1

ατ1 (Piloti)×1(t = τ)×1 (Carbonj/Upstreamj/Downstreamj)+Xij,2005βjt+λij+λit+λjt+σijt.

(3)

In equation (3), we decompose the dummy 1(Pilotit) into the interactions of 1 (Piloti) and

1(t = τ). We use OLS estimations with the actual count of the outcomes being the dependent

variable. The rest of the specification is the same as the baseline specification.

The results of the event study for different outcomes are shown in Figures A4-A8. The figure

shows that the significant effects of the treatment are not driven by pre-treatment trends. Entry

responds relatively more immediately to the implementation of the policy, whereas innovation responds

gradually. This is because new entry is an immediate response to changes in incentives and the

economic environment, whereas innovation is a slow process whose changes take time. Moreover, we

also conduct the event study analysis according to the method proposed in De Chaisemartin and

d’Haultfoeuille (2020) and Borusyak et al. (2022). According to Figures A9-A13, the results are still

robust.

The results of the event study indicate that the identification assumption of DDD holds. In

addition, since the selection criteria include variations that are either absorbed into fixed effects or

can be controlled for by including key socioeconomic factors, our baseline regression with such fixed

effects and control variables can address a large part of the endogeneity issue. The only part left

unsolved is only one possibility: the endogenous pilot selection results in time-variant (and non-

linear) differences between the pilot and non-pilot cities that cannot be fully addressed by event study

analyses. To deal with this, we design two sets of instrumental variable estimation.

5.2.3 IV Estimation

Controlling for determinants of pilot selection and event study analyses rule out the scenario in

which our baseline results are driven by time-invariant systematic differences in the baseline charac-

teristics and pre-treatment trends between pilot and non-pilot cities. However, a remaining concern

is that our results can also be driven by endogenous selection that results in time-variant (often

non-linear) differences between pilot and non-pilot cities. To deal with this case, we design two IV

estimation approaches. The instrumented pilot selection, interacted with the time dummy 1(Postit),

addresses the issue of time-variant (often non-linear) differences between pilot and non-pilot cities.
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Local carbon emissions (growth) are key determinants of pilot selection, as shown by Table A7

and Appendix G. We construct instrumental variables using local carbon emissions. We adopt two

standard instrumental variable strategies commonly used in the empirical literature: a Hausman-

style instrument and a Bartik-style instrument. The Hausman-style instrument is constructed by

calculating the weighted average of carbon emissions in neighboring cities in 2005, the starting year of

our sample. It exploits the cross-sectional variations of carbon emissions that are orthogonal to other

economic outcomes of interest. This is, in particular, this case, since we find that carbon emissions

regulation does not spill over to affect the outcomes of neighboring cities, validating the exogeneity

condition. However, the relative ranking of carbon emissions among cities in the same province is a

strong predictor for pilot selection. This argument is further validated by a large first-stage F-statistic,

thus validating the relevance condition. The Bartik-style instrument is constructed by multiplying the

city-level industrial mix and the sector-level growth of carbon emissions in China during 2000-2005.

The Bartik-style instrument is valid because it predicts local carbon emissions (growth) exploiting

information on carbon emissions of national trends, which are not affected by local economic activities.

Thus, the shift of the Bartik IV validates the exogeneity condition. It is also a strong predictor for

pilot selection, since past emissions performance strongly determines the selection. The details of the

IV construction are relegated to Appendix B2. We estimate the following specification:

yijt = α ̂1(Piloti)× 1 (Carbonj)× 1(Postit) + λij + λit + λjt + σijt (4)

In equation (4), ̂1(Piloti) is the predicted value of the selection of the pilot cities. 1(Postit) is the

time dummy on whether city i has implemented the low-carbon-zone pilot. The first-stage regression

is as follows:

1(Piloti) = δIVi + vi, (5)

where 1(Piloti) is the instrumented variable, and IVi is the instrumental variable: a Hausman-style

instrument and a Bartik-style instrument. These two instruments are quite standard in the empirical

literature. The details of the construction of these two instruments can be found in Appendix B2.

The results of the Hausman-IV estimation are reported in Table C8, and the results of the Bartik-IV

estimation are reported in Table C9. We also report the first-stage F-statistic in the table notes,

and they are both greater than 10. The results are both qualitatively similar to the baseline results.

We also conduct event study analyses with IV-2SLS. The results reported in Figures C1-C5 are both

qualitatively and quantitatively robust.

17



5.3 Separating Direct Regulation Effects and Inter-sector Spillover Effects

The coefficients for regulated and unregulated upstream/downstream sectors reported in Table

1 help us separate the direct regulation effects from the inter-sectoral spillover effects which are the

main interest of our analysis. We classify the upstream sector into two categories: sectors that are

subject to direct regulation, such as the mining sectors of fossil fuels and metals, and sectors that are

not, such as some service sectors. These sectors are all the upstream sectors of the carbon-intensive

sectors. Thus, using this detailed sectoral classification, we can separately estimate the effects of the

pilot policy on upstream and downstream sectors.

As an alternative measure of upstreamness and downstreamness, we use the continuous in-

put/output share, for which each sector can be somewhat upstream and downstream of carbon-

intensive sectors, as long as the associated input/output share is strictly positive and the sectors

are unregulated. Using such a continuous measure, we rerun the baseline specification (2), and

report the results in Table A10. Again, only non-carbon-related sectors and the unregulated up-

stream/downstream sectors are included in the sample, for comparison. The sign of the interaction

terms is exactly the same as that in regressions in which the upstreamness and downstreamness are

measured using a dummy variable. Then, we examine whether the effects attenuate for higher-order

upstream and downstream sectors. Using the higher-order power of the input-output weight matrix

to measure higher-order upstreamness and downstreamness, we find in Table A11 that the effects are

smaller and finally become statistically insignificant as the order of upstreamness/downstreamness

increases. Thus, the effects attenuate for higher-order upstream and downstream sectors. Such re-

sults also indicate the existence of indirect spillover effects, since they decay as the distance between

upstream or downstream sectors and the carbon-intensive sectors is larger.

Finally, we estimate inter-sectoral spillover effects using a spatial autoregressive model, as in

Lee and Yu (2010). The details of the econometric specification are discussed in Appendix B1. We

find that, in Table A12, the outcomes of the carbon-intensive sectors are strongly and positively

correlated with those of the upstream and downstream sectors. At the same time, we also find (very

small) inter-city regional spillovers with this specification, but the magnitude is smaller than that of

the inter-sectoral spillovers.

5.4 Accounting for Spatial Spillovers

In the Chinese economy with labor mobility restrictions and local protectionism, there are sub-

stantial frictions for labor and capital that dampen spatial spillovers of economic policies. However,

that said, we also rule out the case that our main results are driven by spatial spillovers. Spatial

spillovers may lead to a comovement of outcome variables and thus, spurious correlations. To meet

this end, we control for several spatial lag variables. To be more specific, we control for the lag of
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spatial lags of sectoral size and treatment status, where the spatial weights are the inverse of the

distance. According to the results in Table A13, the results are robust with respect to considering

such regional (and temporal) spillover effects, which are captured by spatial (and temporal) lags.

We also estimate the effects of neighbors’ policy status conditional on the city’s own policy status.

According to the results in Table A14, the policy status of neighboring cities does not significantly

affect the city’s own outcomes. Table A15 further indicates that there is no carbon leakage across

cities within the same province. Moreover, we examine whether the pilot policy changes the structure

of inter-regional input-output linkages. Regressing the cross-city input/output share with the pilot

dummy yields null results, as Table C4 suggests. Thus, regional spillovers or cross-regional influences

are not a relevant mechanism at play. Furthermore, we estimate the effects of the pilot policy on

intercity migration flows, freight transport flows (in carbon-intensive, upstream, and downstream sec-

tors), and investment flows (also in carbon-intensive, upstream, and downstream sectors). According

to the results reported in Table C10, we find null effects of the policy on spatial linkages. Since

regional spillover mainly takes effect via these spatial linkages, such results point to the conclusion

that regional spillover effects may not be a significant mechanism at play.

According to the related policy documents, we do not find discernible evidence that the imple-

mentation of such a pilot policy needs cross-city or even cross-province cooperation and coordination.

Moreover, as Tables G2 and G3 indicate, we cannot find evidence that supports the fact that the

pilot policy exerts spatial spillover effects on housing prices and other outcomes of neighboring cities.

Finally, as the results of spatial autoregressive estimation suggest in Table A12, the regional spillovers

are much weaker than intercity spillovers.

5.5 Effects on Exit

The effects on exit are reported in Table A16. The sign of the coefficient is the same as the

counterpart of the effect on entry. For example, both the effects on entry and exit in the carbon-

intensive sector are negative. One plausible explanation is that less entry leads to less creative

destruction and market turnover, as Shi (2021b) and Barwick et al. (2022) suggest. However, we

are unable to provide further evidence to support this explanation, and we are unable to rule out

other explanations such as the response of the market structure (measured by markup distribution),

and, thus, the effects on exit are not the focus of this paper.

5.6 Alternative Specifications

Next, we include all sectors, including carbon-intensive, upstream, downstream, and non-carbon-

intensive sectors in the regression sample, stack the data to the city-year level, and calculate the

respective outcomes that consist of specific sectors. We estimate a specification as follows:
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yit = α1(Pilotit) +Xitβ + λi + λt + σit, (6)

where yit is the outcome at the city-year level, 1(Pilotit) is the treatment variable, and λi and λt are

city and year fixed effects. The results are shown in Table A17. We also conduct several event-study

analyses based on equation 7, and the results presented in Figures A14-A16. All the results indicate

that the difference-in-differences estimates are consistent and not biased due to the unobserved pre-

treatment trends.

yit =
∑
τ ̸=−1

ατ1(Piloti)× 1(t = τ) +Xitβ + λi + λt + σit, (7)

5.7 Documenting price index changes in production networks

We provide primitive evidence to document the mechanism of demand/supply change through the

input-output linkages by estimating the following specification exploiting a difference-in-differences

strategy:

Target/Upstream/DownstreamPriceit = αPostit +Xitβ + λi + λt + uit, (8)

where the dependent variable is the price index of the carbon-intensive/upstream/downstream sector,

which is obtained by establishing the price deflator for each city-sector-year cell and then calculating

a weighted average,28 where the weight is the associated input/output share; Postit is an indicator

variable of whether city i has implemented the low-carbon pilot policy in year t; Xit is a vector of

controls including log per capita GDP and log population; λi is city fixed effects; λt is year fixed

effects; uit is the error term. We cluster standard errors at the city level.

The price deflator of each city-sector-year cell is constructed using China Statistical Yearbooks

and China Price Yearbooks. Due to data availability, we cannot obtain detailed city-sector-year-level

price information. We construct the price index as the product of the price deflator at the city level

(for all sectors) and sector level (for all cities). We also try different ways to construct the price index,

such as raising the deflator at the city and sector level to a certain power that adds up to one (a

constant return to scale Cobb-Douglas combination, CityPriceaSectorPrice1−a). We can show that

different ways of constructing the price index produce consistent results.

We report the results in Table 4. The implementation of the low-carbon pilot significantly reduces

the price index of the carbon-intensive (dependent variable in column (1)), upstream (dependent

variable in column (2)), and downstream sectors (dependent variable in column (3)). Such results are

consistent with the model prediction illustrated by Figure 1. Thus, we verify that the demand/supply

28The formula for calculation is TargetPriceit =
∑

j Carbonj × SectorPriceijt; UpstreamPriceit =∑
j Upstreamnessj × SectorPriceijt; and DownstreamPriceit =

∑
j Downstreamnessj × SectorPriceijt.

20



change due to the low-carbon pilot is a mechanism at play.

Table 4: Effects on price indices

(1) (2) (3)

log(Pirce Index)
Carbon-intensive Upstream Downstream

1(Pilot) -0.00920*** -0.0396*** -0.0204***
(0.00284) (0.00209) (0.00173)

City FE Y Y Y
Year FE Y Y Y
Controls Y Y Y

Prov FE*Year FE Y Y Y
Observations 4,425 4,425 4,425
R-squared 0.974 0.987 0.987

Number of cities 295 295 295

Notes: The sample covers 295 cities during 2005-2019. In all regressions city and year fixed effects are included. Controls
include the log per capita real GDP, and the log population of the cities. We cluster the standard error at the city level. *
Significant at 10%, ** 5%, *** 1%.

5.8 Further Empirical Analyses

In this section, we conduct a series of further empirical analyses. We first explore the hetero-

geneous effects in firm size. The results are presented in Table A18. The increase in the patent

applications for EEP and GP is driven mainly by large firms, whose registered capital is in the top

10th percentile. Such results are consistent with the policy background of subsidizing green innovation

at firms capable of launching low-carbon projects, which are mainly large firms. We then look at the

heterogeneous effects with respect to carbon emission intensity. We calculate firm entry and patent

applications in different city-year cells for firms whose carbon emission intensity is higher or lower

than the sample median, and estimate the effects of the low-carbon-zone pilot on these outcomes. Re-

sults in Table A19 indicate that the effects are more pronounced for firms in carbon-intensive sectors

with a higher emission intensity. Such results are consistent with the goal of the policy, which targets

firms with higher emission intensity. For firms with high and low emission intensities in upstream

(downstream) sectors, the effects are equally pronounced. This result reassuringly indicates that the

effects in upstream and downstream sectors are caused by input-output networks, instead of by direct

regulation.

To sum up, our results link the response of entry to entry, production, and emissions regulation;

link the response of emissions to emissions regulation; and link the response of innovation to research

subsidies. In the model and quantitative analysis below, we separately quantify the effects of entry

costs, emissions fees, production regulation, and research subsidies.

6 Model

The model is a multisector version of Acemoglu et al. (2018)’s model, with input-output linkages,

as in Caliendo and Parro (2015). We use the model because it is the minimum one that contains
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(1) sector-level input-output linkages, (2) firm dynamics (entry, exit, and productivity dynamics), (3)

green and non-green innovation, and (4) carbon emissions.29 To our best knowledge, this model is the

first one that incorporates firm dynamics and endogenous growth, sector-level input-output linkages,

carbon emissions, and policy measures all in one model. The model is the minimal one that can

generate theoretical predictions that are consistent with the empirical findings, and that can be used

to quantify the effects of the carbon emissions regulation. For the baseline case, we use a model with

a single location. We do so because we find that (1) the regulation does not affect spatial linkages and

(2) the regulation does not exhibit strong spatial spillover effects. However, we indeed build a model

with multiple locations in Appendix E. The qualitative and quantitative results using the model are

all similar to those with the model of a single location. We also compare the baseline model with the

one without sectoral input-output linkages in Appendix D. We provide proof and derivations of some

theoretical results in Appendix F.

Time is continuous. Representative households have CRRA preference: U =
∫∞
0 exp(−ρt)C(t)1−γ

1−γ dt.

There are three sectors: carbon-intensive sector (indexed by (1)); upstream of the carbon-intensive

sector (indexed by (2)); and downstream of the carbon-intensive sector (indexed by (3)). Each firm can

only produce and innovate in one sector. The upstream and downstream sectors in the model corre-

spond to the unregulated ones in the empirical analysis. Additional inclusion of unregulated upstream

and downstream sectors does not alter the main qualitative and quantitative results, but significantly

raises the computational burden and makes many analyses infeasible.30 For ease of exposition, we may

omit the sector subscripts when there is no confusion. Final goods C(t) = C1(t)
α1C2(t)

α2C3(t)
1−α1−α2 ,

where Ci(t) is the composite intermediate goods in sector i. α1 and α2 are consumption shares, which

are calibrated in the next section. Standard derivation yields the Euler equation: Ċ
C = r−ρ

γ .

There are two types of labor, skilled labor ls and unskilled labor lu. Skilled labor is used for

innovation (h) and product-line maintenance (ϕ), while unskilled labor is used for production (luP )

and emissions reduction (luR). The supply of skilled and unskilled labor is inelastic. The measure of

skilled labor is ls, and the measure of unskilled labor is 1. The wages of skilled and unskilled labor

are ws and wu, respectively.

A continuum of intermediate goods is produced in sector i, with the production function:

qi(ω) = zi(ω)l
βi

uPm
βi1(1−βi)
i1 m

βi2(1−βi)
i2 m

(1−βi1−βi2)(1−βi)
i3 (9)

where zi(ω) is the leading-edge productivity draw for ω, which is firm- and sector-specific; luP is the

unskilled labor input, which is both firm- and sector-specific; and mij is the composite intermediate

29Ideally, we can also use other models, such as Akcigit et al. (2021), which are almost homomorphic. Alternative
models do not change any theoretical insights, but may change the results of quantitative analysis. However, the earlier
generation of firm dynamics models, including Hopenhayn (1992) and even Klette and Kortum (2004), cannot satisfy
all modeling requirements.

30The computational burden increases significantly with the number of sectors.
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goods used to produce ω, which is both firm- and sector-specific. βij measures the structure of the

input-output network, which is calibrated in the next section. Although from equation (9), all sectors

use the output of other sectors as inputs, the downstreamness and upstreamness can still be manifested

by the magnitude of βij .

The intermediate goods producers can add one more green product (patent)31 by hiring h skilled

workers at the flow rate XG = (1 + τ1)
ηθηnη

Gh
1−η, where τ1 is the innovation subsidy (that exists

for all three sectors),32 and η ∈ (0, 1) and nG is the number of green patents the firm already has.33

Here we suppress the sector subscripts. Each firm can only innovate and add patents in the same

sector that it belongs to. The intermediate goods producers can also add one more non-green product

(patent) by hiring h skilled workers at the flow rate XNG = θηnη
NGh

1−η, where η ∈ (0, 1) and nNG are

the number of non-green patents the firm already has. θ is the innovation capacity. The cost function

of R&D for a green patent is

CG(xG, nG, θ) = wsnGx
1

1−η

G θ
− η

1−η (1 + τ1)
− η

1−η ≡ wsnG(1 + τ1)
− η

1−ηG(xG, θ) (10)

where xG = XG/nG is the innovation intensity. The cost function of R&D for non-green patents is

CNG(xNG, nNG, θ) = wsnNGx
1

1−η

NG θ
− η

1−η ≡ wsnNGG(xNG, θ) (11)

We assume that the operation of each product requires ϕ > 0 units of skilled labor. We also

assume that research does not have any direction across all product lines, which means that firms do

not know ex ante the particular product line on which they will innovate. This results in the fact that

their expected return to R&D is the expected value across all product lines. When a firm innovates

over a product line ω, it increases the productivity of the product line by ∆z̄, where z̄ =
∫ 1
0 z(ω)dω.

That is, z(t+) = z + ∆z̄. Here we suppress the subscripts for the sector and the firm. As in other

firm-dynamics models (Klette and Kortum, 2004; Acemoglu et al., 2018; Akcigit et al., 2021), in

this model, a product is equivalent to a patent that grants technological access to produce it. The

firm with the improved technology in product line ω takes over this product line, but, the firm that

previously had the leading-edge technology might still compete if the current owner tries to set a very

high price.34 Here we also suppress sector subscripts.

There is a unit measure of potential entrants. Each entrant has access to an R&D technology

G(xentry, θE). Thus, an entrant wishing to achieve an innovation rate of xentry hires skilled labor of

31The green patent here consists of both green patents (GP) and energy efficient patents (EEP) in the empirical
analysis.

32Here subscript “1” does not represent a sector but one type of policy instrument. It works the same for other τ ’s.
33When estimating the model, the number of green patents equals the sum of zero-carbon and energy-efficient patents.
34Same as Acemoglu et al. (2018), assume that there is a two-stage pricing game between any firm that wishes to

supply a product ω ∈ [0, 1], whereby each firm first has to enter and pay a small cost ϵ > 0, and then all firms that have
entered simultaneously set prices.
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hentry = (1 + τ2)G(xentry, θE), where τ2 is the intensity of entry regulation for the carbon-intensive

and the upstream and downstream of carbon-intensive sectors. Here we omit the subscript for the

sector. This specification implies that a potential entrant has access to the same R&D technology

as an incumbent with innovative capacity θE and a single active product would have had. Following

a successful innovation, the entrant improves the productivity of a randomly chosen product line by

∆z̄. This description implies the following optimization problem for entrants:

max
xentry≥0

{xentryEV entry(z +∆z̄, θ)− ws(1 + τ2)G(xentry, θE)}. (12)

Same as a standard firm dynamics model, there exist three causes for exit (of products and firms):

(1) There is an exogenous negative destructive shock at the rate φ > 0, which leads to firm exit and

makes it shut down all its product lines. (2) There will be creative destruction due to innovation

by other firms replacing the leading-edge technology in a particular product line. (3) There will be

so-called “endogenous obsolescence,” which means that firms will voluntarily shut down some product

lines because they are no longer sufficiently profitable relative to the fixed cost of operation.

Firms do not differ in terms of their innovative capacities. Upon successful entry, each firm has

its fixed type θ. Each firm is also subject to an exogenous destructive shock at the rate φ > 0. Once

a firm is hit by this shock, its value declines to zero and it exits the economy.

Assume that only the producers of intermediate goods in the carbon-intensive sector emit CO2.

The emission function is E(q, luR) = λ1q × ( q
luR

)λ2 , where λ1 > 0, λ2 > 0, and q is the amount of

goods produced, and luR is the unskilled labor used to reduce emissions. The setting of functional

form is constructed in pursuit of simplicity and model tractability. The flow cost of carbon emissions

is τ0E(q, luR), where τ0 is the unit cost of carbon emissions. Here we also suppress sector subscripts.

In the quantitative analysis, we also try different functional forms of the emissions function, and the

theoretical predictions still hold, and the quantitative results remain robust.

We assume that firms and households are not directly affected by the total amount of carbon

emissions since they only take effect in the very long run. We only take the social benefits of emissions

reduction into account when conducting welfare analysis.

The static profit-maximization problem of intermediate producers in the carbon-intensive sector

is:

max
p1,luR,luP

p1q1 − wu(luR + luP )−m11P1 −m12P2 −m13P3 − τ0λ1q1 × (
q1
luR

)λ2 , (13)

subject to q1 = ( p1
(1−τ3)P1

)−σ1Q1. τ3 > 0 implies that the production of carbon-intensive composite

intermediate goods is regulated. The static profit-maximization problem of intermediate producers

in the upstream or downstream of the carbon-intensive sector is:

max
luP

piqi − wuluP −mi1P1 −mi2P2 −mi3P3, (14)
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subject to qi = ( piPi
)−σiQi (i = 2, 3). Here Pi = [

∫
p1−σi

i dω]
1

1−σi .

In sum, the model fully captures the four policy measures of the carbon emissions regulation, by

four parameters: τ0, τ1, τ2, and τ3. First, the carbon emission regulation raises the implicit emissions

fee, and this is reflected in τ0. Second, the carbon emission regulation offers research subsidies and

encourages green innovation, and this is reflected in τ1. Third, the carbon emission regulation increases

the entry cost in carbon-intensive sectors (by requesting firms to purchase more emissions reduction

equipment upon entry), and this is reflected in τ2. Finally, the policy increases the cost of producing

carbon-intensive products, and this production regulation is reflected in τ3. These parameters fully

capture all forms of incentive and regulatory measures in the pilot policy. Although there might be

a huge variety of actual forms of policy implementation, these will all fall into one or more categories

described by these τ ’s.

We further define the relative productivity by ẑ = z
wu

, define the aggregate productivity in sector

i as Zi = [
∫
z(ω)σi−1dω]

1
σi−1 , denote the variable X normalized by Z by X̃, and let µ denote the

endogenous average creative destruction rate. The stationary value function, V , is

rṼ ( ˆPD) =max{0,max
x≥0

[
∑
ẑ∈ ˆPD

[π̃(ẑ)− wsϕ

+ µ[Ṽ ( ˆPD − ẑ)− Ṽ ( ˆPD)] +
∂Ṽ ( ˆPD)

∂ẑ

∂ẑ

∂wu

∂wu

∂t
]]

− nNGw̃sG(xNG, θ)− wsnG(1 + τ1)
− η

1−ηG(xG, θ)

+ nGxG[EṼ ( ˆPD + {ẑ +∆z̄})− Ṽ ( ˆPD)]

+ nNGxNG[EṼ ( ˆPD + {ẑ +∆z̄})− Ṽ ( ˆPD)]

+ φ(0− Ṽ ( ˆPD))}.

(15)

The first two lines (inside the summation) include the instantaneous operating profits, minus the

fixed costs of operation, plus the change in firm value if any of its products get replaced by another

firm through creative destruction at the rate µ, plus the change in firm value due to the increase in

the economy-wide wage. This last term accounts for the fact that, as the wage rate increases, the

relative productivity of each of the product lines that the firm operates in declines. The third line

subtracts the R&D expenditure. The fourth and fifth line expresses the change in firm value when the

firm is successful with its R&D investment at the rate xG and xNG. The last line shows the change

in value when the firm has to exit due to an exogenous destructive shock at the rate φ.

The shares of product lines, active and inactive, are Φ and ΦNP , respectively, where Φ+ΦNP = 1.

This condition holds for all three sectors. Unskilled labor market clearing is:
∑3

i=1

∫
luP,i(ω)dω +∫

luR(ω)dω = 1. Skilled labor market clearing is:
∑3

i=1[G(xentryi , θE)+Φ[h(ws)+ϕ]] = ls. Final goods

market clearing is: Y = C. Composite intermediate goods market clearing is Qi = Ci +
∑3

j=1mij .

The budget constraint of the household is C(t) + Ȧ(t) = rA(t) +ws(t)ls +wu(t) + Tr(t), where Tr(t)
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is the lump-sum transfer to the household.

Definition 1. A stationary competitive equilibrium consists of a tuple

{{luR,i, luP,i,Φi,Φ
NP
i , xi, x

entry
i , hi, Ṽi, ˆPDi, {zi(ω)},

{mij}3j=1, Pi, Qi}3i=1, µ, ws, wu, r},

such that: (1) intermediate goods producers’ profit-maximization problem is solved; (2) firms’ value

function takes the form of Equation 15; (3) the optimal R&D policy derived below is satisfied for firms;

(4) the optimal entry policy derived below is satisfied; (5) labor market and goods markets clearing

are satisfied; (6) evolution of productivity follows the below form; (7) the sum of the share of product

lines equals 1; and (8) Euler equation is satisfied.

The low-carbon-zone pilot policy can be understood as an increase in τ0, τ1, τ2, τ3. That is,

firms in the carbon-intensive sector have higher emission fee, entry costs, production regulation,

and research subsidies. The model has the following empirical predictions, which are all verified

by numerical simulations under values of calibrated of parameters (see Tables 5, 6, and A20). For

example, Table A20 shows the changes in price indices and equilibrium quantities that are consistent

with the implications of the following two predictions.

Prediction 1. Under more stringent carbon emissions regulation, in the carbon-intensive sector, firm

entry decreases, and green innovation increases.

This prediction is derived from the fact that firms in the carbon-intensive sectors have higher

emission fees, entry costs, production regulation, and research subsidies. This prediction is also

verified by several policy experiments presented below. Again, this prediction, and the predictions

below, only hold under some specific values of parameters.

Prediction 2. There is more entry and innovation in the downstream sector and less entry and

innovation in the upstream sector (if both the price and quantity of the intermediate goods in the

carbon-intensive sector drop).

Since the carbon-intensive sectors are regulated, they need fewer intermediate inputs produced by

the upstream. As a result, firms in the upstream sectors have a smaller profit margin and find it less

profitable to enter the market and innovate. This explains the negative effects of the low-carbon-zone

pilot on entry and innovation in the upstream sectors. In addition, since there is more innovation

in the carbon-intensive sectors, there is productivity growth in the carbon-intensive sectors. As a

result, under the constant-markup pricing rule, the price of the output drops. Therefore, firms in the

downstream sectors have a larger profit margin and find it more profitable to enter the market and

innovate. This explains the positive effects of the low-carbon-zone pilot on entry and innovation in

the downstream sectors.
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How the effects of the low-carbon-zone pilot propagate in the input-output networks is shown

in Figure 1, and is further validated in Table A20, which shows the changes in price indices and

production quantities of Figure 1. Under the emissions regulation, the supply curve of carbon-intensive

sectors shifts left. The demand curve also shifts left because the carbon-intensive sectors’ output must

be sold subject to a wedge. If the left shift of the demand curve is greater than that of the supply

curve, decreases in both sectoral size and price are achieved in carbon-intensive sectors. As carbon-

intensive sectors shrink, upstream sectors face a decrease in their output demand, shifting the demand

curve to the left. Downstream sectors face a decrease in the input price of goods from carbon-intensive

sectors, shifting the supply curve to the right.

Figure 1: The mechanisms of policy diffusion

(a) (b) (c)

Notes: These figures depict how the effects of the low-carbon-zone pilot propagate in the input-output networks via
affecting the demand and supply of sectors.

7 Quantitative Exercise

In this section, we first introduce how to calculate the equilibrium defined above and then discuss

model estimation given the calculation outcomes and using indirect inference.

7.1 Model Solution

The model can be solved computationally as a fixed point of the following vector of six aggregate

equilibrium variables for each sector i

{w̃s, Pi,Φi,Φ
NP
i , ¯̂zi, EYi(ẑ +∆¯̂z)}3i=1. (16)

We can solve for the stationary equilibrium by first posing a conjecture for equation (16) for all

the carbon-intensive, upstream, and downstream sectors, then solving for the individual innovation

decisions and verifying the initial conjecture. We conduct the computation with and without the
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implementation of the pilot policy. Specifically, using the guess for these variables:

1. We compute the innovation rates (xi, x
entry
i ), R&D values (Ωi) for all three sectors and

aggregate growth rate g.

2. Using the innovation intensities, we can calculate the stationary equilibrium distribution over

active/inactive product lines and over values of ẑ for all three sectors by using Lemma 3.

3. We can check the labor market-clearing conditions using the innovation intensities and the

above distributions and compute the equilibrium wage rates from the market-clearing conditions for

skilled and unskilled labor, updating w̃s.

4. We update the values for ¯̂z and E[Yi(ẑ +∆¯̂z)] for all three sectors by using the productivity

distribution and Lemma 2.

5. We update the guess for wage and price indices of each sector. We iterate the above process

until convergence.

This procedure gives us (16) as a fixed point and generates the stationary equilibrium distributions

of relative productivities. The time needed for convergence in this multi-sector model is much longer

than that in a regular single-sector model. Theoretically, suppose X is the number of iterations

needed for one sector to converge and N is the number of sectors, then the number of iterations for

an N -sector model to converge is XN . Thus, given our 3-sector model, it takes much longer than a

single-sector model.

7.2 Model Estimation

First, we can parameterize the following: (1) log(τ0) = a0 + a1 × 1(Pilot) (emissions fee as a

function of policy treatment status); (2) log(τ1) = b0+ b1×1(Pilot) (research subsidy as a function of

policy treatment status); (3) log(τ2) = c0 + c1 × 1(Pilot) (entry costs as a function of the treatment

status); (4) log(τ3) = d0+d1×1(Pilot) (production regulation as a function of the treatment status).

a1, b1, c1, d1 represent the elasticity of the pilot policy on cost parameters of regulation. For example,

implementing the policy increases τ0 by 100a1%. We use the linear specification because 1(Pilot) is an

indicator variable that only takes values of zero and one. Using a first-order polynomial is equivalent

to a higher-order polynomial. However, we do try a linear functional form for robustness checks,

expressing τ ’s as a linear function of 1(Pilot).

The set of calibrated parameters is: Θ1 =
{
ρ, γ, LS , ϵ, η, βij , βi, α1, α2

}
. The set of parameters

to be internally estimated is: Θ2 = {a0, a1, b0, b1, c0, c1, d0, d1, ϕ, θ, θE ,∆, φ, λ1, λ2}. Θ2 is estimated

using indirect inference.

Following Acemoglu et al. (2018), we set the discount rate equal to ρ = 2%, which corresponds

to an annual discount factor of 97% (Song et al., 2011). Also, following Acemoglu et al. (2018), we set

the inverse of the intertemporal elasticity of substitution γ = 2 and set the measure of skilled labor

Ls = 0.166 (measured by population share of those with a college degree in 2010 Census). We follow
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Broda and Weinstein (2006) and set the elasticity of substitution to ϵ = 2.9. Following Blundell et al.

(2002) and Hall and Ziedonis (2001) we set the elasticity of innovation with respect to R&D to 0.5.

We then externally calibrate βij , βi, αi using statistical data. The data required are trade deficit

Di, value-added Vi, gross production Yi of sector i (i=upstream, carbon, downstream) in China, as

well as the input-output table of China. The share of sector i’s spending on sector j’s goods βij is

calculated from the input-output table of China as the share of intermediate consumption of sector j in

sector i over the total intermediate consumption of sector i, times one minus the share of value-added

in sector j, 1-βj . The share of value-added in sector i is given by βi = Vi/Yi. We calculate the final

consumption share αi as the total expenditure of sector i goods, subtract the intermediate expenditure

from all sectors, and divided by total final absorption i.e., αi =
(
Yi +Di −

∑J
j=1 βjiYj

)
/I. The total

expenditure of sector i goods is the sum of gross production Yi and trade deficit Di in sector i namely,

Yi+Di. The total final absorption of China equals the sum of the national value-added, trade deficit,

and tariff revenue. The results are presented in Table A21.

The remaining 15 parameters can be estimated using indirect inference. We simulate 10, 000 ×

295× 472× 15 firms (to construct a balanced panel data set of 295 cities, 472 sectors, and 15 years),

and compute the model-implied regression coefficients and minimize the gap between the model and

the actual data. The coefficients are the entry, exit, emission, EEP, GP, NEP, and output for all

three sectors, and for large, medium, and small firms.35 Thus, there are 60 targeted coefficients.

Specifically, we solve the following:

min
Θ2

||ModelCoefficients(Θ2)−DataCoefficients||. (17)

Standard errors are calculated by the Bootstrap method. Specifically, we estimate the model

parameters 5000 times by targeting the empirical coefficients that are randomly generated based on

the bootstrapped distribution of the data coefficients, and then obtain their standard errors from the

distribution across these 5000 estimations. The model estimates are presented in Table A22.

We would like to make some arguments regarding model identification here. Like the majority

of the macroeconomics literature, we cannot provide a formal result on model identification when the

parameters are estimated using indirect inference (or simulated method of moments, SMM). However,

the key parameters, including the parameters related to each policy measure (τ ’s) can be (at least

partially) identified using moments of carbon emissions, output, entry and exit, and innovation.

Moreover, in practice, our estimation results do not rely on the initial condition of the minimization

problem of equation (17) and plausibly reach a (globally) unique solution.

We then conduct a policy experiment by looking at how the equilibrium and welfare change with

35Large firms are defined as firms with registry capital in the top 10 percentile, medium firms are defined as those
whose registry capital belongs to the top 10-50 percentile, and small firms are those whose registry capital belongs to
the bottom 50 percentile.
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implementing the low-carbon-zone pilot. Under the policy, τ0, τ1, τ2, and τ3 all change. Implementing

the policy reduces entry and increases innovation for the carbon-intensive sector (xG, xNG, and qmin

both increase), reduces both entry and green innovation for the upstream sector (x decreases and qmin

increases), and increases both entry and innovation for the downstream sector (xG and xNG increases

and qmin decreases). In addition, implementing the policy leads to a transition to the green economy,

which is shown by decreased carbon emissions in carbon-intensive sectors and a larger change in xG

than xNG. However, the net effects on the growth rate of the entire economy and the welfare are not

large: the growth rate is improved by only 0.8%, and welfare, measured by consumption, is improved

by only 0.01%, as shown in Table 5. Here the welfare is a monotonic function of consumption, and it

does not include the social benefits of carbon reduction. Furthermore, Table 6 illustrates the effects

of different channels, including (1) emissions fees, (2) research subsidies, (3) entry costs, and (4)

production regulation.36 The effects of channels (1), (3), and (4) on growth and welfare are negative

and of similar sizes, while the effects of channel (2) are positive. We also investigate the relationship

between the policy parameters and the growth and welfare effects, and plot the relationships in Figure

C6. The negative effects are larger if emissions, entry, and production regulations are more stringent,

and the positive effects are larger if the research subsidy is larger.37 This indicates the aggregate

effects of a carbon emission regulation depend on the stringency of each policy channel. The change

in prices and quantities in the market equilibrium in the simulation is shown in Table A20, which

shows the change in prices and quantities in the three sectors are different given different policy

parameters. Thus, the observed pattern in market equilibrium is sensitive to parameter values. We

also look at the heterogeneity with respect to firm-level carbon emissions. According to Figure 2,

the effects on entry and xG are larger in magnitude if firms emit more, whereas emissions and xNG

do not have a salient positive relationship. These patterns are consistent with the empirical findings

presented in Table A19.

Table 5: Policy experiment

xentry xG xNG qmin carbon emissions g welfare (consumption-equivalent)

Non-pilot, carbon 0.023 0.512 0.478 1.081 0.0874
Non-pilot, upstream 0.019 0.487 0.424 1.138

Non-pilot, downstream 0.027 0.531 0.499 0.945
Non-pilot, total 0.0481 0.8470
Pilot, carbon 0.026 0.533 0.482 1.119 0.0669

Pilot, upstream 0.022 0.472 0.421 1.253
Pilot, downstream 0.023 0.541 0.505 0.901

Pilot, total 0.0485 0.8471

We finally conduct a policy experiment in a model without input-output linkages.38 In such a

model, the upstream and downstream sectors are always not directly affected. Furthermore, the effects

36To evaluate the effect of the emissions fee channel, we fix τ1, τ2, and τ3, and let τ0 vary. The method for separately
evaluating other channels is the same.

37However, this negative effect can be offset by the welfare improvement led by carbon emissions reduction.
38The details of the model and quantitative analysis are presented in Appendix D.
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Figure 2: The heterogeneous effects related to carbon emissions

Notes: This figure depicts the relation between relative change in outcomes and relative carbon emissions. The relative
change in outcomes includes the negative of relative change in entry and the relative change in xG and xNG. Relative
carbon emissions are the ratio of a firm’s emissions to the minimum emissions level of all firms in the economy, or the
carbon-intensive sector. Note that in the economy, only the carbon-intensive sector has carbon emissions.

Table 6: Quantifying the effects of different channels

xentry xG xNG qmin carbon emissions g welfare (consumption-equivalent)

Benchmark case

Non-pilot, carbon 0.023 0.512 0.478 1.081 0.0874
Non-pilot, upstream 0.019 0.487 0.421 1.138

Non-pilot, downstream 0.027 0.531 0.499 0.945
Non-pilot, total 0.0481 0.8470

Emissions fee channel

Pilot, carbon 0.025 0.503 0.465 1.115 0.0674
Pilot, upstream 0.021 0.476 0.428 1.211

Pilot, downstream 0.023 0.524 0.478 0.951
Pilot, total 0.0469 0.8463

Research subsidy channel

Pilot, carbon 0.021 0.531 0.481 1.011 0.0873
Pilot, upstream 0.016 0.496 0.423 1.002

Pilot, downstream 0.028 0.542 0.503 0.897
Pilot, total 0.0501 0.8473

Entry cost channel

Pilot, carbon 0.024 0.509 0.468 1.113 0.0713
Pilot, upstream 0.021 0.480 0.431 1.209

Pilot, downstream 0.022 0.521 0.476 0.949
Pilot, total 0.0470 0.8465

Production regulation channel

Pilot, carbon 0.024 0.503 0.423 1.114 0.0718
Pilot, upstream 0.021 0.476 0.428 1.209

Pilot, downstream 0.023 0.519 0.475 0.948
Pilot, total 0.0471 0.8463
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of the policy cannot propagate to the upstream and downstream sectors through input-output linkages.

Thus, the negative effects of the emissions fee channel, the entry cost channel, and the production

regulation channel are smaller in the model without input-output linkages, while the positive effects of

the research subsidy channel are also smaller in the new model. The results of the policy experiment

in the new model are displayed in Tables 7 and A23. In total, the welfare impacts of the carbon

emissions regulation will be over-estimated (by about 200%39) if one overlooks input-output linkages.

The fact of overestimation is also sensitive to the value of parameters. If parameters change, then the

effect may also be underestimated.

Table 7: Policy experiment without input-output linkages

xentry xG xNG qmin carbon emissions g welfare (consumption-equivalent)

Non-pilot, carbon 0.023 0.512 0.478 1.081 0.0874
Non-pilot, upstream 0.019 0.487 0.421 1.138

Non-pilot, downstream 0.027 0.531 0.499 0.945
Non-pilot, total 0.0481 0.8470
Pilot, carbon 0.025 0.531 0.479 1.118 0.0778

Pilot, upstream 0.019 0.487 0.421 1.138
Pilot, downstream 0.023 0.537 0.499 0.897

Pilot, total 0.0488 0.8473

7.3 Quantifying Market Spillovers and Interpreting DDD Results

A potential concern with our DDD results is the non-carbon-related sectors (the control group in

DDD) are indirectly affected by the market spillover effects, which are at play through the price signals.

In this section, we use the quantitative model to interpret the results of difference-in-difference-in-

differences estimation, similar to that of Chen et al. (2021). We can decompose the market spillover

effects of the carbon emission regulation on entry and innovation into the contribution of the change

in output price level and the change in wage rate. We then re-interpret our difference-in-difference-

in-differences estimator using our quantitative framework.

To quantify the effects on firm dynamics that are specific to changes in price indices and wage

rate, we use the production function of a generic firm in the non-carbon-related sector n:

qn(ω) = zn(ω)l
βn

uPm
βi1(1−βn)
n1 m

βn2(1−βn)
n2 m

(1−βn1−βn2)(1−βn)
n3 (18)

where zn(ω) is the leading-edge productivity draw for ω; luP is the unskilled labor input; and mnj is

the composite intermediate goods used to produce ω. βnj measures the structure of the input-output

network, which is calibrated in the next section. We calibrate βn and βnj using input-output tables.

The rest of the economic processes for the non-carbon-related sector are the same as those of carbon-

related sectors, except that the non-carbon-related sector is not subject to any direct regulation and

that the non-carbon-related sector has zero emissions.

39 (0.8473−0.8470)−(0.8471−0.8470)
0.8471−0.8470

× 100% = 200%.
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The non-carbon-related sector is only indirectly affected by market spillovers, or in other words,

the changes in price indices and wage rates. Therefore, we can simulate the effects of regulation and

separately quantify the effects on firm dynamics through the channel of changing price indices and

wage rates. According to Table 8, the effects of carbon pilot on non-carbon-related sectors through

the indirect channel of changing prices and wages are much smaller than the direct effects, as shown in

Tables 5 and 6. Thus, we quantitatively show that the market spillover effects on non-carbon-related

sectors do not matter much for the DDD estimates.

Table 8: Quantify the indirect effects on the non-carbon-related sector

xentry xG xNG qmin

Non-pilot, non-carbon-related 0.0202 0.5040 0.4630 1.0540
Pilot, non-carbon-related (total) 0.0204 0.5042 0.4632 1.0541

Pilot, non-carbon-related (only price indices change) 0.0203 0.5041 0.4631 1.0540
Pilot, non-carbon-related (only wages change) 0.0203 0.5041 0.4631 1.0540

Finally, we can use model-generated data, which already accounts for the market spillover to non-

carbon-related sectors, to re-estimate the difference-in-difference-in-differences specifications. Using

the model-generated data, the DDD coefficients are close to those obtained from the actual data.

For example, in Table 9, the estimate of the effect on entry for carbon sectors is -0.292 for model-

generated data and -0.314 for actual data. The results for other outcomes and other sectors are

also qualitatively similar. Therefore, we can use the quantitative model to interpret the results of

difference-in-difference-in-differences, and the implication is that the market spillover effects on non-

carbon-related sectors are not a dominating force that leads to significant bias.

Table 9: Using model to interpret DDD results

Carbon Sectors Upstream Sectors Downstream Sectors

Actual data Model-generated data Actual data Model-generated data Actual data Model-generated data

Entry -0.314 -0.292 -0.803 -0.774 0.859 0.815
Exit -0.241 -0.201 -0.435 -0.389 0.558 0.567

Patent, all 0.261 0.255 -0.456 -0.441 0.437 0.406
GP 0.037 0.065 -0.322 -0.332 0.365 0.301
NEP -0.069 -0.058 -0.454 -0.418 0.273 0.246

7.4 Model Validation

We compare the model simulated coefficients and the data coefficients, and the results of the

comparison are shown in Table A24. For comparison of moments, the results are shown in Tables C11

and C12, respectively. The results indicate that the model matches the data quite well. In particular,

the model yields non-targeted coefficients and moments that match the data well, and, thus, our

modeling and calibrating approach is validated.

We can also validate the model by numerically verifying theoretical predictions. First, using

Table A20, we can see that the pilot policy results in changes in prices and quantities of each sector
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that are consistent with theoretical predictions in Figure 1. Second, the results of the counterfactual

experiment in Table 5 are all consistent with theoretical predictions. For example, Table 5 indicates

that entry and emissions both decrease in the carbon-intensive sector under the pilot policy, which is

consistent with the model (and the empirical findings).

7.5 Robustness of Quantitative Analysis

We conduct two robustness checks for our quantitative analysis. First, we use a polynomial up to

fourth order to formulate the emissions function. Specifically, we set that E(q, luR) =
∑M

m=1

∑N
n=1 λp,qq

m×

( q
luR

)−n. Note that this function is more flexible, but still homothetic so all theoretical results still

hold. We set M = N = 4 so that the polynomial is up to fourth order. We calibrate the parameters

using the same approach. Second, we use a linear (instead of log-linear) function of τ ’s with respect

to the pilot status: τi = ai + bi × 1(Pilot) (i = 1, 2, 3, 4) as a robustness check. We calibrate the

parameters using the same approach. The results of both robustness checks are presented in Table

A25, which are quantitatively robust.

7.6 Cost-benefit Analysis

In this subsection, we conduct a back-of-envelope cost-benefit assessment based on the results of

the quantitative experiments. On the cost side, the upper bound of the pecuniary cost of the carbon

emissions regulation is 20 million RMB (2.9 million USD). This pecuniary cost is used largely to

start the fund for low-carbon research subsidies.40 The average level of consumption in pilot cities in

2010 was around 19,984 RMB (2,865 USD). According to Table 5, the welfare gain due to the carbon

emissions regulation was around 0.0118%. Given CRRA preference (U(C) = C1−γ

1−γ , where γ = 2),

the welfare gain is translated to an increase in consumption of 2.4 RMB (0.34 USD) per person. The

average population of a pilot city was about 14.64 million, and, thus, the total consumption gain was

about 35.14 million RMB. Since the pecuniary cost of carbon emissions regulation is generally used

for low-carbon research subsidies, an alternative for our cost-benefit analysis would be to compare the

welfare gain due to the research subsidy channel with the cost. The welfare gain due to the research

subsidy channel of the carbon emissions regulation is around 0.0354%. Such a welfare gain translates

to an increase in consumption of 7 RMB (1.0 USD) per person, and, thus, the consumption gain is

about 102 million RMB (14.6 million USD). In either case, the benefit is far above the cost of the

carbon emissions regulation.

Finally, when taking into account the social benefits of carbon reduction, the welfare improvement

of the pilot policy is even larger. In the US, given the Biden administration that has recently proposed

using a social cost of carbon of 51 dollars per ton (House, 2021) and the effects on carbon emissions,

40We collect news on pilot cities’ total low-carbon research subsidies. The general amount is around 3 million to 5
million RMB. The most generous cities propose to allocate a fiscal expenditure of 20 million RMB for the low-carbon
pilot.
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we get an extra welfare benefit of 2062 million RMB (307.8 million USD), which is a huge welfare

gain compared to the previous gain from consumption increase.

8 Conclusion

Carbon and climate policies are playing an increasingly important role in shaping growth, in-

novation, and other macroeconomic outcomes (Van Den Bergh, 2017; Fried, 2018). In the case of

carbon emissions regulation, although achieving the global target of net-zero carbon emissions re-

quires emissions reduction efforts by all sectors, current regulations focus largely on the sectors with

high direct carbon emissions. In this paper, we analyze, both empirically and theoretically, how

a carbon emissions regulation with comprehensive policy measures in China affects firm dynamics,

including entry and innovation, especially through input-output networks that span the entire econ-

omy. Using a difference-in-difference-in-differences empirical strategy, we find, based on the following

outcomes, that the policy instruments are effective: significantly less entry; decreased firm-level car-

bon emissions; and more patent applications related to green and energy-efficient technologies in

low-carbon-zone pilots, in carbon-intensive sectors and after the policy is implemented.

The effects of the regulation propagate through demand/supply channels in the input-output

networks. In the upstream sectors, there are fewer entries and patent applications but higher firm-level

carbon emissions. In the downstream sectors of the carbon-intensive sectors, there are more entries

and patent applications. In upstream and downstream sectors, these effects are equally pronounced for

firms with high or low carbon emission intensity. This validates that the carbon emissions regulation

impacts mainly upstream and downstream sectors via input-output linkages, instead of via direct

regulation. We also rule out the case that our main results are biased by the endogenous selection of

pilot cities and regional spillover.

The above-mentioned facts can be rationalized by a firm-dynamics model with input-output

linkages. Estimates of the model and policy experiments inform policymakers that the aggregate

effects on growth and welfare are overestimated if one overlooks input-output linkages. While the

policy context of this paper is specific to that of China, the insights herein can easily be applied to

many other scenarios, especially all kinds of multi-faceted regulations in any country.
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Online Appendix

Appendix A Figures and Tables

Figure A1: Geographical distribution of low-carbon pilot cities

Figure A2: Trends of city-level carbon emissions

(a) (b)

Notes: In Subfigure (a), each dot represents the average city-level carbon emissions of the pilot and never-treated cities
relative to the treatment year. The year 0 of the control group is taken as 2010. Subfigure (b) is the event study analysis
for carbon emissions, controlling for log per capita real GDP, log population of the cities, and city and year fixed effects.
The data source is Chen et al. (2020).
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Figure A3: Estimating the dynamic effects on city-sector level emissions

(a) (b)

(c) (d)

Notes: The figure illustrates the OLS estimate of dynamic effects of the treatment 1(t = τ) × 1(Piloti) × 1(Carbonj)
/1(Upstream) on log(1+ emissionsijt) of the carbon-intensive sectors and upstream sectors of carbon-intensive sectors.
The horizontal axis measures the year since the city-sector experienced a treatment. The year 0 represents the first
year of the treatment. The “control group” only consists of non-carbon-related sectors. The vertical axis measures the
regression coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with controls,
city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for
the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time. The figure shows
that the effect of the carbon emissions regulation is restricted to the period in which the treatment has started (t ≥ 0).
The vertical line around each plotted coefficient indicates the 95% confidence interval, with standard errors being two-way
clustered at the city and sector levels. Every estimated effect is compared to the year that is one year prior to that of the
treatment (t = −1), which is standardized to 0.
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Figure A4: Estimating the dynamic effects on the carbon-intensive sectors

(a) (b) (c)

(d) (e)

Notes: The sample consists of 14,160 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic
effects of the treatment 1(t = τ) × 1(Piloti) × 1(Carbonj) on Entryijt, capital, Entryijt, number, and Patentijt of
the carbon-intensive sectors. The horizontal axis measures the year since the city-sector experienced a treatment. The
year 0 represents the first year of the treatment. The vertical axis measures the regression coefficients for the dynamic
effects. The “control group” only consists of non-carbon-related sectors. The coefficients are obtained using the baseline
specification (with controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only
exception that the dummy for the treatment is replaced by the interaction terms of the dummy for treatment and dummies
for time. The figure shows that the effect of the carbon emissions regulation is restricted to the period in which the
treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates the 95% confidence interval,
with standard errors being two-way clustered at the city and sector levels. Every estimated effect is compared to the year
that is one year prior to that of the treatment (t = −1), which is standardized to 0.
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Figure A5: Estimating the dynamic effects on the regulated upstream sectors

(a) (b) (c)

(d) (e)

Notes: The sample consists of 16,225 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic
effects of the treatment 1(t = τ) × 1(Piloti) × 1(Upstream, regulatedj) on Entryijt, capital, Entryijt, number, and
Patentijt of the regulated upstream sectors of carbon-intensive sectors. The horizontal axis measures the year since the
city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis measures
the regression coefficients for the dynamic effects. The “control group” only consists of non-carbon-related sectors. The
coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year fixed effects, and
sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction terms
of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every
estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized
to 0.
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Figure A6: Estimating the dynamic effects on the unregulated upstream sectors

(a) (b) (c)

(d) (e)

Notes: The sample consists of 38,350 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic
effects of the treatment 1(t = τ) × 1(Piloti) × 1(Upstream, unregulatedj) on Entryijt, capital, Entryijt, number, and
Patentijt of the unregulated upstream sectors of carbon-intensive sectors. The horizontal axis measures the year since
the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The “control group” only
consists of non-carbon-related sectors. The vertical axis measures the regression coefficients for the dynamic effects. The
coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year fixed effects, and
sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction terms
of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every
estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized
to 0.
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Figure A7: Estimating the dynamic effects on the regulated downstream sectors

(a) (b) (c)

(d) (e)

Notes: The sample consists of 14,750 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic
effects of the treatment 1(t = τ)× 1(Piloti)× 1(Downstream, regulatedj) on Entryijt, capital, Entryijt, number, and
Patentijt of the regulated downstream sectors of carbon-intensive sectors. The horizontal axis measures the year since
the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The “control group” only
consists of non-carbon-related sectors. The vertical axis measures the regression coefficients for the dynamic effects. The
coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year fixed effects, and
sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction terms
of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every
estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized
to 0.
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Figure A8: Estimating the dynamic effects on the unregulated downstream sectors

(a) (b) (c)

(d) (e)

Notes: The sample consists of 26,845 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic
effects of the treatment 1(t = τ)×1(Piloti)×1(Downstream, unregulatedj) on Entryijt, capital, Entryijt, number, and
Patentijt of the unregulated downstream sectors of carbon-intensive sectors. The horizontal axis measures the year since
the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The “control group” only
consists of non-carbon-related sectors. The vertical axis measures the regression coefficients for the dynamic effects. The
coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year fixed effects, and
sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction terms
of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every
estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized
to 0.
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Figure A9: Estimating the dynamic effects on the carbon-intensive sectors, alternative methods

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 14,160 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ)× 1(Piloti)× 1(Carbonj) on Entryijt, capital, Entryijt, number, and Patentijt of the carbon-intensive
sectors. Subfigures (a)-(e) are obtained using the method of Borusyak et al. (2022), while subfigures (f)-(j) are obtained using the
method of De Chaisemartin and d’Haultfoeuille (2020). The horizontal axis measures the year since the city-sector experienced
a treatment. The year 0 represents the first year of the treatment. The vertical axis measures the regression coefficients for the
dynamic effects. The coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year
fixed effects, and sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction
terms of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates
the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every estimated effect is
compared to the year that is one year prior to that of the treatment (t = −1), which is standardized to 0.
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Figure A10: Estimating the dynamic effects on the regulated upstream sectors, alternative methods

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 16,225 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ) × 1(Piloti) × 1(Upstream, regulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the
regulated upstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Borusyak et al. (2022),
while subfigures (f)-(j) are obtained using the method of De Chaisemartin and d’Haultfoeuille (2020). The horizontal axis measures
the year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis
measures the regression coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with
controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for
the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time. The figure shows that the
effect of the carbon emissions regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line
around each plotted coefficient indicates the 95% confidence interval, with standard errors being two-way clustered at the city and
sector levels. Every estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is
standardized to 0.
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Figure A11: Estimating the dynamic effects on the unregulated upstream sectors, alternative methods

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 38,350 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ)× 1(Piloti)× 1(Upstream, unregulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the
downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Borusyak et al. (2022), while
subfigures (f)-(j) are obtained using the method of De Chaisemartin and d’Haultfoeuille (2020). The horizontal axis measures
the year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis
measures the regression coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with
controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for
the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time. The figure shows that the
effect of the carbon emissions regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line
around each plotted coefficient indicates the 95% confidence interval, with standard errors being two-way clustered at the city and
sector levels. Every estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is
standardized to 0.
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Figure A12: Estimating the dynamic effects on the regulated downstream sectors, alternative methods

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 14,750 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ)× 1(Piloti)× 1(Downstream, regulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the
regulated downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Borusyak et al.
(2022), while subfigures (f)-(j) are obtained using the method of De Chaisemartin and d’Haultfoeuille (2020). The horizontal axis
measures the year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical
axis measures the regression coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with
controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for
the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time. The figure shows that the
effect of the carbon emissions regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line
around each plotted coefficient indicates the 95% confidence interval, with standard errors being two-way clustered at the city and
sector levels. Every estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is
standardized to 0.
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Figure A13: Estimating the dynamic effects on the unregulated downstream sectors, alternative
methods

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 26,845 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects of
the treatment 1(t = τ)× 1(Piloti)× 1(Downstream, unregulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the
unregulated downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Borusyak et al.
(2022), while subfigures (f)-(j) are obtained using the method of De Chaisemartin and d’Haultfoeuille (2020). The horizontal axis
measures the year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical
axis measures the regression coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with
controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for
the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time. The figure shows that the
effect of the carbon emissions regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line
around each plotted coefficient indicates the 95% confidence interval, with standard errors being two-way clustered at the city and
sector levels. Every estimated effect is compared to the year that is one year prior to that of the treatment (t = −1), which is
standardized to 0.
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Figure A14: Estimating the dynamic effects on the carbon-intensive sectors (city-year data)

(a) (b) (c)

(d) (e)

Notes: The figure illustrates the OLS estimate of dynamic effects of the treatment 1(t = τ)×1(Piloti) on Entryijt, capital,
Entryijt, number, and Patentijt of the carbon-intensive sectors. The horizontal axis measures the year since the city-
sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis measures the
regression coefficients for the dynamic effects. The coefficients are obtained using equation (6), with the only exception
that the dummy for the treatment is replaced by the interaction terms of the dummy for treatment and dummies for time.
The figure shows that the effect of the carbon emissions regulation is restricted to the period in which the treatment has
started (t ≥ 0). The vertical line around each plotted coefficient indicates the 95% confidence interval, with standard
errors two-way clustered at the city and sector levels. Every estimated effect is compared to the year that is one year
prior to that of the treatment (t = −1), which is standardized to 0.
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Figure A15: Estimating the dynamic effects on the upstream sectors (city-year data)

(a) (b) (c)

(d) (e)

Notes: The figure illustrates the OLS estimate of dynamic effects of the treatment 1(t = τ)×1(Piloti) on Entryijt, capital,
Entryijt, number, and Patentijt of the upstream sectors of carbon-intensive sectors. The horizontal axis measures the
year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical
axis measures the regression coefficients for the dynamic effects. The coefficients are obtained using equation (6), with
the only exception that the dummy for the treatment is replaced by the interaction terms of the dummy for treatment and
dummies for time. The figure shows that the effect of the carbon emissions regulation is restricted to the period in which
the treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates the 95% confidence interval,
with standard errors clustered at the city level. Every estimated effect is compared to the year that is one year prior to
that of the treatment (t = −1), which is standardized to 0.
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Figure A16: Estimating the dynamic effects on the upstream sectors (city-year data)

(a) (b) (c)

(d) (e)

Notes: The figure illustrates the OLS estimate of dynamic effects of the treatment 1(t = τ)×1(Piloti) on Entryijt, capital,
Entryijt, number, and Patentijt of the downstream sectors of carbon-intensive sectors. The horizontal axis measures
the year since the city-sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical
axis measures the regression coefficients for the dynamic effects. The coefficients are obtained using equation (6), with
the only exception that the dummy for the treatment is replaced by the interaction terms of the dummy for treatment and
dummies for time. The figure shows that the effect of the carbon emissions regulation is restricted to the period in which
the treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates the 95% confidence interval,
with standard errors clustered at the city level. Every estimated effect is compared to the year that is one year prior to
that of the treatment (t = −1), which is standardized to 0.

Table A1: The effects of carbon emissions regulation on city-level carbon emissions

(1) (2)

log(Carbon Emissions)
1(Pilot) -0.0327** -0.0264**

(0.0127) (0.0119)
Controls N Y
City FE Y Y
Year FE Y Y

Observations 3,770 3,450
R-squared 0.861 0.893

Number of city 290 284

Notes: The sample covers 290 city-sectors during 2005-2017. In all columns, city and year fixed effects are included. Controls
include the log per capita real GDP, and the log population of the cities. * Significant at 10%, ** 5%, *** 1%. The data source
is Chen et al. (2020). Standard errors are clustered at the city level.
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Table A2: Balancing test

Variable in 2005 Difference Standard Error t-statistic

Stock of firm number 20.142 19.663 1.024
Stock of firm capital 144.872 180.735 0.802

Stock of GP -1.321 1.770 -0.746
Stock of EEP 0.442 0.552 0.801
Stock of NEP -0.228 0.331 -0.689

Population (ten thousand) -13.55 16.75 -0.81
Population growth 0.08 0.37 0.22

Primary industry employment share 0.59 1.21 0.49
Secondary industry employment share 0.15 2.02 0.07
Tertiary industry employment share -0.73 1.83 -0.40

Fiscal expenditure 77483.00 57338.00 1.35
Scientific expenditure 14684.00 10518.00 1.40
Number of hospital 68.06 43.74 1.56
Passenger transport 1087.00 694.60 1.56
Freight transport 1180.00 735.50 1.60

Waste recylcing output 2452.00 6323.00 0.39
SO2 emissions -4554.00 7084.00 -0.64
Nox emissions -1060.00 3888.00 -0.27
Dust emissions -1060.00 3888.00 -0.27
SO2 reduction 342744.00 322858.00 1.06

Notes: In the balancing test, we look at the difference of various outcomes in 2005 with respect to the pilot status, conditional
on factors that may affect pilot participation: GDP, population, and carbon emissions.

Table A3: Summary statistics

Variable Observations Mean Std. Dev. Min Max

Entry, capital 2,088,660 64.291 7.740 0 3449223282
Entry, number 2,088,660 10.135 7.043 0 13663
Exit, capital 2,088,660 86.834 43.554 0 1000149081
Exit, number 2,088,660 5.286 5.160 0 8353

Patent 2,088,660 2.175 4.402 0 556
EEP 2,088,660 1.084 1.477 0 91
GP 2,088,660 1.334 2.300 0 531
NEP 2,088,660 1.131 1.763 0 450
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Table A4: OLS estimation

Entry, number Entry, capital Patent, number EEP GP NEP

OLS

1(pilot)*1(carbon) -2.668*** -17.436*** 1.845*** 3.799*** 3.391*** -2.724***
(0.258) (0.218) (0.266) (0.0962) (0.324) (0.517)

1(pilot)*1(upstream,regulated) -4.289*** -14.420*** -2.322*** -3.658*** -4.243*** -1.825***
(0.443) (0.601) (0.301) (0.845) (0.810) (0.244)

1(pilot)*1(upstream,unregulated) -2.677*** -12.326*** -1.978*** -0.749*** -1.531*** -0.868***
(0.447) (0.889) (0.312) (0.182) (0.275) (0.102)

1(pilot)*1(downstream,regulated) 3.348*** 23.779*** 2.121*** 3.568*** 3.543*** 1.562***
(0.503) (0.904) (0.209) (0.405) (0.357) (0.209)

1(pilot)*1(downstream,unregulated) 2.236*** 26.455*** 1.709*** 1.437*** 1.201*** 0.844***
(0.561) (1.005) (0.231) (0.312) (0.398) (0.201)

Notes: The sample covers 472 three-digit sectors and 295 cities during 2005-2019. In all columns, city-sector, city-year, and
sector-year fixed effects are included. Controls include city-level log per capita real GDP, log population, and log carbon
emissions in 2005 interacted with sector-year dummies, and the stock of capital of all existing firms in 2005 of each city-sector
cell interacted with year dummies. * Significant at 10%, ** 5%, *** 1%. Standard errors are two-way clustered at the city and
sector levels.
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Table A5: The effects on net entry

Panel A: Carbon-intensive sectors and non-carbon-related sectors

(1) (2) (3) (4)

net entry, capital net entry, number log(1+stock, capital) log(1+stock, number)
1(pilot)*1(carbon) -729,115** -129.5*** -0.335*** -0.388***

(355,673) (12.1) (0.0457) (0.0132)

Panel B: Regulated upstream sectors and non-carbon-related sectors

(1) (2) (3) (4)

net entry, capital net entry, number log(1+stock, capital) log(1+stock, number)
1(pilot)*1(upstream, regulated) -609,731*** -145.4*** -0.156** -0.476***

(32,545) (15.1) (0.0615) (0.0313)

Panel C: Unregulated upstream sectors and non-carbon-related sectors

(1) (2) (3) (4)

net entry, capital net entry, number log(1+stock, capital) log(1+stock, number)
1(pilot)*1(upstream, unregulated) -445,562*** -122.9*** -0.125** -0.358***

(14,691) (11.1) (0.056) (0.0277)

Panel D: Regulated downstream sectors and non-carbon-related sectors

(1) (2) (3) (4)

net entry, capital net entry, number log(1+stock, capital) log(1+stock, number)
1(pilot)*1(downstream, regulated) 3.673e+06*** 187.4*** -0.315*** 0.512***

(1.166e+05) (21.6) (0.0334) (0.0266)

Panel E: Unregulated downstream sectors and non-carbon-related sectors

(1) (2) (3) (4)

net entry, capital net entry, number log(1+stock, capital) log(1+stock, number)
1(pilot)*1(downstream, unregulated) 2.345e+07*** 134.6*** -0.231*** 0.442***

(2.142e+06) (22.5) (0.0222) (0.0121)

Notes: The sample covers 472 three-digit sectors and 295 cities during 2005-2019. In all columns, city-sector, city-year, and
sector-year fixed effects are included. Controls include city-level log per capita real GDP, log population, and log carbon
emissions in 2005 interacted with sector-year dummies, and the stock of capital of all existing firms in 2005 of each city-sector
cell interacted with year dummies. * Significant at 10%, ** 5%, *** 1%. Standard errors are two-way clustered at the city and
sector levels.
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Table A7: Determinants of pilot timing and participation

(1) (2) (3) (4) (5)

Inverse of pilot year 1(2010) 1(2013) 1(2017) 1(Never)
log GDP per capita in 2005 6.97e-05** 0.0729 0.0918** 0.0444 -0.157***

(2.72e-05) (0.0515) (0.0408) (0.0422) (0.0559)
log population in 2005 2.67e-05 0.00907 0.0696 0.00142 -0.0603

(3.54e-05) (0.0629) (0.0453) (0.0510) (0.0724)
log carbon emissions in 2005 -1.54e-05 -0.0241 -0.0274 -0.0151 0.0399

(3.32e-05) (0.0583) (0.0469) (0.0463) (0.0687)
Province FE N N N N N
Observations 288 288 288 288 288
R-squared 0.037 0.012 0.043 0.007 0.043

(6) (7) (8) (9) (10)

Inverse of pilot year 1(2010) 1(2013) 1(2017) 1(Never)
log GDP per capita in 2005 4.61e-06 0.0291 0.0594 0.0435 -0.0400

(3.43e-05) (0.0253) (0.0581) (0.0595) (0.0671)
log population in 2005 -2.88e-05 0.00625 0.0649 -0.0453 0.0371

(4.14e-05) (0.0206) (0.0661) (0.0778) (0.0798)
log carbon emissions in 2005 7.76e-05* 0.0167 0.0156 0.0997 -0.150*

(4.17e-05) (0.0251) (0.0670) (0.0782) (0.0815)
Province FE Y Y Y Y Y
Observations 284 284 284 284 284
R-squared 0.467 0.918 0.164 0.151 0.518

Notes: The sample covers 284 cities. In all columns, province fixed effects are included. The inverse of the pilot year is defined
as 1

Y ear
, where Y ear = ∞ if the city never implements the pilot policy. * Significant at 10%, ** 5%, *** 1%. Standard errors

are clustered at the city level.
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Table A8: DDD with propensity score matching

Entry, number Entry, capital EEP GP NEP

1(pilot)*1(carbon) -2.324*** -13.799*** 3.705*** 5.413*** -2.561***
(0.331) (2.238) (0.449) (0.369) (0.421)

1(pilot)*1(upstream,regulated) -4.277*** -11.658*** -3.106*** -4.997*** -2.467***
(0.343) (2.631) (0.778) (0.331) (0.414)

1(pilot)*1(upstream,unregulated) -1.357*** -5.749*** -1.246*** -2.211*** -1.546***
(0.500) (0.449) (0.340) (0.315) (0.623)

1(pilot)*1(downstream,regulated) 4.224*** 15.568*** 6.972*** 6.132*** 3.679***
(0.668) (2.911) (1.344) (0.332) (0.339)

1(pilot)*1(downstream,unregulated) 2.269*** 7.437*** 3.238*** 3.890*** 1.941***
(0.442) (1.221) (0.246) (0.712) (0.417)

Notes: The sample covers 472 three-digit sectors and 295 cities during 2005-2019. We exploit OLS estimations. In all
columns, city-sector, city-year, and sector-year fixed effects are included. Controls include city-level log per capita real GDP,
log population, and log carbon emissions in 2005 interacted with sector-year dummies, and the stock of capital of all existing firms
in 2005 of each city-sector cell interacted with year dummies. The matching covariates are log per capita GDP, log population,
value-added share of secondary industry, and share of urban population in 2005. Nearest neighbor matching is exploited. “EEP”
refers to “energy-efficient patent”; “GP” refers to “zero-carbon patent”; and “NEP” refers to “non-environmental patent.” *
Significant at 10%, ** 5%, *** 1%. Standard errors are two-way clustered at the city and sector levels.
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Table A15: Spatial spillover effects on city-level carbon emissions

(1) (2)

log(City-level carbon emissions)
1(max pilot, same province) 0.0197

(0.0135)
1(average pilot, same province) -0.0136

(0.0396)
City FE Y Y
Year FE Y Y

Observations 2,552 2,552
R-squared 0.992 0.992

Notes: The sample includes 295 cities during 2005-2017. In all columns, city and year fixed effects and controls are included.
Controls include city-level log per capita real GDP and log population in 2005 interacted with year dummies. 1(max pilot, same
province) takes the value of 1 if another city within the same province is selected as a pilot. 1(average pilot, same province) is
the average of pilot dummies in the same province. * Significant at 10%, ** 5%, *** 1%. Standard errors are clustered at the
city level.
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Table A19: Heterogeneity with respect to carbon emission intensity

Panel A: Carbon-intensive sector, low carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(carbon) 0.0562*** 0.0379** 0.0244 0.0268 0.0331

(0.00912) (0.0180) (0.0312) (0.0360) (0.0459)

Panel B: Carbon-intensive sector, high carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(carbon) -0.0684*** -0.0478*** 0.149*** 0.355*** 0.251***

(0.0115) (0.0132) (0.0413) (0.0336) (0.0336)

Panel C: Regulated upstream sector, low carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(upstream) -0.0233 -0.0336 -0.0448 -0.0233 0.00990

(0.0235) (0.0443) (0.0809) (0.0332) (0.0104)

Panel D: Regulated upstream sector, high carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(upstream) -0.0923*** -0.326*** -0.494*** -0.234*** -0.149***

(0.00615) (0.0112) (0.0167) (0.0314) (0.0451)

Panel E: Regulated downstream sectors, low carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(downstream) 0.0123 0.113 0.100 0.156 0.0125

(0.0144) (0.144) (0.132) (0.166) (0.0133)

Panel F: Regulated downstream sectors, high carbon emissions, PPML

(1) (2) (3) (4) (5)

Entry, capital Entry, number EEP GP NEP
1(pilot)*1(downstream) 0.0459*** 0.369*** 0.285*** 0.285*** 0.203***

(0.0116) (0.0374) (0.0448) (0.0448) (0.0226)

Notes: The data set is a city-year panel data set. The sample covers 295 cities during 2007-2015. The sample period is limited
because of the availability of firm-level emission data. In all columns city and year fixed effects are included. PPML regressions
are employed in all columns. Controls include the log per capita real GDP, the log population, and the stock of capital of all
existing firms in 2005 of the city-sector cell in the city. “High emis.” refers to firms whose carbon emission intensity is larger
than the median of all firms in the city-sector-year cell. “Low emis.” refers to firms whose carbon emission intensity is smaller
than the median of all firms in the city-sector-year cell. “K” refers to entry measured by registry capital; “#” refers to entry
measured by number. “EEP” refers to “energy-efficient patent,” and “GP” refers to “zero-carbon patent.” * Significant at
10%, ** 5%, *** 1%. Standard errors are two-way clustered at the city and sector levels.
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Table A20: Change in market equilibrium

P1 Q1 P2 Q2 P3 Q3

Status quo
Pilot (non-pilot normalized to 1) 0.933 0.894 0.956 0.945 0.947 1.053

High a1, a1 = 0.3
Pilot (non-pilot normalized to 1) 1.025 0.701 0.873 0.895 1.146 0.937

Low a1, a1 = 0.01
Pilot (non-pilot normalized to 1) 0.902 0.928 0.977 0.982 0.931 1.179

High b1, b1 = 0.5
Pilot (non-pilot normalized to 1) 0.909 0.917 0.968 0.973 0.937 1.1

Low b1, b1 = 0.01
Pilot (non-pilot normalized to 1) 1.046 0.675 0.805 0.864 1.269 0.894

High c1, c1 = 0.4
Pilot (non-pilot normalized to 1) 1.079 0.664 0.782 0.833 1.29 0.868

Low c1, c1 = 0.01
Pilot (non-pilot normalized to 1) 0.905 0.934 0.981 0.989 1.155 0.924

High d1, d1 = 0.4
Pilot (non-pilot normalized to 1) 1.077 0.662 0.78 0.831 1.288 0.866

Low d1, d1 = 0.01
Pilot (non-pilot normalized to 1) 0.908 0.937 0.984 0.992 1.158 0.927

Table A21: External calibration

Parameter β11 β12 β13 β1 β21 β22 β23 β2 β31 β32

Value 0.316 0.359 0.326 0.275 0.252 0.647 0.101 0.81 0.309 0.54

Parameter β33 β3 α1 α2 α3 ϵ ls η γ ρ

Value 0.15 0.967 0.277 0.564 0.159 2.9 0.166 0.5 2 0.02

Table A22: Structural estimates

Parameters Estimates S.E. Parameters Estimates S.E. Parameters Estimates S.E.

a0 -0.012 0.003 c1 0.079 0.007 θE 0.092 0.009
a1 0.085 0.012 d0 0.010 0.002 ∆ 0.129 0.026
b0 0.013 0.002 d1 0.131 0.009 φ 0.053 0.008
b1 0.132 0.019 ϕ 0.202 0.035 λ1 0.178 0.020
c0 0.014 0.002 θ 1.531 0.307 λ2 0.410 0.038
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Table A23: Quantifying the effects of different channels without input-output linkages

xentry xG xNG qmin carbon emissions g welfare

Benchmark case

Non-pilot, carbon 0.023 0.512 0.478 1.081 0.0779
Non-pilot, upstream 0.019 0.487 0.421 1.138

Non-pilot, downstream 0.027 0.531 0.499 0.945
Non-pilot, total 0.0481 0.8470

Emissions fee channel

Pilot, carbon 0.024 0.505 0.470 1.102 0.0616
Pilot, upstream 0.019 0.487 0.420 1.138

Pilot, downstream 0.023 0.526 0.495 0.950
Pilot, total 0.0471 0.8465

Research subsidy channel

Pilot, carbon 0.022 0.519 0.482 1.042 0.0770
Pilot, upstream 0.019 0.487 0.421 1.138

Pilot, downstream 0.029 0.539 0.501 0.913
Pilot, total 0.0497 0.8472

Entry cost channel

Pilot, carbon 0.024 0.508 0.472 1.107 0.0645
Pilot, upstream 0.019 0.487 0.420 1.138

Pilot, downstream 0.022 0.523 0.497 0.947
Pilot, total 0.0472 0.8466

Production regulation channel

Pilot, carbon 0.024 0.501 0.465 1.108 0.0661
Pilot, upstream 0.019 0.487 0.420 1.138

Pilot, downstream 0.023 0.521 0.495 0.946
Pilot, total 0.0473 0.8464

Table A24: Model fit: Coefficients

Data Model Data Model Data Model Data Model

Carbon Sectors

All firms Large firms Medium firms Small firms

Entry -0.314 -0.342 -0.125 -0.119 -0.298 -0.309 -0.442 -0.450
Exit -0.241 -0.257 -0.356 -0.356 -0.221 -0.222 -0.112 -0.114

Emissions -0.155 -0.148 -0.166 -0.158 -0.134 -0.125 -0.111 -0.106
EEP 0.261 0.268 0.483 0.467 0.254 0.254 0.163 0.160
GP 0.037 0.044 0.030 0.030 -0.079 -0.077 0.004 0.004
NEP -0.069 -0.065 -0.099 -0.100 -0.071 -0.072 -0.044 -0.043

Output -0.155 -0.149 -0.177 -0.168 -0.123 -0.118 -0.088 -0.085

Upstream Sectors

All firms Large firms Medium firms Small firms

Entry -0.803 -0.763 -0.664 -0.660 -0.789 -0.815 -0.831 -0.857
Exit -0.435 -0.506 -0.553 -0.561 -0.387 -0.401 -0.225 -0.223

Emissions -0.044 -0.039 -0.055 -0.053 -0.039 -0.036 -0.033 -0.031
EEP -0.456 -0.413 -0.556 -0.567 -0.414 -0.401 -0.339 -0.340
GP -0.322 -0.307 -0.399 -0.394 -0.288 -0.287 -0.215 -0.215
NEP -0.454 -0.393 -0.654 -0.639 -0.433 -0.414 -0.339 -0.330

Output -0.233 -0.211 -0.288 -0.278 -0.244 -0.243 -0.184 -0.169

Downstream Sectors

All firms Large firms Medium firms Small firms

Entry 0.859 0.792 1.233 1.209 0.776 0.806 0.541 0.563
Exit 0.558 0.562 0.336 0.341 0.547 0.524 0.662 0.677

Emissions 0.055 0.057 0.058 0.056 0.049 0.051 0.046 0.044
EEP 0.437 0.486 0.613 0.617 0.401 0.402 0.310 0.296
GP 0.365 0.395 0.456 0.437 0.331 0.334 0.227 0.218
NEP 0.273 0.250 0.304 0.295 0.255 0.246 0.203 0.205

Output 0.255 0.269 0.229 0.218 0.177 0.169 0.143 0.139

Notes: Large firms are defined by firms with registry capital in the top 10 percentile, medium firms are defined by those whose
registry capital belongs to the top 10-50 percentile, and small firms are those whose registry capital belongs to the bottom 50
percentile.
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Table A25: Robustness checks of quantitative analysis

Panel A: Fourth-order polynomials of emissions function

xentry xG xNG qmin carbon emissions g welfare
Non-pilot, carbon 0.023 0.512 0.477 1.082 0.0874

Non-pilot, upstream 0.019 0.488 0.422 1.138
Non-pilot, downstream 0.027 0.531 0.499 0.944

Non-pilot, total 0.0481 0.8470
Pilot, carbon 0.025 0.531 0.479 1.118 0.0777

Pilot, upstream 0.019 0.487 0.420 1.139
Pilot, downstream 0.023 0.538 0.499 0.897

Pilot, total 0.0487 0.8473

Panel B: Linear specifications of τ ’s
xentry xG xNG qmin carbon emissions g welfare

Non-pilot, carbon 0.023 0.509 0.474 1.084 0.0875
Non-pilot, upstream 0.019 0.491 0.420 1.134

Non-pilot, downstream 0.027 0.533 0.497 0.945
Non-pilot, total 0.0482 0.8471
Pilot, carbon 0.025 0.532 0.479 1.114 0.0778

Pilot, upstream 0.019 0.484 0.420 1.135
Pilot, downstream 0.023 0.536 0.499 0.896

Pilot, total 0.0488 0.8474
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Appendix B More on econometric specifications

B.1 Detecting sectoral and regional spillovers

We use a spatial autoregressive model to estimate spillover through the sector-level input-output

linkages, following Lee and Yu (2010). Specifically, we estimate the following specification:

yijt = α
∑

k∈N(j)

wjkyikt + λij + λit + λjt + uijt, (B19)

where yijt is the outcome of city i, sector j, and year t, wjk is the spatial weights, which can be

the input share or the output share in the input-output table, and
∑

k∈N(j)wjkyikt is the weighted

sum of the outcome of sector j’s neighbors N(j). If wjk is the input share, then
∑

k wjkyikt is the

outcome of the upstream of sector j, and if wjk is the output share, then
∑

k wjkyikt is the outcome

of the downstream of sector j. λij , λit, λjt denotes city-sector, city-year, and sector-year fixed effects,

respectively.

Equation (B19) is a standard spatial autoregressive model used to detect spillover effects. Since

we construct a weighted sum of “neighbors” in the input-output table, we are estimating the spillover

effects through the input-output linkages.

Similarly, we can use the same specification to estimate the cross-region spillover effects. To

meet this end, we need to construct the mean variable of geographical neighbors at the city level. We

estimate a similar spatial autoregressive model as follows:

yijt = α
∑

l∈N(i)

wilyljt + λij + λit + λjt + uijt, (B20)

where the only difference is
∑

l∈N(i)wilyljt, the weighted sum of the outcome of city i’s neighbors

N(i), and the weight is the inverse of geographic distance between city i and city l.

The estimation results are reported in Table A12. Inter-sectoral spillovers are quantitatively more

salient than inter-city spillovers. One possible explanation is that there are significant spatial frictions

due to administrative barriers. Therefore, using a spatial autoregressive model, we demonstrate that

spatial spillovers are quantitatively unimportant.

B.2 Construction of instruments

B.2.1 Hausman instruments

First, we construct a Hausman-style instrument using the following equation:
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HausmanIVi = log(
∑

j∈N(i),j ̸=i

wijCarbonEmissionj,2005) (B21)

where N(i) is the set of neighboring cities of city i, which is defined as the collection of all other cities

in the same province, wij is the inverse of the distance between cities i and j, CarbonEmissionj,2005

is the amount of carbon emissions in city j in 2005. The identifying assumptions are (1) neighbors’

carbon emissions in the past are orthogonal to the unobservables that may affect current firms’ and

industries’ outcomes, and (2) neighbors’ carbon emissions are strongly correlated with the city’s own

participation in the pilot policy. The Hausman instrument is valid because it exploits information

on neighbors’ carbon emissions that may affect pilot participation. It is positively related to pilot

participation.

B.2.2 Bartik instruments

Next, we construct a Bartik instrument using the following equation:

BartikIVi =
∑
k

zikgk (B22)

where zik the city-sector share (revenue of city i and sector k in the total revenue of city i), gk is

the growth of carbon emissions at the national level in sector k during 2000-2005. Both the shift, gk,

and the share, zik, are observed in the past so that they can be seen to satisfy exclusion restrictions.

The Bartik instrument is also valid because it exploits the focal city’s industrial mix of the shift of

carbon emissions at the national level. It is also positively related to pilot participation.
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Appendix C Figures and Tables

Figure C1: Estimating the dynamic effects on the carbon-intensive sectors, IV-2SLS

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 14,160 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ)× 1(Piloti)× 1(Carbonj) on Entryijt, capital, Entryijt, number, and Patentijt of the carbon-intensive
sectors. Subfigures (a)-(e) are obtained using the method of Hausman IV, while subfigures (f)-(j) are obtained using the method
of Bartik IV. The horizontal axis measures the year since the city-sector experienced a treatment. The year 0 represents the first
year of the treatment. The vertical axis measures the regression coefficients for the dynamic effects. The coefficients are obtained
using the baseline specification (with controls, city-sector fixed effects, city-year fixed effects, and sector-year fixed effects), with
the only exception that the dummy for the treatment is replaced by the interaction terms of the dummy for treatment and dummies
for time. The figure shows that the effect of the carbon emissions regulation is restricted to the period in which the treatment has
started (t ≥ 0). The vertical line around each plotted coefficient indicates the 95% confidence interval, with standard errors being
two-way clustered at the city and sector levels. Every estimated effect is compared to the year that is one year prior to that of the
treatment (t = −1), which is standardized to 0.
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Figure C2: Estimating the dynamic effects on the regulated upstream sectors, IV-2SLS

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 16,225 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects of
the treatment 1(t = τ)×1(Piloti)×1(Upstream, regulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the regulated
upstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Hausman IV, while subfigures
(f)-(j) are obtained using the method of Bartik IV. The horizontal axis measures the year since the city-sector experienced a
treatment. The year 0 represents the first year of the treatment. The vertical axis measures the regression coefficients for the
dynamic effects. The coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year
fixed effects, and sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction
terms of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates
the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every estimated effect is
compared to the year that is one year prior to that of the treatment (t = −1), which is standardized to 0.

78



Figure C3: Estimating the dynamic effects on the unregulated upstream sectors, IV-2SLS

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 38,350 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ)× 1(Piloti)× 1(Upstream, unregulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of the
downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Hausman IV, while subfigures
(f)-(j) are obtained using the method of Bartik IV. The horizontal axis measures the year since the city-sector experienced a
treatment. The year 0 represents the first year of the treatment. The vertical axis measures the regression coefficients for the
dynamic effects. The coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-year
fixed effects, and sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the interaction
terms of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions regulation
is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient indicates
the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every estimated effect is
compared to the year that is one year prior to that of the treatment (t = −1), which is standardized to 0.
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Figure C4: Estimating the dynamic effects on the regulated downstream sectors, IV-2SLS

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 14,750 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ) × 1(Piloti) × 1(Downstream, regulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of
the regulated downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Hausman IV,
while subfigures (f)-(j) are obtained using the method of Bartik IV. The horizontal axis measures the year since the city-sector
experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis measures the regression coefficients
for the dynamic effects. The coefficients are obtained using the baseline specification (with controls, city-sector fixed effects, city-
year fixed effects, and sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by the
interaction terms of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions
regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every estimated
effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized to 0.
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Figure C5: Estimating the dynamic effects on the unregulated downstream sectors, IV-2SLS

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j)

Notes: The sample consists of 26,845 city-sectors during 2005-2019. The figure illustrates the OLS estimate of dynamic effects
of the treatment 1(t = τ) × 1(Piloti) × 1(Downstream, unregulatedj) on Entryijt, capital, Entryijt, number, and Patentijt of
the unregulated downstream sectors of carbon-intensive sectors. Subfigures (a)-(e) are obtained using the method of Hausman
IV, while subfigures (f)-(j) are obtained using the method of Bartik IV. The horizontal axis measures the year since the city-
sector experienced a treatment. The year 0 represents the first year of the treatment. The vertical axis measures the regression
coefficients for the dynamic effects. The coefficients are obtained using the baseline specification (with controls, city-sector fixed
effects, city-year fixed effects, and sector-year fixed effects), with the only exception that the dummy for the treatment is replaced by
the interaction terms of the dummy for treatment and dummies for time. The figure shows that the effect of the carbon emissions
regulation is restricted to the period in which the treatment has started (t ≥ 0). The vertical line around each plotted coefficient
indicates the 95% confidence interval, with standard errors being two-way clustered at the city and sector levels. Every estimated
effect is compared to the year that is one year prior to that of the treatment (t = −1), which is standardized to 0.
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Figure C6: The effects of varying policy parameters

(a) (b)

(c) (d)

Notes: These figures depict how the welfare and growth rate vary with policy parameters. One parameter changes at one
time, holding other parameters fixed. a1, b1, c1, and d1 stand for the stringency of policy measures of emissions fees,
research subsidies, entry costs, and production regulation, respectively.
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Table C1: Alternative definitions of treated and control groups

Independent variable Control group Entry, number Entry, capital Patent

Coeff. S.E. Coeff. S.E. Coeff. S.E.

1(pilot)*1(carbon)

Bottom 6% up(down)streamness

-0.1212 0.0370 -3.0451 0.9235 0.1481 0.0469
1(pilot)*1(upstream,regulated) -0.2868 0.0941 -3.8238 1.1994 -0.1961 0.0586

1(pilot)*1(upstream,unregulated) -0.1970 0.0620 -3.1260 0.8705 -0.1465 0.0458
1(pilot)*1(downstream,regulated) 0.2527 0.0722 4.3365 1.3016 0.2573 0.0730

1(pilot)*1(downstream,unregulated) 0.1953 0.0615 2.8563 0.8804 0.1486 0.0461

1(pilot)*1(carbon)

Bottom 8% up(down)streamness

-0.1176 0.0375 -3.0705 0.8966 0.1564 0.0450
1(pilot)*1(upstream,regulated) -0.2911 0.0917 -4.1925 1.2167 -0.1989 0.0614

1(pilot)*1(upstream,unregulated) -0.2097 0.0628 -3.1345 0.9445 -0.1539 0.0449
1(pilot)*1(downstream,regulated) 0.2430 0.0765 4.3735 1.3205 0.2492 0.0761

1(pilot)*1(downstream,unregulated) 0.1999 0.0602 3.1029 0.9315 0.1559 0.0462

1(pilot)*1(carbon)

Bottom 12% up(down)streamness

-0.1154 0.0373 -3.1415 0.8556 0.1494 0.0448
1(pilot)*1(upstream,regulated) -0.3133 0.0905 -3.8826 1.1612 -0.1957 0.0597

1(pilot)*1(upstream,unregulated) -0.2002 0.0623 -3.0596 0.9307 -0.1445 0.0459
1(pilot)*1(downstream,regulated) 0.2411 0.0755 4.3568 1.3375 0.2591 0.0715

1(pilot)*1(downstream,unregulated) 0.2066 0.0612 3.0908 0.9331 0.1553 0.0439

Treated group Entry, number Entry, capital Patent

1(pilot)*1(upstream,regulated)

Top 20% up(down)streamness

-0.2917 0.0900 -3.8978 1.2262 -0.2057 0.0585
1(pilot)*1(upstream,unregulated) -0.2079 0.0601 -3.0293 0.8976 -0.1467 0.0441
1(pilot)*1(downstream,regulated) 0.2499 0.0782 4.3474 1.3706 0.2518 0.0774

1(pilot)*1(downstream,unregulated) 0.1914 0.0580 2.9278 0.8950 0.1526 0.0459

1(pilot)*1(upstream,regulated)

Top 22% up(down)streamness

-0.2851 0.0879 -4.1354 1.1424 -0.1951 0.0578
1(pilot)*1(upstream,unregulated) -0.2025 0.0599 -2.9866 0.9114 -0.1529 0.0433
1(pilot)*1(downstream,regulated) 0.2432 0.0742 4.6520 1.3276 0.2418 0.0766

1(pilot)*1(downstream,unregulated) 0.1996 0.0577 3.0058 0.9154 0.1542 0.0466

1(pilot)*1(upstream,regulated)

Top 24% up(down)streamness

-0.2989 0.0899 -3.8988 1.1972 -0.2078 0.0602
1(pilot)*1(upstream,unregulated) -0.2060 0.0588 -2.8864 0.9017 -0.1539 0.0444
1(pilot)*1(downstream,regulated) 0.2517 0.0767 4.5480 1.3896 0.2531 0.0731

1(pilot)*1(downstream,unregulated) 0.2074 0.0594 3.0253 0.9442 0.1502 0.0463

1(pilot)*1(upstream,regulated)

Top 26% up(down)streamness

-0.2875 0.0932 -4.1813 1.2397 -0.2001 0.0614
1(pilot)*1(upstream,unregulated) -0.2022 0.0616 -2.9793 0.8601 -0.1531 0.0461
1(pilot)*1(downstream,regulated) 0.2608 0.0727 4.4400 1.3723 0.2500 0.0724

1(pilot)*1(downstream,unregulated) 0.1901 0.0619 3.1288 0.8797 0.1560 0.0435

Notes: The sample covers 472 three-digit sectors and 295 cities during 2005-2019. In all columns, city-sector, city-year, and
sector-year fixed effects are included. PPML regressions are employed in all columns. Controls include city-level log per capita
real GDP, log population, and log carbon emissions in 2005 interacted with sector-year dummies, and the stock of capital of
all existing firms in 2005 of each city-sector cell interacted with year dummies. “Bottom 6% up(down)streamness” defined for
the control group means that sectors with a bottom 6% upstreamness and downstreamness are defined as the control group.
“Top 22% up(down)streamness” for the treated group means that sectors with a top 22% upstreamness and downstreamness
are defined as the treated upstream or downstream sectors. * Significant at 10%, ** 5%, *** 1%. Standard errors are two-way
clustered at the city and sector levels.
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Table C2: Categorization of sectors

Categorization Sector

Carbon-intensive 251 (refined petroleum product manufacturing), 252 (coal process-
ing), 261 (basic chemical raw material manufacturing), 301 (cement,
lime, and gypsum manufacturing), 311 (ironmaking), 312 (steelmak-
ing), 321 (commonly used non-ferrous metal smelting), 441 (power
production), 541 (urban public transportation), 542 (road passenger
transportation), 543 (road cargo transportation), 544 (auxiliary ac-
tivities for road transportation)

Upstream & Regulated 061 (bituminous and anthracite mining), 062 (brown coal mining),
069 (other coal mining), 071 (petroleum mining), 072 (natural gas
mining), 081 (iron ore mining), 082 (manganese and chromium min-
ing), 089 (other black metal mining), 091 (commonly used non-
ferrous metal mining), 092 (precious metal mining), 093 (rare and
rare earth metal mining)

Upstream & Unregulated 161, 162, 169, 253, 254, 308, 309, 314, 322, 323, 324, 351, 352, 382,
401, 402, 403, 404, 405, 409, 421, 422, 442, 443, 451, 452, 461, 462,
463, 469, 551, 552, 553, 571, 572, 631, 632, 633, 661, 662, 663, 664,
665, 671, 672, 673, 674, 675, 676, 679, 681, 682, 683, 684, 685, 686,
687, 689, 691, 692, 693, 694, 695, 699, 741, 742, 743, 744, 745, 746,
747, 748, 749, 761, 762, 763, 764, 769, 791, 792, 793, 794, 799, 811,
812, 813, 819, 871, 872, 873, 874, 875, 876, 877

Downstream & Regulated 471 (residential housing construction), 472 (sports venue construc-
tion), 479 (other housing construction industries), 481 (railway, road,
tunnel, and bridge engineering construction), 482 (water conser-
vancy and water transportation engineering construction), 483 (ma-
rine engineering construction), 484 (industrial and mining engineer-
ing construction), 485 (wiring and pipeline engineering construc-
tion), 486 (energy conservation and environmental protection en-
gineering construction), 487 (power engineering construction), 489
(other civil engineering construction), 491 (electrical installation),
492 (pipeline and equipment installation), 499 (Other construction
and installation industries)

Downstream & Unregulated 262, 263, 264, 265, 266, 267, 268, 281, 282, 283, 302, 303, 304, 305,
306, 307, 313, 325, 331, 332, 333, 334, 335, 336, 337, 338, 339, 342,
344, 383, 384, 387, 389, 501, 502, 503, 509, 531, 532, 533, 561, 562,
563, 581, 582, 611, 612, 613, 614, 619, 711, 712, 713, 771, 772

Non-carbon-related 031, 032, 033, 039, 131, 132, 133, 135, 136, 137, 139, 144, 172, 174,
176, 177, 178, 191, 192, 193, 194, 195, 373, 391, 392, 394, 395, 396,
651, 652, 653, 654, 655, 656, 657, 659

Notes: This table shows the categorization of sectors into carbon-intensive (i.e., sectors with
high direct carbon emissions), upstream & regulated, upstream & unregulated, downstream &
regulated, downstream & unregulated, and non-carbon-related ones. The numbers in parentheses
are the China’s national economy industry classification codes available at https://www.mca.

gov.cn/images3/www/file/201711/1509495881341.pdf.
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Table C3: Categorization of pilot regions

Year Pilot regions

2010 Guangdong Province, Liaoning Province, Hubei Province, Shaanxi Province, Yunnan
Province, Tianjin City, Chongqing City, Shenzhen City, Xiamen City, Hangzhou City, Nan-
chang City, Guiyang City, Baoding City

2013 Hainan Province, Beijing City, Shanghai City, Shijiazhuang City, Qinhuangdao City,
Jincheng City, Hulunbuir City, Jilin City, Suzhou City, Huai’an City, Zhenjiang City, Ningbo
City, Wenzhou City, Chizhou City, Nanping City, Jingdezhen City, Ganzhou City, Qingdao
City, Jiyuan City, Wuhan City, Guangzhou City, Guilin City, Guangyuan City, Zunyi City,
Kunming City, Yan’an City, Jinchang City, Urumqi City

2017 Wuhai City, Shenyang City, Dalian City, Chaoyang City, Xunke County, Nanjing City,
Changzhou City, Jiaxing City, Jinhua City, Quzhou City, Hefei City, Huaibei City, Huang-
shan City, Liu’an City, Xuancheng City, Sanming City, Gongqingcheng City, Ji’an City,
Fuzhou City, Jinan City, Yantai City, Weifang City, Changyang County, Changsha City,
Zhuzhou City, Xiangtan City, Chenzhou City, Zhongshan City, Liuzhou City, Sanya City,
Chengdu City, Yuxi City, Simao District, Lhasa City, Ankang City, Lanzhou City, Dun-
huang City, Xining City, Yinchuan City, Wuzhong City

Notes: This table shows the regions that became pilots in 2010, 2013, and 2017.
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Table C4: Effects on cross-city IO linkages

Input share Output share

Mean of dep. var. 0.4518 0.4395

1(Pilot) 0.0144 0.0207
(0.0123) (0.0153)

City FE Y Y
Year FE Y Y

Obs 633 633

Notes: Due to the availability of input-output table, the sample covers 317 cities in 2012 and 2015 and the effect of 2013
pilot is estimated. Input share is the ratio of local inputs (from all sectors) to carbon-intensive sectors over total inputs to
carbon-intensive sectors. Output share is the ratio of local outputs (from all sectors) to carbon-intensive sectors over total
outputs to carbon-intensive sectors. * Significant at 10%, ** 5%, *** 1%. Standard errors are clustered at the city level.
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Table C11: Model fit: Moments 1

Pilot, carbon Non-pilot, carbon

Data Model Data Model

log Entry -2.014 -1.899 -1.829 -1.792
log Exit -2.551 -2.654 -2.270 -2.242
log EEP -3.992 -3.802 -3.562 -3.585
log GP -3.640 -3.605 -3.398 -3.514

log Emissions -2.803 -2.774 -2.314 -2.292
log Output -1.241 -1.201 -1.435 -1.389

Pilot, upstream Non-pilot, upstream

Data Model Data Model

log Entry -1.659 -1.727 -1.383 -1.363
log Exit -1.794 -1.678 -1.524 -1.538
log EEP -2.393 -2.301 -2.122 -2.159
log GP -2.318 -2.259 -2.077 -1.945

log Emissions -3.261 -3.255 -3.456 -3.441
log Output -2.437 -2.406 -2.692 -2.581

Pilot, downstream Non-pilot, downstream

Data Model Data Model

log Entry -1.585 -1.464 -1.676 -1.750
log Exit -3.037 -2.867 -2.852 -2.817
log EEP -6.182 -5.639 -5.343 -5.424
log GP -5.332 -5.580 -5.057 -5.434

log Emissions -3.359 -3.315 -2.558 -2.567
log Output -2.454 -2.418 -2.273 -2.246
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Table C12: Model fit: Moments 2

Pilot, carbon Non-pilot, carbon

Data Model Data Model

log entry, large -1.861 -1.790 -2.153 -2.081
log entry, medium -1.658 -1.564 -2.021 -1.839
log entry, small -1.673 -1.635 -1.846 -1.975
log exit, large -2.482 -2.723 -2.676 -2.529

log exit, medium -2.258 -2.348 -2.484 -2.519
log exit, small -1.814 -1.787 -1.983 -1.800

log emissions, large -1.742 -1.725 -1.721 -1.741
log emissions, medium -2.327 -2.339 -2.341 -2.311
log emissions, small -2.803 -2.845 -2.810 -2.821
log output, large -1.707 -1.750 -1.718 -1.747

log output, medium -2.346 -2.320 -2.326 -2.337
log output, small -2.829 -2.840 -2.840 -2.837
1og EEP, large -2.908 -2.723 -3.002 -3.214

log EEP, medium -3.060 -3.128 -3.078 -2.877
1og EEP, small -3.082 -2.783 -3.086 -3.305
log GP, large -2.617 -2.619 -2.868 -2.874

log GP, medium -2.978 -2.965 -3.050 -2.819
1og GP, small -2.986 -3.134 -3.045 -2.979

Pilot, upstream Non-pilot, upstream

Data Model Data Model

log entry, large -0.944 -0.883 -1.019 -1.011
log entry, medium -0.887 -0.822 -0.930 -0.850
log entry, small -1.046 -1.148 -0.937 -1.021
log exit, large -1.187 -1.080 -1.222 -1.119

log exit, medium -1.035 -1.129 -1.088 -1.166
log exit, small -0.909 -0.882 -0.871 -0.920

log emissions, large -1.740 -1.712 -1.707 -1.706
log emissions, medium -2.326 -2.315 -2.349 -2.329
log emissions, small -2.810 -2.813 -2.810 -2.819
log output, large -1.734 -1.749 -1.743 -1.708

log output, medium -2.313 -2.312 -2.337 -2.322
log output, small -2.849 -2.844 -2.820 -2.835
1og EEP, large -1.297 -1.406 -1.316 -1.241

log EEP, medium -1.332 -1.367 -1.333 -1.236
1og EEP, small -1.331 -1.287 -1.332 -1.324
log GP, large -1.233 -1.216 -1.276 -1.281

log GP, medium -1.327 -1.221 -1.331 -1.380
1og GP, small -1.322 -1.365 -1.326 -1.368

Pilot, downstream Non-pilot, downstream

Data Model Data Model

log entry, large -1.893 -1.972 -2.873 -3.071
log entry, medium -1.364 -1.260 -2.614 -2.639
log entry, small -1.843 -1.939 -2.616 -2.631
log exit, large -3.594 -3.758 -4.248 -4.031

log exit, medium -3.094 -3.367 -3.843 -3.553
log exit, small -2.590 -2.609 -3.261 -3.068

log emissions, large -1.729 -1.714 -1.720 -1.728
log emissions, medium -2.309 -2.304 -2.339 -2.320
log emissions, small -2.820 -2.839 -2.848 -2.844
log output, large -1.725 -1.730 -1.731 -1.737

log output, medium -2.315 -2.313 -2.343 -2.305
log output, small -2.842 -2.839 -2.836 -2.838
1og EEP, large -5.105 -4.598 -5.222 -4.738

log EEP, medium -5.238 -5.058 -5.257 -5.080
1og EEP, small -5.251 -5.435 -5.260 -5.485
log GP, large -4.292 -4.625 -4.956 -4.924

log GP, medium -5.024 -5.295 -5.216 -4.715
1og GP, small -5.185 -4.907 -5.245 -5.445

Notes: Large firms are defined by firms with registry capital in the top 10 percentile, medium firms are defined by those whose
registry capital belongs to the top 10-50 percentile, and small firms are those whose registry capital belongs to the bottom 50
percentile.
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Appendix D Quantitative Analysis Without Input-output Linkages

D.1 Model

The model is a single-sector version of Acemoglu et al. (2018)’s model without input-output

linkages, different from the above quantitative model. The model consists of only one sector, and it

can be the carbon-intensive sector (sector 1), the upstream (sector 2), or the downstream (sector 3)

of the carbon-intensive sector.41

Time is continuous. Representative households have CRRA preference: U =
∫∞
0 exp(−ρt)C(t)1−γ

1−γ dt.

Standard derivation yields the Euler equation: Ċ
C = r−ρ

γ .

There are two types of labor, skilled labor ls and unskilled labor lu. Skilled labor is used for

innovation and product-line maintenance, while unskilled labor is used for production and emissions

reduction. The supply of skilled and unskilled labor is inelastic. The measure of skilled labor is Ls,

and the measure of unskilled labor is 1. The wages of skilled and unskilled labor are ws and wu,

respectively.

A continuum of intermediate goods is produced in sector i, with production function: qi(ω) =

zi(ω)luP , where zi(ω) is the leading-edge productivity draw for ω; luP is the unskilled labor input.

The intermediate goods producers can add one more green product (patent) by hiring h skilled

workers at the flow rate XG = (1 + τ1)
ηθηnη

Gh
1−η, where τ1 is the innovation subsidy (that exists for

the carbon-intensive sector and downstream sector), and η ∈ (0, 1) and nG are the number of green

patents the firm already has. The intermediate goods producers can also add one more non-green

product (patent) by hiring h skilled workers at the flow rate XNG = θηnη
NGh

1−η, where η ∈ (0, 1)

and nNG are the number of non-green patents the firm already has. The cost function of R&D

for a green patent is CG(xG, nG, θ) = wsnGx
1

1−η

G θ
− η

1−η (1 + τ1)
− η

1−η ≡ wsnG(1 + τ1)
− η

1−ηG(xG, θ),

where xG = XG/nG is the innovation intensity. The cost function of R&D for non-green patent is

CNG(xNG, nNG, θ) = wsnNGx
1

1−η

NG θ
− η

1−η ≡ wsnNGG(xNG, θ). We assume that the operation of each

product requires ϕ > 0 units of skilled labor.

As in Acemoglu et al. (2018), we assume that research is undirected across all product lines,

meaning that firms do not know ex ante the particular product line on which they will innovate. This

implies that their expected return to R&D is the expected value across all product lines. When a

firm innovates over a product line ω, it increases the productivity of the product line by ∆z̄, where

z̄ =
∫ 1
0 z(ω)dω. That is, z(t+) = z +∆z̄. The firm with the improved technology in product line ω

takes over this product line, but, in principle, the firm that previously had the leading-edge technology

might still compete if the current owner tries to set a very high price. Assume that there is a two-stage

pricing game between any firm that wishes to supply a product ω ∈ [0, 1], whereby each firm first has

to enter and pay a small cost ϵ > 0, and then all firms that have entered simultaneously set prices.

41The upstream and downstream sectors correspond to regulated ones in the empirical analysis.
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There is a unit measure of potential entrants. Each entrant has access to an R&D technology

G(xentry, θE). Thus, an entrant wishing to achieve an innovation rate of xentry hires skilled labor of

hentry = (1+τ2)G(xentry, θE), where τ2 is the intensity of entry regulation for the carbon-intensive and

the downstream of carbon-intensive sectors. This specification implies that a potential entrant has

access to the same R&D technology as an incumbent with innovative capacity θE and a single active

product would have had. Following a successful innovation, the entrant improves the productivity of

a randomly chosen product line by ∆z̄. This description implies the following optimization problem

for entrants:

max
xentry≥0

{xentryEV entry(z +∆z̄, θ)− ws(1 + τ2)G(xentry, θE)}. (D1)

Same as any firm-dynamics model, exit (of products and firms) has three causes: (1) There is an

exogenous destructive shock at the rate φ > 0, which causes the firm to exit and shut down all its

product lines. (2) There will be creative destruction due to innovation by other firms replacing the

leading-edge technology in a particular product line. (3) There will be endogenous obsolescence, mean-

ing that firms will voluntarily shut down some product lines because they are no longer sufficiently

profitable relative to the fixed cost of operation.

Firms do not differ in terms of their innovative capacities. Upon successful entry, each firm has

its fixed type θ. In addition to the transition from high to low type, each firm is also subject to an

exogenous destructive shock at the rate φ > 0. Once a firm is hit by this shock, its value declines to

zero and it exits the economy.

Assume that only the producers of intermediate goods in the carbon-intensive sector emit CO2.

The emission function is E(q, luR) = λ1q(
q

luR
)λ2 , where λ1 > 0, λ2 < 0, and q is the amount of goods

produced, and luR is the unskilled labor used to reduce emissions. The flow cost of carbon emissions

is τ0E(q, luR), where τ0 is the unit cost of carbon emissions.

The static profit-maximization problem of intermediate producers in the carbon-intensive sector

is:

max
p1,luR,luP

p1q1 − wu(luR + luP )− τ0λ1q1(
q1
luR

)λ2, (D2)

subject to q1 = ( p1
(1−τ3)P1

)−σ1Q1. τ3 > 0 implies that the production of carbon-intensive products

is regulated. The static profit-maximization problem of intermediate producers in the upstream or

downstream of the carbon-intensive sector is:

max
luP

piqi − wuluP , (D3)

subject to qi = ( piPi
)−σiQi (i = 2, 3). Here Pi = [

∫
p1−σi

i dω]
1

1−σi .

We further define the relative productivity by ẑ = z
wu

, define the aggregate productivity in sector
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i as Zi = [
∫
z(ω)σi−1dω]

1
σi−1 , denote the variable X normalized by Z by X̃, and let µ denote the

endogenous average creative destruction rate. The stationary value function, V , is

rṼ (P̂D) = max

0,max
x≥0

 ∑
ẑ∈P̂D

[π̃(ẑ)− w̃sϕ

+µ[Ṽ (P̂D − ẑ)− Ṽ (P̂D)] +
∂Ṽ (P̂D)

∂ẑ

∂ẑ

∂wu

∂wu

∂t

]]
−nNGw̃sG

(
x′NG, θ

)
− w̃snG (1 + τ1)

− η
1−η G

(
x′G, θ

)
+nGx

′
G[EṼ (P̂D + {ẑ +∆z̄})− Ṽ (P̂D)]

+nNGx
′
NG[EṼ (P̂D + {ẑ +∆z̄})− Ṽ (P̂D)]

+φ(0− Ṽ (P̂D))}

(D4)

The first two lines (inside the summation) include the instantaneous operating profits, minus the

fixed costs of operation, plus the change in firm value if any of its products get replaced by another

firm through creative destruction at the rate µ, plus the change in firm value due to the increase in

the economy-wide wage. This last term accounts for the fact that, as the wage rate increases, the

relative productivity of each of the products that the firm operates declines. The third line subtracts

the R&D expenditure by firm f . The fourth and fifth line expresses the change in firm value when the

firm is successful with its R&D investment at the rate xG and xNG. The last line shows the change

in value when the firm has to exit due to an exogenous destructive shock at the rate φ.

The shares of product lines, active and inactive, are Φ and ΦNP , respectively, where Φ+ΦNP = 1.

Unskilled labor market clearing is:
∑3

i=1

∫
luP,i(ω)dω+

∫
luR(ω)dω = 1. Skilled labor market clearing

is:
∑3

i=1[G(xentryi , θE) + Φ[h(w) + ϕ]] = ls. Final goods market clearing is: Y = C. The budget

constraint of the household is: C(t) + Ȧ(t) = rA(t) + ws(t)ls + wu(t) + Tr(t), where Tr(t) is the

lump-sum transfer to the household.

Definition 2. A stationary competitive equilibrium consists of a tuple

{{luR,i, luP,i,Φi,Φ
NP
i , xi, x

entry
i , hi, Ṽi, ˆPDi, {zi(ω)},

µ, ws, wu, r},

such that: (1) intermediate goods producers’ profit-maximization problem is solved; (2) firms’ value

function takes the form of equation (15); (3) the optimal R&D policy is satisfied for firms; (4) the

optimal entry policy is satisfied; (5) labor market and goods markets clearing are satisfied; (6) evolution

of productivity follows the above form; (7) the sum of the share of product lines equals 1; and (8) Euler

equation is satisfied.
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D.2 Quantitative Analysis

When conducting the quantitative analysis and calculating the welfare effects, we calculate the

outcomes for each sector separately, and assign a weight to each sector as in the model with input-

output linkages to calculate the aggregate welfare effects, according to the output share Ci. In the

model without input-output linkages, final goods are no longer a Cobb-Douglas composite of the

composite intermediate good, and firms do not use composite intermediate goods for production.

Appendix E Quantitative Analysis With Multiple Locations

In this section, we lay out a quantitative framework that incorporates multiple locations together

with multiple sectors with input-output linkages. We then show that the main theoretical predictions

of this framework are the same as those of the framework with only one location. We also show

that the quantitative results are similar in these two different frameworks with and without multiple

locations. Therefore, in the main text, we still use the simple version of the model with a single

location for theoretical and quantitative analysis.

E.1 Model

In this model, labor is supplied by local residents, and firms are established by local investors. We

assume so because we find that the carbon pilot policy does not affect migration and cross-regional

firm investments. However, firms in different locations can transact with one another, and the input-

output networks involve the notion of space. We follow the approach of Caliendo and Parro (2015)

to deal with the multiplicity of locations.

There are N locations (cities), indexed by n ∈ {1, 2, ..., N}. To match the data, we set the

number of cities equal to that in our sample, 295, in the quantitative analysis. The main difference

between this framework and that in the main text is that the input-output networks have spatial

properties. Thus, still assuming that there are 3 sectors in each city (carbon-intensive, upstream, and

downstream), the input-output network is now characterized by a 3N × 3N matrix.

Final goods Cn(t) = Cn1(t)
αn1Cn2(t)

αn2Cn3(t)
1−αn1−αn2 , where Ci(t) is the composite intermedi-

ate goods in sector i. αn1 and αn2 are consumption shares. The main difference between this version

of the model and the baseline model is that the variables here involve a location subscript, n.

A continuum of intermediate goods is produced in sector i in location n, with the production

function:

qni(ω) = zni(ω)l
βni

uP m
βni1(1−βni)
ni1 m

βni2(1−βni)
ni2 m

(1−βni1−βni2)(1−βni)
ni3 (E1)

where zni(ω) is the leading-edge productivity draw for ω; luP is the unskilled labor input; and

mnij is the composite intermediate goods used to produce ω. βnij measures the structure of the

98



input-output network, which is calibrated in the next section. Moreover, the construction of price

indices should also account for the elements of space, as in Caliendo and Parro (2015). The rest of

the model is the same as the baseline model.

E.2 Quantitative Analysis

First, we set each location as a city. There are 295 cities in the sample. Second, we calibrate

βn and βnij from the input-output table and the cross-city freight transport data in 2012. These

parameters already contain information on trade costs and spatial frictions across different cities.

Finally, based on these externally calibrated parameters, we use indirect inference to calibrate the

rest parameters.

We report the results of counterfactual experiments with the model of multiple locations in Table

E1. The outcomes of interests represent the simple average of all cities’ outcomes at the national level.

Compared to Table 5 of the baseline case, the results with multiple locations are both quantitatively

and qualitatively similar. Therefore, we use the model of a single location as our baseline model.

Table E1: Counterfactual analysis with multiple locations

xentry xG xNG qmin carbon emissions g welfare

Non-pilot, carbon 0.023 0.512 0.477 1.082 0.0874
Non-pilot, upstream 0.019 0.488 0.422 1.138

Non-pilot, downstream 0.027 0.531 0.499 0.944
Non-pilot, total 0.0481 0.8470
Pilot, carbon 0.025 0.531 0.479 1.118 0.0777

Pilot, upstream 0.019 0.487 0.42 1.139
Pilot, downstream 0.023 0.538 0.499 0.897

Pilot, total 0.0487 0.8473

Appendix F Proof of Theoretical Results

We first have several lemmas that establish some preliminary theoretical results. We next provide

the proof.

Lemma F1. The value function of a firm takes an additive form:

Ṽ ( ˆPD) =
∑
ẑ∈ ˆPD

Y (ẑ), (F1)

where Y (ẑ) is the value of a product line and is nondecreasing when greater than zero. There exists a

cutoff value ẑmin above which Y (ẑ) ≥ 0 and below which Y (ẑ) < 0, and, thus, the product line will be

shut down. Here we omit the subscripts for the sector.

Proof: Same as Acemoglu et al. (2018). The detail of the proof is delegated to Appendix F1.
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Lemma F2. (Acemoglu et al. (2018) Lemma 2): The franchise values of a product line of relative

productivity ẑ of firms are given by the following differential equations:

(r + µ+ φ)Y (ẑ)− ∂Y (ẑ)

∂ẑ

∂ẑ

∂wu

∂wu

∂t
= π(ẑ)− w̃sϕ+Ω, if ẑ > ẑmin, (F2)

and otherwise,

Y (ẑ) = 0. (F3)

Here, π(ẑ) = max{(C
1
ϵ c

− 1
ϵ

j − ẑ−1
j )cj − E(cj , luR) − wuluR} (where C is the cost index and cj is the

unit cost), and ΩG = maxx≥0{−w̃s(1 + τ1)
1−η
η G(x, θk) + xEY (ẑ + ∆̄̂z)}, where ΩG is the R&D value

of a firm for green patents. ΩNG = maxx≥0{−w̃sG(x, θk) + xEY (ẑ + ∆̄̂z)}, where ΩNG is the R&D

value of a firm for non-green patents. Moreover, the R&D policy function of a firm is

xG = θ[
(1− η)EY (ẑ + ∆̄̂z)

w̃s(1 + τ1)
1−η
η

]
1−η
η . (F4)

xNG = θ[
(1− η)EY (ẑ + ∆̄̂z)

w̃s
]
1−η
η . (F5)

ẑk,min is given by
∂Y (ẑ)

∂ẑ
|ẑ = ẑmin = 0. (F6)

Here we omit the subscripts for the sector.

Proof: Same as Acemoglu et al. (2018). See Appendix F2 for details.

Proposition F1. (Acemoglu et al. (2018) Proposition 1): Let g be the equilibrium growth rate of the

economy and w̃s be the normalized skilled wage rate; let

F (x) = 1− (
ẑmin

ẑ
)x, (F7)

Then, the franchise value of a product line with relative productivity of ẑ for a firm is

Y (ẑ) =
π(ẑ)

r + µ+ φ+ (ϵ− 1)g
F (

r + µ+ φ+ (ϵ− 1)g

g
) +

Ω− w̃sϕ

r + µ+ φ
F (

r + µ+ φ

g
), (F8)

where π(ẑ) = max{(C
1
ϵ c(ω)−

1
ϵ − ẑ(ω)−1)c(ω) − E(c(ω), luR) − wuluR}. Here we omit the subscripts

for the sector.

Proof: Same as Acemoglu et al. (2018). See Appendix F3 for details.

Lemma F3. (Acemoglu et al. (2018) Lemma 3): Let F denote the overall relative productivity dis-

tribution, including both active and inactive product lines. In stationary equilibrium, it satisfies the
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following differential equation:

gẑf(ẑ) = µ[F (ẑ)− F (ẑ −∆¯̂z)], (F9)

where µ = Φx+xentry,G+xentry,NG, and ¯̂z =
∫∞
0 ẑf(ẑ)dẑ. Moreover, let F̃ denote the (unnormalized)

distribution of relative productivities of active product lines. The measure of active product lines is

given by

Φ = F̃ (∞). (F10)

Here we omit the subscripts for the sector.

Proof: Same as Acemoglu et al. (2018). See Appendix F4 for details.

Proposition F2. The growth rate of the economy, g, is given by:

g = ∆µ. (F11)

Proof: Same as Acemoglu et al. (2018). See Appendix F5 for details.

The proofs below follow Acemoglu et al. (2018).

F.1 Proof of Lemma 1

Guess Ṽ ( ˆPD) =
∑

ẑ∈ ˆPD Y(ẑ) :

r
∑
ẑ∈ ˆPD

Y (ẑ) =
∑
ẑ∈ ˆPD

max

0,max
x≥0

 π̃ (ẑj)− w̃sϕ− w̃sG (x, θ) + ∂Y (ẑ)
∂ẑ

∂ẑ
∂wu

∂wu

∂t

+xEY (ẑ +∆¯̂z)− (µ+ φ)Y (ẑ)

 ,

which implies

rY (ẑ) = max

0,

 π̃(ẑ)− w̃sϕ+ ∂Y (ẑ)
∂ẑ

∂ẑ
∂wu

∂wu

∂t − (µ+ φ)Y(ẑ)

+maxx≥0

[
xEY (ẑ +∆¯̂z)− w̃sG (x, θ)

]

 ,

where we also use the fact that a firm can choose not to operate an individual product line.

F.2 Proof of Lemma 2

This follows from the proof of Lemma 1.
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F.3 Proof of Proposition 1

First note that π̃(q) =
(
σ−1
σ

)σ 1
σ−1 ẑ

σ−1 = Πẑσ−1. Then, defining Ψ ≡ r + µ + φ, equation (F2)

can be written as the following linear differential equation

ΨY (ẑ) + gẑ
∂Y (ẑ)

∂ẑ
= Πẑσ−1 +Ω− w̃sϕ if ẑ > ẑ

or

ξ1ẑ
−1Y (ẑ) +

∂Y (ẑ)

∂ẑ
= ξ2ẑ

σ−2 − ξ3ẑ
−1, (F12)

where ξ1 ≡ Ψ
g , ξ2 ≡

Π
g and ξ3 ≡ w̃sϕ−Ω

g . Then the solution to (F12) can be written as

Y (ẑ) = ẑ−ξ1

(∫ [
ξ2t

ξ1+σ−2 − ξ3t
ξ1−1

]
dt+D

)
=

ξ2ẑ
σ−1

ξ1 + σ − 1
− ξ3

ξ1
+Dẑ−ξ1 . (F13)

Imposing the boundary condition Y (ẑmin) = 0, we can solve out for the constant of integration D,

obtaining

Y(ẑ) =
ξ2ẑ

σ−1

ξ1 + σ − 1
− ξ3

ξ1
+

(
ξ3ẑ

ξ1

ξ1
− ξ2ẑ

ξ1+σ−1

ξ1 + σ − 1

)
ẑ−ξ1

=
Πẑσ−1

Ψ+ (σ − 1)g

(
1−

(
ẑ

ẑ

)Ψ
g
+σ−1

)
+

Ω− w̃sϕ

Ψ

(
1−

(
ˆzmin

ẑ

)Ψ
g

)
.

(F14)

We next provide the derivation of the value for a high-type product line. Let us rewrite the expression

in (F14) as

Y(ẑ) = ξ4ẑ
σ−1 + ξ5ẑ

−Ψ
g − ξ6

where

ξ4 ≡
Π

Ψ+ (σ − 1)g′
, ξ5 =

(w̃sϕ− Ω) ẑ
Ψ
g

l, min

Ψ
−

Πẑ
Ψ
g
+σ−1

l, min

Ψ+ g(σ − 1)
, and ξ6 =

w̃sϕ− Ω

Ψ
.

Recall the value of a product line

(Ψ + v)Y (ẑ) +
∂Y (ẑ)

∂ẑ
gẑ = Πẑσ−1 +Ω− w̃sϕ+ v

(
ξ4ẑ

σ−1 + ξ5ẑ
−Ψ

g − ξ6

)
for ẑ ≥ ẑ

(Ψ + v)Y (ẑ) +
∂Y (ẑ)

∂ẑ
gẑ = Πẑσ−1 +Ω− w̃sϕ for ẑ > ẑ ≥ ẑ

which can be rewritten as

K1Y (ẑ)ẑ−1 +
∂Y (ẑ)

∂ẑ
= K2ẑ

σ−2 +K3ẑ
−Ψ+g

g −K4ẑ
−1,

where

K1 ≡
Ψ+ v

g
,K2 ≡

Π+ vξ4
g

,K3 ≡
vξ5
g

and K4 ≡
vξ6 + w̃sϕ− Ω

g
for ẑ ≥ ẑ (F15)

K1 ≡
Ψ+ v

g
,K2 ≡

Π

g
,K3 ≡ 0 and K4 ≡

w̃sϕ− Ω

g
for ẑl, min > ẑ ≥ ẑ (F16)
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F.4 Proof of Lemma 3

In a stationary equilibrium, inflows and outflows into different parts of the distributions have to

be equal. First, consider overall productivity distribution F . Given a time interval of ∆t, this implies

that Ft(ẑ) = Ft+∆t(ẑ),

Ft(ẑ) = Ft(ẑ(1 + g∆t))− µ∆t
[
Ft(ẑ)− Ft(ẑ −∆¯̂z)

]
Next, subtract Ft(ẑ(1 + g∆t)) from both sides, multiply both sides by −1, divide again sides by ∆t,

and take the limit as ∆t → 0, so that

lim
∆t→0

F (ẑ(1 + g∆t))− F (ẑ)

∆t
= gẑf(ẑ).

Using this last expression delivers

gẑf(ẑ) = µ[F (ẑ)− F (ẑ −∆¯̂z)].

Similarly, for active product line distributions F̃ , we can write

F̃t(ẑ) = F̃t(ẑ(1 + g∆t))− F̃t (ẑmin(1 + g∆t)) + µ∆t
[
Ft(ẑ −∆¯̂z)− F̃t(ẑ)− Ft

(
ẑmin −∆¯̂z

)]
− (µ+ φ)∆tF̃t(ẑ) + v∆t

[
F̃t(ẑ)− F̃t (ẑ min )

]
.

Again, by subtracting F̃t(ẑ(1 + g∆t)) − F̃t (ẑmin(1 + g∆t)) from both sides, dividing by −∆t, and

taking the limit as ∆t → 0, we get the desired equations in Lemma 3.

F.5 Proof of Proposition 2

As shown in Lemma 3, overall productivity distribution satisfies

ẑf(ẑ) =
µ

g
[F (ẑ)− F (ẑ −∆¯̂z)]

By integrating both sides of the domain, we get

E(ẑ) ≡
∫ ∞

0
ẑf(ẑ)dẑ =

µ

g

∫ ∞

0
[F (ẑ)− F (ẑ −∆¯̂z)]dẑ

We can write the above equation as follows

E(ẑ) =

µ
g

1 + µ
g

∫ ∞

0
[1− F (ẑ −∆¯̂z)]dẑ.

as
∫∞
0 [1− F (ẑ)]dẑ = E(ẑ).
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By changing of variable as x = ẑ −∆¯̂z, which implies dx = dẑ, we have

E(ẑ) =

µ
g

1 + µ
g

∫ ∞

−∆¯̂z
[1− F (x)]dx =

µ

g
∆¯̂z

The last equality follows from the fact that F (x) = 0 for x ≤ 0. In equilibrium we have, ¯̂z = E(ẑ).

Therefore

g = µ∆

Appendix G More Institutional Details

G.1 Determinants of pilot selection

The pilots are selected by the central government according to some predetermined criteria.

The determinants of pilot selection are socioeconomic conditions and geographical layout because the

pilots are expected to provide low-carbon development experience to regions of similar characteristics.

Figures G1, G2, G3, and G4 show how the central government describes each batch of pilots selected.

The examples of policy document screenshots and corresponding translations are listed below. The

translations of highlighted parts are bold-faced.

Translation for Figure G1: Based on the local application status and considering the repre-

sentativeness of the socioeconomic conditions and geographical layout in each region,

our committee has decided to first carry out pilot work in Provinces of Guangdong, Liaoning, Hubei,

Shaanxi, Yunnan, as well as cities of Tianjin, Chongqing, Shenzhen, Xiamen, Hangzhou, Nanchang,

Guiyang, and Baoding.

Translation for Figure G2: Based on the local application status, taking into account fac-

tors such as the socioeconomic conditions, demonstrative nature, and representative

geographical layout of each pilot, the National Development and Reform Commission has de-

termined that the second batch of national low-carbon pilots are launched in Beijing City, Shanghai

City, Hainan Province, Shijiazhuang City, Qinhuangdao City, Jincheng City, Hulunbuir City, Jilin

City, Suzhou City, Huai’an City, Zhenjiang City, Ningbo City, Wenzhou City, Chizhou City, Nanping

City, Jingdezhen City Ganzhou City, Qingdao City, Jiyuan City, Wuhan City, Guangzhou City, Guilin

City, Guangyuan City, Zunyi City, Kunming City, Yan’an City, Jinchang City, and Urumqi City.

Translation for Figure G3: In order to promote ecological civilization and green and low-carbon

development, and ensure the achievement of China’s greenhouse gas emission control action goals,

our commission organized two batches of low-carbon provinces, regions, and cities in 2010 and 2012,

respectively. Each pilot province and city has conscientiously implemented the requirements of the

pilot work and achieved positive results in promoting low-carbon development. In accordance with

the requirements of the Outline of the 13th Five Year Plan, the National Climate Change Response
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Figure G1: Determinants of 1st-batch-pilot selection

Source: Notice of the National Development and Reform Commission on Carrying out Pilot Work for Low-carbon Provinces and
Cities. Available at: https: // www. ndrc. gov. cn/ xxgk/ zcfb/ tz/ 201008/ t20100810_ 964674. html

Figure G2: Determinants of 2nd-batch-pilot selection

Source: Notice of the National Development and Reform Commission on Carrying out Pilot Work for 2nd Batch of Low-carbon
Provinces and Cities. Available at: https: // www. ccchina. org. cn/ Detail. aspx? newsId= 73289& TId= 285

Plan (2014-2020), and the Work Plan for Controlling Greenhouse Gas Emissions during the 13th Five

Year Plan, in order to expand the scope of national low-carbon city pilot projects, encourage more

cities to explore and summarize low-carbon development experience, our commission organizes the

recommendation and expert evaluation of the third batch of low-carbon city pilot projects. After

comprehensive consideration of the pilot implementation plan, socioeconomic conditions,

demonstrative nature, and representative pilot layout, the third batch of low-carbon city pilot

projects have been determined to be carried out in 45 cities (districts, counties) .

Translation for Figure G4: The report of the 20th National Congress of the Communist Party

of China emphasizes that promoting green and low-carbon economic and social development is a key

to achieving high-quality development. Since 2010, in order to encourage local governments to ex-

plore green and low-carbon development paths according to local conditions, China implemented three

batches of low-carbon pilots in 81 cities, districts, and counties, which comprise regions of different

development levels, resource endowments, and socioeconomic conditions . To encourage

local governments to explore green and low-carbon development paths according to local conditions,

pilot cities have solidly implemented pilot tasks in five aspects: formulating low-carbon develop-

ment plans, formulating policies to promote the development of low-carbon industries, establishing

greenhouse gas emission data statistics and management systems, establishing a target responsibil-

ity system for controlling greenhouse gas emissions, advocating green and low-carbon lifestyles and

consumption patterns, and boldly explored low-carbon development model innovation, institutional

innovation, technological innovation, engineering innovation, and collaborative innovation. The pilot

work has achieved positive results, accumulating valuable experience for local green and low-carbon

development.
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Figure G3: Determinants of 3rd-batch-pilot selection

Source: Notice of the National Development and Reform Commission on Carrying out Pilot Work for 3rd Batch of Low-carbon
Cities. Available at: https: // www. gov. cn/ xinwen/ 2017-01/ 24/ content_ 5162933. htm

Figure G4: Summary on determinants of all three batches of pilot selection

Source: Assessment Report on the Progress of National Low-Carbon City Pilots. Available at: https: // www. mee. gov. cn/ ywgz/

ydqhbh/ wsqtkz/ 202307/ W020230713602785966247. pdf
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G.2 Actions by the central government

During pilot policy implementation, the central government mainly takes the role of supervision.

Each city is required to devise a low-carbon development plan, including the emission-reduction

targets and planned actions. The central government requires that the emission-reduction target be

higher than the national average rate of emission reduction. The NDRC’s evaluation reveals that the

first batch of low-carbon-zone pilots cut their carbon intensity in 2012 by 9.2% relative to their 2010

level, much higher than the national average carbon intensity reduction of 6.6%. Central governments

evaluate the progress of emission reduction on a yearly basis, and the results of the evaluation are

considered during local government officials’ promotion. With actions taken not perfectly quantifiable,

the main criteria of evaluation are the level of carbon emissions reduction. For example, in 2016, the

NRDC conducted a comprehensive evaluation of the first and second rounds of pilots, with the per

capita carbon emission reduction used as a “key indicator” (Yang et al., 2018). The government

leaders of cities not reaching emission reduction targets are summoned for explanations by central

government officials and face negative performance evaluations during promotions.

G.3 Actions by local governments

Local governments take action to achieve their proposed emission reduction. Although the actions

are not specified by the central government, after looking at the low-carbon development plans by

local governments, we find that the majority of local governments take four types of actions: emissions

fees, research subsidies, entry costs, and production regulation. Since the central government uses

the reduction in absolute emission as the main criteria for local governments’ pilot performance

evaluations, the sectors with the largest direct carbon emissions (defined as carbon-intensive sectors

in our study) are most regulated by the central government. For each type of action, we find the

corresponding description in the city-level low-carbon development plans. The examples of policy

document screenshots and corresponding translations are listed below. The translations of highlighted

parts are bold-faced.

G.3.1 Examples of entry costs

Translation for Figure G5: Strictly implement national registration control regulations and in-

dustrial policies, strengthen market access management, and implement equal or reduced re-

placement of new production capacity in industries such as chemical, steel, non-ferrous metals, and

building materials.

Translation for Figure G6: Strengthen energy conservation and carbon reduction. Develop the

”Thousand Enterprises Energy Conservation and Low-Carbon Action Plan”, strengthen the responsi-

bility system for energy conservation and carbon reduction targets, establish and improve the energy
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Figure G5: Example of entry cost (Lanzhou City)

Source: An action plan for low-carbon development of Lanzhou City

and carbon emission management system, and regularly carry out special inspections on the elim-

ination of high energy consuming outdated mechanical and electrical equipment products and high

energy consuming products in industrial enterprises. Accelerate the elimination of outdated produc-

tion capacity in industries such as building materials, chemicals, papermaking, printing and dyeing,

and leather making, strengthen investment project review and management, and strictly

control the development of high energy consuming and high emission industries. Projects

with annual energy savings exceeding 300 tons of standard coal will be rewarded at a rate of 400

yuan/ton of standard coal. Strive to achieve the goal of saving 2.5 million tons of standard coal and

reducing carbon dioxide emissions by 6 million tons by 2015.

Translation for Figure G7: Strengthen the constraint effect of energy assessment and environmen-

tal impact assessment. Strictly implement the project energy assessment and environmental impact

assessment system, and the energy efficiency and pollution intensity of newly built high energy con-

suming and high emission projects must reach the advanced level in China. The total emission index

of major pollutants should be used as a prerequisite for environmental impact assessment approval.

Energy consumption equivalent or reduced replacement should be implemented for newly added pro-

duction capacity in high energy-consuming industries such as steel, non-ferrous metals, building ma-

terials, petroleum and petrochemical, and chemical industry. For regions that have not achieved

their energy conservation and emission reduction targets, the energy review and ap-

proval of new high energy consuming projects and the environmental impact assessment

of new major pollutant emission projects in the region will be suspended. Improve the

evaluation management system, standardize evaluation institutions, and optimize the review process.

Translation for Figure G8: Increase the constraint of energy and environmental impact assess-

ments. Further improve the management system for energy and environmental impact assessments,

standardize evaluation institutions, and optimize the review process. Strictly implement the project

energy assessment and environmental impact assessment system. Take the total energy consump-

tion control index and the total emission index of major pollutants as the preconditions

for the approval of firm registration, and the energy efficiency level and emission intensity

of new fixed assets investment projects must reach the advanced level.
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Figure G6: Example of entry cost (Guangzhou City)

Source: Low-carbon development plan of Guangzhou City

Figure G7: Example of entry cost (Hubei Province)

Source: Implementation plan for low-carbon development of Hubei Province

Figure G8: Example of entry cost (Xining City)

Source: Low-carbon development plan of Xining City
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G.3.2 Example of emission fee and production regulation

Translation for Figure G9: Improve the level of industrial energy efficiency. Implement an indus-

trial energy efficiency improvement plan, comprehensively promote energy efficiency benchmarking in

key energy-consuming industries, and promote the construction of energy control centers for indus-

trial enterprises. Continuously carry out energy-saving and carbon reduction actions for

key energy-consuming enterprises, and promote the establishment of an energy man-

agement system. Strengthen the assessment and management of enterprises with an annual energy

consumption of 1000 tons or more of standard coal, and carry out standard management of unit prod-

uct energy consumption quotas for some key energy-consuming industries; Strengthen the assessment

and management of enterprises with an annual electricity consumption of 500000 to 1 million kilowatt

hours, establish an accounting system for energy consumption, and include enterprises with

an annual electricity consumption of 1 million kilowatt hours or an installed power capacity of 315

kilovolt amperes or more in the enterprise assessment and management.

Translation for Figure G10: Industrial energy conservation and carbon reduction. Implement

the special action for industrial green development, build a demonstration base for Lanzhou’s circu-

lar economy, and strive to become a pilot city for industrial green transformation and development.

Implement industrial energy efficiency improvement plans and continue to benchmark

and meet energy efficiency standards in high energy consuming industries such as petro-

chemicals, steel, non-ferrous metals, and building materials. Promote the construction of

energy control centers for key enterprises such as Fangda Carbon Co., Ltd., Guodian Lanzhou Ther-

mal Power, Guodian Fanping Thermal Power, Datang Xigu Thermal Power, Yuzhong Iron and Steel,

and Lanzhou Petrochemical. Implement energy-saving transformation of motor systems, cogenera-

tion, and utilization of waste heat and pressure. Eliminate high energy-consuming boilers and adopt

high-efficiency energy-saving equipment. Focus on the petrochemical, metallurgical, and non-ferrous

circular economy base, efforts will be made to reduce product consumption and improve en-

ergy utilization efficiency. By 2015, the energy consumption per unit of industrial added value

above designated size decreases by 23% compared to 2010, to 2.8 tons of standard coal per 10000

yuan, with an average annual decline rate of 5.1%.

Translation for Figure G11: Expand the scope of clean energy use areas. Vigorously increase the

supply of clean energy such as natural gas and electricity, formulate and implement measures to

control the consumption of coal-fired power in the city, and increase efforts to control the total

coal consumption. Promote the use of clean energy such as natural gas, liquefied petroleum gas, and

electricity to achieve diversified energy supply and consumption for power units and industrial boilers.

By the end of 2014, boilers, kilns, and large stoves in four districts, including Yuexiu District, Haizhu

District, Liwan District, and Tianhe District, were prohibited from using coal and heavy oil,
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Figure G9: Example of emission fee and production regulation (Sanya City)

Source: Low-carbon development plan of Sanya City

and a “coal-free zone” was basically established. By the end of 2016, all industrial development

zones and industrial parks in the city will complete the clean energy transformation or centralized

heating of coal-fired boilers. Boilers, kilns, and large stoves in four districts (county-level cities)

including Baiyun District, Panyu District, Huadu District, and Conghua City will be prohibited from

using coal and heavy oil, and a ”coal-fired free zone” will be basically built. In principle, the use of

coal and heavy oil is prohibited in boilers, kilns, and large stoves in four districts (county-level cities)

including Huangpu District, Nansha District, Luogang District, and Zengcheng City. The area of

highly polluting fuel ”no combustion zones” reaches more than 80% of the built-up area.

Translation for Figure G12: Promote the low-carbon upgrading and transformation of traditional

industries. Accelerate the elimination of outdated production capacity in industries such as electricity,

steel, chemicals, cement, and printing and dyeing. Strengthen energy-saving supervision over high

energy consuming and high carbon-emitting industries such as metallurgy, power, chemical, petroleum,

and petrochemical, fully utilize energy auditing and clean production auditing methods,

focus on energy-saving and consumption reduction for key energy consuming enterprises,

and promote low-carbon upgrading and transformation of industries.

Translation for Figure G13: We attach great importance to industrial energy conservation and

emission reduction. We will conscientiously implement the industrial energy efficiency improvement

plan and comprehensively promote energy efficiency benchmarking and compliance ac-

tivities in energy-consuming industries such as steel, electrolytic aluminum, chemical,

building materials, and photovoltaics. By 2015, the energy consumption of value-added indus-

trial units above the designated size will be reduced by 15% compared to 2010. Deepen the special

action for industrial green development and the energy-saving and low-carbon action for large enter-

prises, and actively promote the construction of energy management systems and industrial enterprise

energy management centers.

Translation for Figure G14: Implement quantity control measures for the six high energy

consuming industries, establish a monitoring system for carbon emissions of key enterprises, and

implement measures such as production and electricity restrictions for enterprises exceeding emission

limits.
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Figure G10: Example of emission fee and production regulation (Lanzhou City)

Source: An action plan for low-carbon development of Lanzhou City

Figure G11: Example of emission fee and production regulation (Guangzhou City)

Source: Guidance of low-carbon development of Guangzhou City

Figure G12: Example of emission fee and production regulation (Tianjin City)

Source: Implementation plan for Low-carbon development plan of Tianjin City
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Figure G13: Example of emission fee and production regulation (Xining City)

Source: Low-carbon development plan of Xining City

Figure G14: Example of emission fee and production regulation (Shijiazhuang City)

Source: Key points for low-carbon development of Shijiazhuang City

G.3.3 Examples of research subsidies

Translation for Figure G15: Increase financial support, actively seek special funds related to

low-carbon development at the national and provincial levels, and encourage different entities in the

jurisdiction to apply for projects related to low-carbon development through multiple channels. Es-

tablish special funds to support the construction of a low-carbon development capacity

system, low-carbon key projects, low-carbon product research and development, and the

promotion and application of low-carbon new technologies. Increase government invest-

ment in science and technology and tilt towards low-carbon development, and leverage fiscal

funds to guide investment in industries related to low-carbon investment. Expand diversified channels

for social capital investment, leverage the leverage of public funds, and guide financial institutions,

guarantee institutions, investment companies, and other social funds to invest in various low-carbon

development industries. Using the national carbon market launched in 2017, encourage and assist

enterprises to obtain economic benefits or emission rights through quota trading and certified emission

reduction (CCER) trading.

Translation for Figure G16: Vigorously promote the development of energy-saving and environ-

mental protection industries. Implement various policies and measures to promote the development

of energy conservation and environmental protection industries at the national and provincial levels,

relying on the construction of Lanzhou Circular Economy Demonstration Base and National ”Urban

Mineral” Demonstration Base, with a focus on the recycling and utilization of renewable resources,

comprehensive utilization of household waste, new urban heating, and comprehensive utilization of

waste heat and pressure. Implement circular transformation of industrial parks and cultivate a number

of demonstration enterprises and projects. Actively develop energy conservation and environmental

protection, implement fiscal and tax incentives, support key energy consuming units to

implement energy-saving transformation through contract energy management methods,
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and accelerate the promotion of third-party pollution prevention and control governance.

Translation for Figure G17: Promote technological innovation. Vigorously introduce and promote

advanced scientific and technological achievements both domestically and internationally, and actively

develop and apply various new technologies, processes, and products. Establish a low-carbon

technology innovation incentive mechanism, implement relevant tax incentives, study

and implement other funding incentive policies, guide production enterprises to develop and

apply energy-saving and low-carbon new materials and technologies, and gradually form a low-carbon

and efficient technology innovation system.

Translation for Figure G18: Build a capacity support system to promote low-carbon development.

Carry out low-carbon demonstrations in key areas such as industry, energy, construction, transporta-

tion, and technology, as well as in key industrial parks, communities, and towns, study and formulate

implementation plans, and provide models and experiences for low-carbon development in the city.

Research and establish a low-carbon city evaluation index system with Tianjin characteristics to lead

the construction of low-carbon cities. Accelerate the formulation of local technical specifications and

standards to promote low-carbon development. Promote low-carbon product labeling and certifica-

tion. Research and establish a special fund for low-carbon city construction in Tianjin,

and increase support for key projects, low-carbon technology research and development,

and capacity building. Establish technology innovation institutions and platforms to promote

low-carbon development and enhance independent innovation capabilities.

Translation for Figure G19: Timely promote energy-saving and emission reduction policies and

regulations to enterprises, guide them to fully utilize and activate relevant preferential policies, and

vigorously promote new technologies and processes for energy conservation and emission reduction.

Provide training for emission-related management, and technical and statistical personnel. Integrate

energy-saving and emission reduction funds from various fields, strengthen overall arrange-

ments, improve utilization efficiency, and strictly implement the income tax reduction and exemption

policy for energy management projects. Guide financial institutions to increase their sup-

port for energy-saving, emission reduction, and low-carbon projects, actively guide diverse

investment entities and various social funds to enter the field of energy-saving and emission reduction.

G.4 Other Environmental Effects

We estimate the effects of the carbon pilot policy on firms’ pollutant emissions and reduction out-

comes, using firm-level data that combines the Annual Survey of Industrial Firms with the Pollutant

Emissions Database provided by the Ministry of Environmental Protection. We show in Table G1

that the pilot policy does not affect other pollutant emissions and reductions at the firm level. Since

the carbon pilot policy does not directly affect the firms’ decision to emit other firm-level pollutants

(wastewater, SO2, and NOx), the results can serve as a placebo test to rule out the fact that other
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Figure G15: Example of research subsidies (Sanya City)

Source: Low-carbon development plan of Sanya City

Figure G16: Example of research subsidies (Lanzhou City)

Source: An action plan for low-carbon development of Lanzhou City

Figure G17: Example of research subsidies (Guangzhou City)

Source: Guidance of low-carbon development of Guangzhou City

Figure G18: Example of research subsidies (Tianjin City)

Source: Implementation plan for Low-carbon development plan of Tianjin City
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Figure G19: Example of research subsidies (Xining City)

Source: An action plan for low-carbon development of Xining City

policy-related factors are driving our main results. Our review of policy documents also shows other

pollutants are not targeted in low-carbon pilots.

G.5 Regional Spillover Effects

From the policy documents of various cities on the planning and organization of the pilot policy,

we cannot find discernible evidence that different cities, especially pilot and non-pilot cities, should

cooperate and coordinate with one another. This leads to the empirical fact that regional spillover

effects of the pilot policy are not dominating forces that drive our main results. As for empirical

supports, Table G2 suggests that the pilot policy does not have cross-city spillover effects on housing

prices,42 while Table G3 suggests that the pilot policy does not have cross-city spillover effects on an

array of city-level socioeconomic outcomes.43

Appendix H Data Compilation

The origin data set of the firm registration information consists of records of registration and

deregistration of each firm. Each entry includes information on the registered capital, location, identity

of the legal representative(s), ownership information, sectoral classification, and the year of exit (if

any). Note that if the firm simply stops production or reallocates but does not deregister, then it is

not deemed to exit our data set.

Based on over 40 million registration records of the universe of Chinese firms, we aggregate the

granular data into a city-sector-year panel data set. Specifically, we calculate entry and exit in each

city-sector-year cell. Entry is defined and calculated as the total registration capital or the total

number of firms that have been registered in a specific city, sector, and year. We discard observations

whose registered capital is 0 or belongs to the top 0.1%.

We also match the registration data set with the patent application data set, so that we can know

which firm applies for which patent. In this way, we calculate the number of patent applications by

firms that belong to a certain city-sector-year cell.

42The data source of housing prices is Fang et al. (2016).
43The data source of these outcomes are the Chinese City Statistics Yearbooks of various years.
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Table G2: (Spillover) effects on housing price

(1) (2) (3) (4)

log(Housing price index)
1(Pilot) -0.0710*** -0.0615 -0.108*** -0.118

(0.0243) (0.0507) (0.0335) (0.0802)
Mean neighbors’ 1(Pilot) -0.0122 -0.535

(0.0572) (2.626)
City FE Y Y Y Y

Year-month FE Y Y Y Y
Prov-year FE N N Y Y

Prov-month FE N N Y Y
Observations 3,360 3,360 3,360 3,360
R-squared 0.975 0.975 0.995 0.995

Notes: The sample covers 3,360 city-year-month cells during 2005-2014. In all columns, city and year-month fixed effects are
controlled for. * Significant at 10%, ** 5%, *** 1%. Standard errors are clustered at the city level.
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