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Abstract

A quantization procedure for the Yang-Mills equations for the Minkowski space R1,3 is carried

out in such a way that field maps satisfying Wightman axioms of Constructive Quantum Field The-

ory can be obtained. Moreover, by removing the infrared and ultraviolet cutoffs, the spectrum of

the corresponding (non-local) QCD Hamilton operator is proven to be positive and bounded away

from zero, except for the case of the vacuum state, which has vanishing energy level. The whole

construction is invariant for all gauge transformations preserving the Coulomb gauge. As expected

from QED, if the coupling constant converges to zero, then so does the mass gap. This is the case

for the running coupling constant leading to asymptotic freedom.

Mathematics Subject Classification (2020): 81T08 ¨ 81T13

Keywords: Constructive Quantum Field Theory, Yang-Mills Theory, Mass Gap

Contents

1 Introduction 2

2 Yang-Mills Connections 7

2.1 Definitions, Existence and Uniqueness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Hamiltonian Formulation for the Minkowski Space . . . . . . . . . . . . . . . . . . . . . 9
∗Simone Farinelli, Aumülistrasse 20, CH-8906 Bonstetten, Switzerland, e-mail simone.farinelli@alumni.ethz.ch
†Luisa Tibiletti, Department of Managment “Valter Cantino", Corso Unione Sovietica 218/bis, I-10134 Torino, Italy,

e-mail luisa.tibiletti@unito.it

1



3 Axioms of Constructive Quantum Field Theory 16

3.1 Wightman Axioms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

3.2 Gaussian Random Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.1 Fock Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.2 Wick Products and Wiener-Itô-Segal Isomorphism . . . . . . . . . . . . . . . . . 24

3.3 Osterwalder-Schrader Axioms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4 Quantization of Yang-Mills Equations and Positive Mass Gap 29

4.1 Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.2 Construction of a Complete Set of Generalized Eigenvectors . . . . . . . . . . . . . . . . 34

4.3 Construction of the Probability Measure under the Ultraviolet and Infrared Cut Offs and

Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.4 Infrared Cutoff Removal and Reconstruction of a Selfadjoint Hamiltonian . . . . . . . . 47

4.5 Ultraviolet Cutoff Removal without Renormalization . . . . . . . . . . . . . . . . . . . . 56

4.6 Gauge Invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.7 Spectral Bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.8 Running of the Coupling Constant by Renormalization and Asymptotic Freedom . . . . 71

5 Conclusion 73

A Spectral Theory in Rigged Hilbert Spaces 73

1 Introduction

Yang-Mills fields, which are also called gauge fields, are used in modern physics to describe physical

fields that play the role of carriers of an interaction (cf. [EoM02]). Thus, the electromagnetic field

in electrodynamics, the field of vector bosons, carriers of the weak interaction in the Weinberg-Salam

theory of electrically weak interactions, and finally, the gluon field, the carrier of the strong interaction,

are described by Yang-Mills fields. The gravitational field can also be interpreted as a Yang-Mills field

(see [DP75]).
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The idea of a connection as a field was first developed by H. Weyl (1917), who also attempted to

describe the electromagnetic field in terms of a connection. In 1954, C.N. Yang and R.L. Mills (cf.

[MY54]) suggested that the space of intrinsic degrees of freedom of elementary particles (for example,

the isotropic space describing the two degrees of freedom of a nucleon that correspond to its two pure

states, proton and neutron) depends on the points of space-time, and the intrinsic spaces corresponding

to different points are not canonically isomorphic.

In geometrical terms, the suggestion of Yang and Mills was that the space of intrinsic degrees of

freedom is a vector bundle over space-time that does not have a canonical trivialization, and physical

fields are described by cross-sections of this bundle. To describe the differential evolution equation of

a field, one has to define a connection in the bundle, that is, a trivialization of the bundle along the

curves in the base. Such a connection with a fixed holonomy group describes a physical field, usually

called a Yang-Mills field. The equations for a free Yang-Mills field can be deduced from a variational

principle. They are a natural non-linear generalization of Maxwell’s equations (cf.[Br03]).

Field theory does not give the complete picture. Since the early part of the 20th century, it has been

understood that the description of nature at the subatomic scale requires quantum mechanics, where

classical observables correspond to typically non commuting self-adjoint operators on a Hilbert space,

and classic notions as “the trajectory of a particle” do not apply. Since fields interact with particles, it

became clear by the late 1920s that an internally coherent account of nature must incorporate quantum

concepts for fields as well as for particles. Under this approach components of fields at different points

in space-time become non-commuting operators.

The most important Quantum Field Theories describing elementary particle physics are gauge the-

ories formulated in terms of a principal fibre bundle over the Minkowskian space-time with particular

choices of the structure group. They are depicted in Table 1.

As shown in [JW04], in order for Quantum Chromodynamics to completely explain the observed

world of strong interactions, the theory must imply:

• Mass gap: There must exist some positive constant η such that the excitation of the vacuum

state has energy at least η. This would explain why the nuclear force is strong but short-ranged,

by providing the mathematical evidence that the corresponding exchange particle, the gluon, has

non vanishing rest mass.

• Quark confinement: The physical particle states corresponding to proton, neutron and pion

must be SUp3q-invariant. This would explain why individual quarks are never observed.

• Chiral symmetry breaking: In the limit for vanishing quark-bare masses the vacuum is in-
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Gauge Theory Fundamental Forces Structure Group
Quantum Electrodynamics Electromagnetism Up1q

(QED)
Electroweak Theory Electromagnetism SUp2q ˆ Up1q

(Glashow-Salam-Weinberg) and weak force
Quantum Chromodynamics Strong force SUp3q

(QCD) and electromagnetism
Standard Model Strong, weak forces SUp3q ˆ SUp2q ˆ Up1q

and electromagnetism
Georgi-Glashow Grand Strong, weak forces SUp5q

Unified Theory (GUT1) and electromagnetism
Fritzsch-Georgi-Minkowski Strong, weak forces SOp10q

Grand Unified Theory (GUT2) and electromagnetism
Grand Unified Strong, weak forces SUp8q

Theory (GUT3) and electromagnetism
Grand Unified Strong, weak forces Op16q

Theory (GUT4) and electromagnetism

Table 1: Gauge Theories

variant under a certain subgroup of the full symmetry group acting on the quark fields. This is

required in order to account for the “current algebra” theory of soft pions.

The Seventh CMI-Millenium prize problem is the following conjecture.

Conjecture 1. For any compact simple Lie group G there exists a non-trivial Yang-Mills theory on

the Minkowskian R1,3, whose quantization satisfies Wightman axiomatic properties of Constructive

Quantum Field Theory and has a mass gap η ą 0.

The conjecture is explained in [JW04] and commented in [Do04] and in [Fa05]. To our knowledge

this conjecture is unproved.

The first rigorous program of study of this problem is the one by Balaban ([Ba84], [Ba84Bis], [Ba85],

[Ba85Bis], [Ba85Tris], [Ba85Quater], [Ba87], [Ba88], [Ba88Bis], [Ba89] and [Ba89Bis]). This program

defines a sequence of block-spin transformations for the pure Yang-Mills theory in a finite volume on

the lattice, a toroidal Euclidean space-time, and shows that, as the lattice spacing tends to 0 and

these transformations are iterated many times, the resulting effective action on the unit lattice remains

bounded. From this result the existence of an ultraviolet limit for gauge invariant observables such as

“smoothed Wilson loops” should follow, at least through a compactness argument using a subsequence

of approximations; but the limit is not necessarily unique. From this point of view, one must verify

the existence of an ultraviolet limit of appropriate expectations of gauge-invariant observables as the

lattice spacing tends to zero (ultraviolet cutoff removal) and the volume tends to infinity (infrared cutoff
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removal). This program is applied for the Φ4
3 model by Dimock in the very readable [Di13], [Di13Bis],

[Di14].

Magnen, Rivasseau and Sénéor provide in [MRS93] the basis for a rigorous construction of the

Schwinger functions of the pure SUp2q Yang-Mills field theory in four dimensions (in the trivial topo-

logical sector) with a fixed infrared cutoff and removed ultraviolet cutoff, in a regularized axial gauge.

They check the validity of the construction by showing that Slavnov identities (which express infinites-

imal gauge invariance) do hold non-perturbatively. They do not analyze the spectral properties of the

Hamilton operator.

Very recently, regularity structures have been successfully by Chandra-Chevyrev-Hairer-Shen ([CCHS22])

to obtain a stochastic quantization of Yang–Mills–Higgs in 3D. Previously, regularity structures, which

had been pioneered by Hairer in [Ha14], have been applied by Gubinelli-Hofmanová ([GuHo19]) to ex-

tend a stochastic quantization of the Euclidean Φ4
3 quantum field theory from the torus T 3 to R3. It

would be interesting to see this approach applied to the Yang-Mills problem in p3 ` 1qD.

The main contributions of this paper are:

• the construction of a rigorous quantum Yang-Mills theory over the whole Minkowski space satis-

fying the Osterwalder-Schrader axioms of Constructive Quantum Field Theory,

• the proof that the quantum hamiltonian for QCD has a spectral gap.

This paper is organized as follows. Section 2 presents the classical Yang-Mills equations and their

Hamiltonian formulation for the Minkowskian R1,3. Section 3 depicts the axioms of Constructive

Quantum Field Theory and may be skipped by the acquainted reader. In Sections 4 the Yang-Mills

Equations are quantized, the Osterwalder-Schrader and hence the Wightman axioms are verified, and

the existence of a positive mass gap proven. More in detail, the construction of the Yang-Mills Quantum

Field Theory in 3 ` 1 spacetime dimensions and the proof that the corresponding Hamiton operator

possesses a spectral gap is done by passing to the corresponding Euclidean QFT and progresses through

the following steps:

1. Impose an infrared and an ultraviolet cutoff.

2. Construct a background “quasi-free” QFT as the solution to an SDE via the Fokker-Planck equa-

tion using the part of the Euclidean action of the form ´∆ `B ¨ ∇. In contrast to the free QFT

this part contains a non local term.

3. Use the Feynman-Kač-Nelson formula to add in the interaction.
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4. Remove the infrared cutoff and prove the Osterwalder-Schrader axioms for any fixed ultraviolet

cutoff

5. Remove the ultraviolet cutoff and prove the Osterwalder-Schrader axioms for the limit of the

ultraviolet cutoff parameter tending to infinity

6. Verify the gauge invariance.

7. Show the existence of the mass gap.

Even more in detail, by verifying the Osterwalder-Schrader axioms and the reconstruction theorem

for quantum mechanics, the QFT Hamiltonian for the continuum theory, constructed via quantization

of the classical Hamiltonian, is proved to be a selfadjoint operator on the Hilbert Space of L2-Hida

distributions. The Hamilton operator is non-local and the proof of its selfadjointness for a particular

probability measure requires the construction of the infinitesimal generator of a stochastic process taking

values in a L2-space over the physical space, and the extension of the Feynman-Kač-Nelson formula for

the L2-Hida distributions.

The QFT Hamiltonian has a continuous spectrum, which can be expressed as the direct limit of

the continuous spectrum of another selfadjoint operator, the QFT Hamiltonian with ultraviolet cutoff,

when the cutoff parameter tends to infinity. For both operators strictly positive lower bounds of the

spectra can be inferred. These depend on the bare coupling constant for both Hamiltonians and on the

cutoff magnitude for the Hamiltonian with cutoff. The gap for the cutoff case “survives” then in the

continuum limit for a strictly positive bare coupling constant. As expected from QED, if the coupling

constant converges to zero, then so does the mass gap.

We remark, that, due to our particular choice of the ultraviolet cutoff differing substantially from

the one chosen by Magnen-Rivasseau-Sénéor in [MRS93], we do not observe divergences arising for the

ultraviolet cutoff parameter tending to infinity, and, hence, no dependence of the bare coupling constant

on the cutoff parameter and no renormalization have to be introduced in our basic construction at this

stage. Note that in the Φ4
3 model renormalization is needed, but concerns other parameters than the

bare coupling constant (see [GJ73], [FO76] and [MS76]). Later, in order to obtain asymptotic freedom

we will study the running of the coupling constant with respect to the energy scale, showing that the

running mass gap vanishes in the asymptotic freedom limit, because the running coupling constant

does, too.

The whole construction is proved to be invariant for those gauge transforms which preserve the

Coulomb gauge. Section 5 concludes.
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2 Yang-Mills Connections

2.1 Definitions, Existence and Uniqueness

A Yang-Mills connection is a connection in a principal fibre bundle over a (pseudo-)Riemannian manifold

whose curvature satisfies the harmonicity condition, i.e. the Yang-Mills equation.

Definition 2.1 (Yang-Mills Connection). Let P be a principal G-fibre bundle over a pseudorie-

mannian m-dimensional manifold pM,hq, and let V be the vector bundle associated with P and RK ,

induced by the representation ρ : G Ñ GLpRKq, where K :“ dimpGq. A connection on the principal

fibre bundle P is a Lie-algebra g valued 1-form ω on P , such that the following properties hold:

(i) Let A P g and A˚ the vector field on P defined by

A˚
p :“

d

dt

ˇ

ˇ

ˇ

ˇ

t:“0

pp expptAqq. (1)

Then, ωpA˚
p q “ A.

(ii) For g P G let

Adg : G Ñ G, h ÞÑ Adgphq :“ Lg ˝Rg´1phq “ ghg´1

adg : g Ñ g, A ÞÑ AdgpAq :“
d

dt

ˇ

ˇ

ˇ

ˇ

t:“0

pg expptAqg´1q

(2)

be the adjoint isomorphism and the adjoint representation, respectively.

Then, R˚
gω “ adg´1ω.

The connection ω on P defines a connection ∇ for the vector bundle V , i.e. an operator acting on

the space of cross sections of V . The vector bundle connection ∇ can be extended to an operator

d : Γp
Źp

pMq
Â

V q Ñ Γp
Źp`1

pMq
Â

V q, by the formula

d∇pη b vq :“ dη b v ` p´1qpη b ∇v. (3)

The operator δ∇ : Γp
Źp`1

pMq
Â

V q Ñ Γp
Źp

pMq
Â

V q, defined as the formal adjoint to d, is equal to

δ∇η “ p´1qp`1 ˚ d∇˚, (4)

where ˚ denotes the Hodge-star operator on the pseudoriemannian manifold M .

A connection ω in a principal fibre bundle P is called a Yang-Mills field if the curvature F :“
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dω ` ω ^ ω, considered as a 2-form with values in the Lie algebra g, satisfies the Yang-Mills equations

δ∇F “ 0, (5)

or, equivalently,

δ∇R∇ “ 0, (6)

where R∇pX,Y q :“ ∇X∇Y ´ ∇Y∇X ´ ∇rX,Y s denotes the curvature of the vector bundle V , and is a

2-form with values in V .

Remark 2.1 (Local Representations of Connections on Vector and Principle Fibre Bundles).

The local section σ : U Ă M Ñ P is defines the local representation of the connection given on the

open U Ă M by A :“ ω ˝ σ : U Ñ g a Lie-algebra g valued 1-form on U , the fields Ajpxq :“

Apxqej “
řK
k“1A

k
j pxqtk define by means of the tangential map Teρ : g Ñ LpCKq of the representation

ρ : G Ñ GLpCKq, with fields of endomorphisms TeρA1, . . . , TeρAm P LpVxq for the bundle V . Given a

basis of the Lie-algebra g denoted by tt1, . . . , tKu, the endomorphisms tws :“ Teρ.tsus“1,...,K in LpCKq

have matrix representations with respect to a local basis tvspxqus“1,...,K denoted by rwsstvspxqu. Since

ρ is a representation, Teρ has maximal rank and the endomorphisms are linearly independent. Given

a local basis tejpxquj“1,...,m for x P U Ă M , the Christoffel symbols of the connection ∇ are locally

defined by the equation

∇ejvs “

K
ÿ

r“1

Γrj,svr, (7)

holding true on U , and they ,satisfy the equalities

Γrj,s “

K
ÿ

a“1

rwasrsA
a
j . (8)

Given a local vector field v “
řK
s“1 f

svs in V |U and a local vector field e in TM |U , the connection ∇

has a local representation

∇ev “

K
ÿ

s“1

pdfspeq.vs ` fsωpeq.vsq, (9)

where ω is an element of T˚U |U
Â

LpV |U q, i.e. an endomorphism valued 1´form satisfying

ωpejqvs “

K
ÿ

r“1

Γrj,svr. (10)
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Remark 2.2. The curvature 2-form reads in local coordinates as

F “
ÿ

1ďiăjďM

K
ÿ

k“1

F ki,j tk dxi ^ dxj “
1

2

M
ÿ

i,j“1

K
ÿ

k“1

˜

BjA
k
i ´ BiA

k
j ´

K
ÿ

a,b“1

Cka,bA
a
iA

b
j

¸

tk dxi ^ dxj , (11)

where C “ rCca,bsa,b,c“1,...,K are the structure constants of the Lie-algebra g corresponding to the basis

tt1, . . . , tKu, which means that for any a, b

rta, tbs “

K
ÿ

c“1

Cca,btc. (12)

The existence and uniqueness of solutions of the Yang-Mills equations in the Minkowski space have

been first established by Segal (cf. [Se78] and [Se79]), who proves that the corresponding Cauchy

problem encoding initial regular data has always a unique local and global regular solution. He proves

as well that the temporal gauge (A0 “ 0) chosen to express the solution does not affect generality,

because any solution of the Yang-Mills equation can be carried to one satisfying the temporal gauge.

This subject has been undergoing intensive research, improving the original results. For example in

[EM82] and in [EM82Bis] the Yang-Mills-Higgs equations, which generalize (5) and are non linear PDEs

of order two, have been reformulated in the temporal gauge as a non-linear PDE of order one, satisfying

a constraint equation. This PDE can be written as an integral equation solving (always and uniquely,

locally and globally) the Cauchy data problem with improved regularity results. Existence, uniqueness

and regularity of the Yang-Mills-Higgs equations under the MIT Bag boundary conditions have been

investigated in [ScSn94] and [ScSn95].

2.2 Hamiltonian Formulation for the Minkowski Space

The Hamilton function describes the dynamics of a physical system in classical mechanics by means

of Hamilton’s equations. Therefore, we have to reformulate the Yang-Mills equations in Hamiltonian

mechanical terms. We focus our attention on the Minskowski R4 with the pseudoriemannian structure

of special relativity h “ dx0 b dx0 ´ dx1 b dx1 ´ dx2 b dx2 ´ dx3 b dx3. The coordinate x0 represents

the time t, while x1, x2, x3 are the space coordinates.

We introduce Einstein’s summation notation, and adopt the convention that indices for coordinate

variables from the greek alphabet vary over t0, 1, 2, 3u, and those from the latin alphabet vary over

the space indices t1, 2, 3u. For a generic field F “ rFµsµ“0,1,2,3 let F :“ rFisi“1,2,3 denote the “space”
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component. The color indices lie in t1, . . . ,Ku. Let

εa,b,c :“

$

’

’

’

&

’

’

’

%

`1 (π is even)

´1 (π is odd)

0 (two indices are equal),

(13)

and any other choice of lower and upper indices, be the Levi-Civita symbol, defined by mean of the

permutation π :“

¨

˝

1 2 3

a b c

˛

‚ in S3.

Remark 2.3. If the Lie-group G is simple, then the Lie-Algebra is simple, and the structure constants

can be written as

Cca,b “ gεca,b, (14)

for a positive constant g called (bare) coupling constant, (see f.i. [We05] Chapter 15, Appendix A). The

components of the curvature then read

F kµ,ν “
1

2
pBνA

k
µ ´ BµA

k
ν ´ gεka,bA

a
µA

b
νq. (15)

We will consider only simple Lie groups. As we will see, it is essential for the existence of a mass gap

for the group G to be non-abelian.

The number C2pGq is defined as

δk,lC2pGq “

K
ÿ

a,b“1

εka,bε
l
a,b, (16)

which is the quadratic Casimir operator in the adjoint representation of the Lie algebra of G.

We need to introduce an appropriate gauge for the connections we are considering.

Definition 2.2 (Coulomb Gauge). A connection A over the Minkowski space satisfies the Coulomb

gauge if and only if

BjA
a
j “ 0 (17)

for all a “ 1, . . . ,K.

Definition 2.3 (Transverse Projector). Let F be the Fourier transform on functions in L2pR3,Rq.

The transverse projector T : L2pR3,R3q Ñ L2pR3,R3q is defined as

pTvqi :“ F´1

ˆ„

δi,j ´
pipj
|p|2

ȷ

Fpvjq

˙

, (18)
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and the vector field v decomposes into a sum of a transversal (vK) and a longitudinal (v∥) component:

vi “ vK
i ` v

∥
i , vK

i :“ pTvqi, v
∥
i :“ vi ´ pTvqi. (19)

Remark 2.4. The Coulomb gauge condition for the space part of a connection A is equivalent to the

vanishing of its longitudinal component:

Aai
∥
pt, ¨q “ 0 (20)

for all i “ 1, 2, 3, all a “ 1, . . .K and any t P R. The time part A0 of the connection A vanishes by

definition of Coulomb gauge.

Proposition 2.1. For a simple Lie-group as structure group let A be a connection over the Minkowskian

R4 satisfying the Coulomb gauge, and assume that Aai pt, ¨q P C8pR3,Rq XL2pR3,Rq for all i “ 1, 2, 3,

all a “ 1, . . .K and any t P R. The operator L on the real Hilbert space L2pR3,RKq defined as

L “ LpA;xq “ rLa,bpA;xqs :“ rδa,b∆R3

x ` gεa,c,bAckpt, xqBks (21)

is essentially self adjoint and elliptic for any time parameter t P R. Its spectrum lies on the real line,

and decomposes into discrete specdpLq and continuous spectrum speccpLq. If 0 is an eigenvalue, then it

has finite multiplicity, i.e. kerpLq is always finite dimensional .

The modified Green’s function G “ GpA;x, yq “ rGa,bpA;x, yqs P S 1pR3,RKˆKq for the operator L

is the distributional solution to the equation

La,bpA;xqGb,dpA;x, yq “ δa,dδpx´ yq ´

N
ÿ

n“1

ψanpA;xqψdnpA; yq, (22)

where tψnpA; ¨qun is an o.n. L2-basis of N -dimensional kerpLq. In equation (22) x is seen as variable,

while y is considered as a parameter. This modified Green’s function can be written as a Riemann-

Stielties integral: For any φ P SpR3,RKq X L2pR3,RKq

GpA;x, ¨qpφq “

ż

λ‰0

1

λ
dpEλφqpxq, (23)

where pEλqλPR is the resolution of the identity corresponding to L.

Remark 2.5. In [Br03] and [Pe78] the modified Green’s function is constructed assuming that the

operator L has a discrete spectral resolution pψnpA; ¨q, λnqně0 as

GpA;x, yq “
ÿ

n:λn‰0

1

λn
ψnpA;xqψ:

npA; yq. (24)
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In particular, we have the symmetry property

GpA;x, yq: “ GpA; y, xq (25)

for all x, y,A for which the expression is well defined. Since the discontinuity points of the spectral

resolution pEλqλPR are the eigenvalues, i. e. the elements of specdpLq (cf. [Ri85], Chapter 9), the

solution (23) extends (24) to the general case.

Proof of Proposition 2.1. As long as the connection satisfies the Coulomb gauge condition, the operator

L is symmetric and essentially selfadjoint on the appropriate domain, as a direct computation involving

integration by parts can show. As its leading symbol is elliptic, the operator L is elliptic and restricted

to r´R
2 ,`

R
2 s3, under the Dirichlet boundary conditions it has a discrete spectral resolution (cf. [Gi95],

Chapter 1.11.3). Every eigenvalue has finite multiplicity. The dimension of the eigenspaces is an integer-

valued, continuous, and hence constant function of R. For R Ñ `8 the discrete Dirichlet spectrum of L

on r´R
2 ,`

R
2 s3 clusters in the spectrum of L on R3, which decomposes into a discrete and a continuous

spectrum. Therefore, the eigenvalues must have finite multiplicity and, in particular, kerpLq is finite

dimensional.

Equation (23) gives the modified Green’s function as it can be verified by the following computation,

which holds true for any φ P SpR3,RKq X L2pR3,RKq:

LpA;xqGpA;x, ¨qpφq “ L

ż

λ‰0

1

λ
dpEλφqpxq “

ż

λ‰0

1

λ
LdpEλφqpxq “

“

ż

R

dpEλφqpxq ´

ż 0`

0´

dpEλφqpxq “ ϕpxq ´ PkerpLqφpxq “

“ δpx´ ¨qpφq ´

N
ÿ

n“1

ψnpA;xqψ:
npA; ¨qpφq.

(26)

The existence of eigenvalues of L depends on the additive perturbation to the Laplacian given by

gεa,c,bAckpt, xqBk. For example, if g “ 0 or A “ 0, the operator L has no eigenvalues and specpLq “

speccpLq “s ´ 8, 0s. In general, the spectrum depends on the choice of the connection A. In [BEP78]

and in [Pe78] special cases comprising pure gauges and Wu-Yang monopoles are computed explicitly. We

are interested in a reformulation of the general solution (23), where the dependence on the connection

becomes explicit. Inspired by [ChHa99] we find

Proposition 2.2. For a simple Lie-group as structure group, if we assume that the coupling constant

g ă 1, then a Green’s function K “ KpA;x, yq “ rKa,bpA;x, yqs for the operator L in Proposition 2.1,
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that is, a distributional solution to the equation

La,bpA;xqKb,dpA;x, yq “ δa,dδpx´ yq, (27)

is given by the convergent series in S 1pR3,RKˆKq

Kb,dpA;x, yq “
δb,d

4π|x´ y|
` 2gεe1,b,d

ż

R3

d3u1
1

4π|x´ u1|
Ae1k pu1qBk

ˆ

1

4π|u1 ´ y|

˙

`

´ 3g2εe1,b,s1εs1,e2,d
ż

R3

d3u1
1

4π|x´ u1|
Ae1k pu1qBk

ż

R3

d3u2
1

4π|u1 ´ u2|
Ae2i pu2qBi

ˆ

1

4π|u2 ´ y|

˙

` ¨ ¨ ¨ `

` p´1qn´1pn` 1qgnεe1,b,s1εs1,e2,s2 ¨ ¨ ¨ εsn´1,en,d

ż

R3

d3u1
1

4π|x´ u1|
Ae1k pu1q¨

¨ Bk

ż

R3

d3u2
1

4π|u1 ´ u2|
Ae2pu2qBj . . .

ż

R3

d3un
1

4π|un´1 ´ un|
Aenl punqBl

ˆ

1

4π|un ´ y|

˙

`

` . . .

(28)

Note that x is the variable and y a parameter.

Proof. The series (28) converges because of the integrability of the connection A and the fact that g ă 1.

Recall that 1
|x´y|

P L1
locpR

3q Ă S 1pR3q for any fixed y P R3. We now check that it represents a Green’s

function for L:

LpA;xqa,bKb,dpA;x, yq “ δa,dδpx´ yq ` lim
nÑ`8

Restn, (29)

where, after having evaluated a “telescopic sum”, the remainder part reads

Restn “p´1qn´1pn` 1qgn`1εe1,b,s1εs1,e2,s2 ¨ ¨ ¨ εsn´1,en,dεa,c,bAckpxq

ż

R3

d3u1
´xk

4π|x´ u1|3
Ae1k pu1q¨

¨ Bk

ż

R3

d3u2
1

4π|u1 ´ u2|
. . .

ż

R3

d3un
1

4π|un´1 ´ un|
Aenl punqBl

ˆ

1

4π|un ´ y|

˙

.

(30)

Because of the integrability of the connection, there exists a constant C ą 0 such that for any φ P

SpR3,Rq

|Restnpφq| ď Cgn`1}φ}L2pR3,Rq Ñ 0 pn Ñ `8q, (31)

and the proposition follows.

Remark 2.6. For the Minkowskian R4 the assumption of a (dimensionless) bare coupling constant

g ă 1 is well posed: for the Yang-Mills theory one is basically allowed to choose any value g ą 0 by

appropriate rescaling of the energy scale (see [SaSc10]). Moreover, we will later have to analyze the

case where g Ñ 0`.
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Corollary 2.3. Under the same assumptions as Proposition 2.2 the distribution

GpA;x, yq “
1

2
pKpA;x, yq `KpA;x, yq:q ´

1

2

ÿ

n:λn“0

`

ψnpA;xqψ:
npA; yq ` ψnpA; yqψ:

npA;xq
˘

(32)

is a symmetric modified Green’s function for the operator L.

After this preparation we can turn to the Hamiltonian formulation of Yang-Mills’ equations, following

the results in [Br03] and [Pe78], which just need to be adapted for the generic case that L has a mixture

of discrete and continuous spectral resolution. Note that

SpR3,RKˆKq Ă L2pR3,RKˆK , d3xq Ă S 1pR3,RKˆKq (33)

is a rigged Hilbert space and L a selfadjoint operator with a complete set of generalized eigenvectors

(cf. Appendix A).

Theorem 2.4. . For a simple Lie group as structure group and for canonical variables satisfying the

Coulomb gauge condition, the Yang-Mills equations for the Minkowskian R4 can be written as Hamilton

equations
$

’

’

’

&

’

’

’

%

dE
dt “ ´ BH

BA pA,Eq

dA
dt “ ` BH

BE pA,Eq

(34)

for the following choices:

• Position variable: A “ rAai pt, xqsa“1,...,K
i“1,2,3

also termed potentials ,

• Momentum variable: E “ rEai pt, xqsa“1,...,K
i“1,2,3

, whose entries are termed chromoelectric fields,

• Hamilton function: defined as a function of A and E as

H “ HpA,Eq :“
1

2

ż

R3

d3x
`

Eai pt, xq2 `Bai pt, xq2 ` fapt, xqq∆fapt, xq ` 2ρcpt, xqAc0pt, xq
˘

, (35)

where B “ rBai s, whose entries are termed chromomagnetic fields, is the matrix valued-function

defined as

Bai :“
1

4
εj,ki

`

BjA
a
k ´ BkA

a
j ` gεab,cA

b
jA

c
k

˘

, (36)

and ρ “ rρapt, xqs, termed charge density, is the vector valued function defined as

ρa :“ gεa,b,cEbiA
c
i , (37)

14



and where

fapt, xq :“ ´

ż

R3

d3y Ga,bpA;x, yqρbpt, yq “ ´Ga,bpA;x, ¨qpρbpt, ¨qq

Aa0pt, xq :“

ż

R3

d3y Ga,bpA;x, yq∆f bpt, yq “ Ga,bpA;x, ¨qp∆f bpt, ¨qq

(38)

for the modified Green’s function GpA;x, yq for the operator LpA;xq.

We consider position A and momentum variable E as elements of SpR3,CKˆ3q depending on the time

parameter t, so that the RHSs of equations (38) are well defined distributions applied to test functions.

Remark 2.7. As shown in [Pe78] the ambiguities discussed by Gribov in [Gr78] concerning the gauge

fixing (see also [Si78] and [He97]) can be traced precisely to the existence of zero eigenfunctions of the

operator L.

Corollary 2.5. The Hamilton function (35) for the Yang-Mills equations can be written as

H “ HI `HII ` V, (39)

where

HI “
1

2

ż

R3

d3xEai pt, xq2

HII “
g2

2

ż

R3

d3x

„
ż

R3

d3y BiG
a,bpA;x, yqεb,c,dAdkpt, yqEckpt, yq

ȷ2

V “
1

16

ż

R3

d3x εj,ki εp,qi rpBjA
a
k ´ BkA

a
j ` gεa,b,cAbjA

c
kqpBpA

a
q ´ BqA

a
p ` gεa,b,cAbpA

c
qqspt, xq.

(40)

Proof. The expressions for the functions HI and V are obtained by a straightforward calculation. For
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the function HII some more work is needed. Inserting (38) in the last addendum of (35) we obtain

ż

R3

d3x

ˆ

1

2
fapt, xq∆fapt, xq ` ρcpt, xqAc0pt, xq

˙

“

“

ż

R3

d3x

„

1

2

ˆ

´

ż

R3

d3y Ga,bpA;x, yqρbpt, yq

˙

∆

ˆ

´

ż

R3

d3ȳ Ga,bpA;x, ȳqρbpt, ȳq

˙

`

` ρcpt, xq

ż

R3

d3y Gc,bpA;x, yq

ż

R3

d3ȳ∆Gb,dpA; y, ȳqρdpt, ȳq

ȷ

“

“

ż

R3

d3x

ż

R3

d3y

ż

R3

d3ȳ

„

1

2

`

Ga,bpA;x, yqρbpt, yq∆Ga,dpA;x, ȳqρdpt, ȳq
˘

`

´ ρcpt, xqGc,bpA;x, yq∆Gb,dpA; y, ȳqρdpt, ȳq
‰

“

“

ż

R3

d3x

ż

R3

d3y

ż

R3

d3ȳ

„

1

2

`

Ga,bpA;x, yq∆Ga,dpA;x, ȳqρbpt, yqρdpt, ȳq
˘

`

´ Ga,bpA; y, xq∆Ga,dpA;x, ȳqρbpt, yqρdpt, ȳq
‰

“

“
1

2

ż

R3

d3x

ż

R3

d3y

ż

R3

d3ȳ
“

BiG
a,bpA;x, yqρbpt, yq

‰ “

BiG
a,dpA;x, ȳqρdpt, ȳq

‰

“

“
1

2

ż

R3

d3x

„
ż

R3

d3y BiG
a,bpA;x, yqρbpt, yq

ȷ2

,

(41)

where in the last transformation formula we have utilized integration by parts in the variables x1, x2, x3,

and the fact that GpA;x, yq “ GpA; y, xq. Inserting expression (37) for the charge density completes

the proof.

3 Axioms of Constructive Quantum Field Theory

3.1 Wightman Axioms

In 1956 Wightman first stated the axioms needed for CQFT in his seminal work [Wig56], which remained

not very widely spread in the scientific community till 1964, when the first edition of [SW10] appeared.

We will list the axioms in the slight refinement of [BLOT89] and [DD10].

Definition 3.1 (Wightman Axioms). A scalar (respectively vectorial-spinorial) quantum field theory

consists of a separable Hilbert space E , whose elements are called states, a unitary representation U of

the Poincaré group P in E , an operator valued distribution Φ (respectively Φ1, . . . ,Φd) on SpR4q with

values in the unbounded operators of E , and a dense subspace D Ă E such that the following properties

hold:

(W1) Relativistic invariance of states: The representation U : P Ñ UpEq is strongly continuous.

(W2) Spectral condition: Let P0, P1, P2, P3 be the infinitesimal generators of the one-parameter
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groups t ÞÑ Upteµ, Iq for µ “ 0, 1, 2, 3. The operators P0 and P 2
0 ´ P 2

1 ´ P 2
2 ´ P 2

3 are positive.

This is equivalent to the spectral measure E¨ on R4 corresponding to the restricted representation

R4 Q a ÞÑ Upa, Iq having support in the positive light cone (cf. [RS75], Chapter IX.8).

(W3) Existence and uniqueness of the vacuum: There exists a unique state Ω0 P D Ă E such

that Upa, IqΩ0 “ Ω0 for all a P R4.

(W4) Invariant domains for fields: The maps Φ : SpR4q Ñ OpEq, and, respectively Φ1, . . . ,Φd :

SpR4q Ñ OpEq, from the Schwartz space of test functions to (possibly) unbounded selfadjoint

operators on the Hilbert space, satisfy following properties

(a) For all φ P SpR4q and all field maps, the domain of definitions DpΦpφqq, DpΦpφq˚q, and

respectively DpΦjpφqq, DpΦjpφq˚q, all contain D and the restrictions of all operators to D

agree.

(b) ΦpφqpDq Ă D, and, respectively ΦjpφqpDq Ă D.

(c) For any ψ P D fixed, the maps φ ÞÑ Φpφqψ, and, respectively φ ÞÑ Φjpφqψ, are linear.

(W5) Regularity of fields: For all ψ1, ψ2 P D, the map φ ÞÑ pψ1,Φpφqψ2q, and, respectively the

maps φ ÞÑ pψ1,Φjpφqψ2q, are tempered distributions, i.e. elements of S 1pR4q.

(W6) Poincaré invariance: For all pa,Λq P P, φ P SpR4q, and ψ P D, the inclusion Upa,ΛqD Ă D

must hold and

(Scalar field case): The following equation must hold for all Λ P Op1, 3q

Upa,ΛqΦpφqUpa,Λq´1ψ “ Φppa,Λqφqψ. (42)

(Vectorial/Spinorial field case): There exists a representation of SLp2,Cq on Cd denoted

by ρ, and satisfying ρp´Iq “ I or ρpIq “ I, such that for all Λ P SO`
p1, 3q and Φ :“

rΦ1, . . . ,Φds:

Upa,ΛqΦpφqUpa,Λq´1ψ “ ρps´1pΛqqΦppa,Λqφqψ, (43)

where s denotes the spinor map s : SLp2,Cq Ñ SO`
p1, 3q defined as below. The vector

spaces of Hermitian matrices H in C2 and R4 are isomorphically mapped by

X : R4 ÝÑ H

x “ px0, x1, x2, x3q ÞÑ Xpxq :“

»

–

x0 ` x3 x1 ´ ix2

x1 ` ix2 x0 ´ x3

fi

fl .
(44)
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The group SLp2,Cq acts on H by

SLp2,Cq ˆ H ÝÑ H

pP,Xq ÞÑ P.X :“ PXP˚.
(45)

The spinor map is defined as

s : SLp2,Cq ÝÑ SO`
p1, 3q

P ÞÑ spP q : x ÞÑ spP qx :“ X´1pPXpxqP˚q.
(46)

(W7) Microscopic causality or local commutativity: Let φ, χ P SpR4q, whose supports are space-

like separated, i.e. ϕpxqχpyq “ 0, if x´ y is not in the positive light cone. Then,

(Scalar field case): The images of the test functions by the map field must commute

rΦpφq,Φpχqs “ 0. (47)

(Vectorial/Spinorial field case): For any field maps j, i “ 1, . . . , d either the commutations

rΦjpφq,Φipχqs “ 0, rΦ˚
j pφq,Φipχqs “ 0, (48)

or the anticommutations

rΦjpφq,Φipχqs` “ 0, rΦ˚
j pφq,Φipχqs` “ 0 (49)

hold.

(W8) Cyclicity of the vacuum:

(Scalar field case): The set

D0 :“ tΦpφ1q ¨ ¨ ¨ΦpφnqΩ0 |φj P SpR4q, n P N0u (50)

is dense in E .

(Vectorial/Spinorial field case): The set

D0 :“ tΨpφ1q ¨ ¨ ¨ΨpφnqΩ0 |φj P SpR4q,Ψ P tΦ1, . . . ,Φd,Φ
˚
1 , . . . ,Φ

˚
du, n P N0u (51)

is dense in E .
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3.2 Gaussian Random Processes

The Hilbert spaces utilized in quantum field theory are realized as L2 spaces over the tempered dis-

tributions, the latter seen as probability space. This construction turns out to be isomorphic to that

of the Fock space. We follow chapter 1 of [Sim15], chapter 5 of [BHL11] and appendix A.4 of [GJ87].

For a general overview see Kuo ([Ku96]), and the framework for functional integration developed by

Cartier/DeWitt-Morette as in [Ca97], [La04] and [CDM10]. Although Feynman’s integral can be pro-

vided a rigorous foundation by mean of functional integration, we prefer to use the Feynman-Kač

approach, since we will be working with Euclidean fields.

Let pΩ,A, µq be a probability space, and MpΩ,Aq :“ tf : Ω Ñ R | f measurableu the algebra of

random variables. A random variable f on Ω has a probability distribution function µf pUq :“ µpf´1pUqq

defined on the measurable sets U of R, and a characteristic function

Sf ptq :“

ż

R

eitxdµf pxq, (52)

defined as the Fourier inverse transform of the probability density ρf :“ µ1
f . A real valued random

variable f has mean 0 and variance a ě 0 if and only if Sf ptq “ e´ a
2 t

2

. A well known result (see f.i.

[RS75]) is the following

Theorem 3.1 (Bochner). A function S : R Ñ C is the characteristic function of a random variable

f : Ω Ñ R if and only if the following conditions are satisfied:

(i) Sp0q “ 1.

(ii) t ÞÑ Sptq is continuous.

(iii) ttiui“1,...,n Ă R, tziui“1,...,n Ă C ñ
řn
i,j“1 ziz̄jSpti ´ tjq ě 0.

The construction of Bochner’s theorem can be lifted to generating functionals of random variables over

the space of tempered distributions.

Definition 3.2. A random process indexed by a real vector space V is a linear map Φ : V Ñ MpΩ,Aq.

It is termed Gaussian random process if

(i) Φpvq is a Gaussian random variable for all v P V .

(ii) tΦpvq | v P V u is full, i.e. A is the smallest σ-algebra for which this is a family of measurable

functions.
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Theorem 3.2. Let H be a real Hilbert space. Up to isomorphism there exists exactly one Gaussian

random process indexed by H such that

pΦpvq,ΦpwqqL2pΩ,dµq :“

ż

Ω

ΦpvqΦpwq “
1

2
pv, wqH. (53)

Proof. See Theorem I.9 (page 20) in [Sim15] or Lemma 5.4 (page 258) and Proposition 5.6 (page 260)

in [BHL11].

Given a real Hilbert space there are different but isomorphic models for the probability space

pΩ,A, µq admitting a Gaussian process. We choose the tempered distributions S 1pRN q as model space.

Remark that any fixed test function f P SpRN q and variable Φ P S 1pRN q, the expression Φpfq defines

a random variable over S 1pRN q. As in appendix A.6 of [GJ87] Bochner’s theorem generalizes to

Theorem 3.3 (Milnos). Let S : SpRN q Ñ C be a function. There exists a probability measure µ

satisfying

Spfq “

ż

S1pRN q

eıΦpfqdµpΦq, (54)

for all f P SpRN q, if and only if

(i) Sp0q “ 1.

(ii) f ÞÑ Spfq is continuous in the SpRN q Ñ C topology.

(iii) tfiui“1,...,n Ă SpRN q, tziui“1,...,n Ă C ñ
řn
i,j“1 ziz̄jSpfi ´ fjq ě 0.

Remark 3.1. The σ-algebra A is generated by the cylinder sets in S 1pRN q, i.e. subsets of the tempered

distribution space of the form

␣

Φ P S 1pRN q | pΦpf1q, . . .Φpfnqq P U
(

, (55)

where U is a fixed Borel set in Rn, and f1, . . . , fn fixed test functions in SpRnq for a n P N0.

Remark 3.2. Minlos’s theorem holds true for topological vector spaces, stating that a cylindrical

measure on the dual of a nuclear space is a Radon measure if its Fourier transform is continuous, see

([Sc73]).

We utilize Minlos’ theorem to define Gaussian measures on the tempered distributions. Let c be a

positive semidefinite quadratic form on SpRN q. Applying Theorem 3.3 to the functional Spfq :“
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e´ 1
2 cpf,fq we can construct a measure µ on S 1pRN q such that

ż

S1pRN q

eıΦpfqdµpΦq “ e´ 1
2 cpf,fq (56)

Therefore, Φpfq is a Gaussian random variable with variance cpf, fq, because for all t P R

ż

S1pRN q

eitΦpfqdµpΦq “ e´ t2

2 cpf,fq (57)

holds true. If H is a real Hilbert space such that the embedding S ãÑ H is continuous and dense,

then the inner product in H restricts to a positive definite bilinear form on S, which can be written as

cpf, gq “ pCf, gqH for all f, g P S for a positive definite operator C on H with domain of definition S.

Definition 3.3 (Gaussian measures). A measure µ on S 1pRN q defined by Milnos’s theorem satisfying

ż

S1pRN q

eıΦpfqdµpΦq “ e´ 1
2 pCf,fqH , (58)

where C is a positive semidefinite operator C on H with domain of definition S, termed covariance

operator, is called Gaussian.

The operation of derivation can be defined for functionals of random variables as well.

Definition 3.4 (Functional Derivative). Let F P L2pS 1pRN q, µq. Its functional directional

derivative in the direction Υ P S 1pRN q is defined as Gâteaux derivative as

δF

δΦ
pΦq.Υ :“

d

dϵ

ˇ

ˇ

ˇ

ˇ

ϵ“0

F pΦ ` ϵΥq. (59)

The special case Υ “ δp¨ ´ xq for x P RN arises often and is thus given a special notation

δ

δΦpxq
F pΦq :“

δF

δΦ
pΦq.δp¨ ´ xq. (60)

3.2.1 Fock Space

To extend a quantum mechanical model accounting for a fixed number of particles to one accounting

for an arbitrary number, the following procedure is required.

Definition 3.5 (Second Quantization). Let H be the Hilbert space whose unit sphere corresponds

to the possible pure quantum states of the system with a fixed number of particles. The Fock space

FpHq :“
À8

n“0 Hpnq where, Hp0q :“ C and Hpnq :“ H b ¨ ¨ ¨ b H (n times tensor product) is the

vector space representing the states of a quantum system with a variable number of particles. The
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vector Ω0 :“ p1, 0 . . . q P FpHq is called the vacuum vector. Given ψ P FpHq, we write ψpnq for

the orthogonal projection of ψ onto Hpnq. The set F0 consisting of those ψ such that ψpnq “ 0 for all

sufficiently large n is a dense subspace of the Fock space, called the space of finite particles. The

symmetrization and anti-symmetrization operators

Snpψ1 b ¨ ¨ ¨ b ψnq :“
1

n!

ÿ

σPSn

ψσp1q b ¨ ¨ ¨ b σσpnq

Anpψ1 b ¨ ¨ ¨ b ψnq :“
1

n!

ÿ

σPSn

p´1qsgnpσqψσp1q b ¨ ¨ ¨ b σσpnq

(61)

extend by linearity to Hpnq and are projections. The state space for n fermions is defined as Hpnq
a :“

AnpHnq and that for n bosons as Hpnq
s :“ SnpHnq. The Fermionic Fock space is defined as

FapHq :“
8
à

n“0

Hpnq
a , (62)

and the Bosonic Fock space as

FspHq :“
8
à

n“0

Hpnq
s . (63)

A unitary operator U : H Ñ H can be uniquely extended to a unitary operator ΓpUq : FpHq Ñ FpHq

as

ΓpUq|Hpnq :“
n
â

j“1

U. (64)

A selfadjoint operator A on H with dense subspace DpAq Ă H can be uniquely extended to a selfadjoint

operator dΓpAq on FpHq as closure of the essentialy selfadjoint operator

dΓpAq|DpdΓAqXHpnq :“
n
à

j“1

1 b . . . 1 b A
loomoon

j

b1 . . . 1, (65)

where

DpdΓpAqq :“

#

ψ P F0

ˇ

ˇ

ˇ

ˇ

ˇ

ψpnq P

n
â

j“1

DpAq for each n

+

. (66)

The operator dΓpAq is called the second quantization of A.

It is easy to prove that the spectrum of the second quantization can be inferred from the spectrum

of the first.

Proposition 3.4. Let A be a selfadjoint operator with a discrete spectral resolution, i.e. Aφj “ λjφj,

where tλjujě0 Ă R and tφjujě0 is a o.n.B in H. Then, dΓpAq|Hpnq has a discrete spectral resolution
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given by

dΓpAq|Hpnqφi1 b ¨ ¨ ¨ b φin “

˜

n
ÿ

j“1

λij

¸

φi1 b ¨ ¨ ¨ b φin pij ě 0, 1 ď j ď nq. (67)

If A is a selfadjoint operator with continuous spectrum speccpAq, then dΓpAq|Hpnq has a continuous

spectrum given by

specc pdΓpAq|Hpnq q “

#

n
ÿ

j“1

λj

ˇ

ˇ

ˇ

ˇ

ˇ

λj P speccpAq for 1 ď j ď n

+

. (68)

Definition 3.6 (Segal Quantization). Let f P H be fixed. For vectors in Hpnq of the form η “

ψ1 b ψ2 b ¨ ¨ ¨ b ψn we define a map b´pfq : Hpnq Ñ Hpn´1q by

b´pfqη :“ pf, ψ1qψ2 b ¨ ¨ ¨ b ψn. (69)

The expression b´pfq extends by linearity to a bounded operator on FpHq. The operator N :“ dΓpIq

is termed number operator and

a´pfq :“
?
N ` 1 b´pfq (70)

is called the annihilation operator on FspHq. Its adjoint, a´pfq˚ is called the creation operator.

Finally, the real linear (but not complex linear) operator

ΦSpfq :“
1

?
2

`

a´pfq ` a´pfq˚
˘

(71)

is termed Segal field operator, and the map

ΦS : H Ñ OpFspHqq

f ÞÑ ΦSpfq

(72)

the Segal quantization over H.

Theorem 3.5. Let H be a complex Hilbert space and ΦS the corresponding Segal quantization. Then:

(a) For each f P H the operator ΦSpfq is essentially selfadjoint on F0.

(b) The vacuum Ω0 is in the domain of all finite products ΦSpf1qΦSpf2q . . .ΦSpfnq and the linear span

of tΦSpf1qΦSpf2q . . .ΦSpfnqΩ0 | fi P H, n ě 0u is dense in FspHq.
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(c) For each ψ0 P F0 and f, g P H

ΦSpfqΦSpgqψ ´ ΦSpgqΦSpfqψ “ ıImpf, gqψ

exp pıΦSpf ` gqq “ exp
´

´
ı

2
Impf, gq

¯

exp pıΦSpfqq exp pıΦSpgqq .
(73)

(d) If fn Ñ f in H, then:

ΦSpfnq Ñ ΦSpfq

exp pıΦSpfnqq Ñ exp pıΦSpfqq

(74)

(e) For every unitary operator U on H, ΓpUq : DpΦSpfqq Ñ DpΦSpUfqq and for ψ P DpΦSpUfqq and

for all f P H

ΓpUqΦSpfqΓpUq´1ψ “ ΦSpUfqψ. (75)

Proof. See Theorem X.41 in [RS75].

3.2.2 Wick Products and Wiener-Itô-Segal Isomorphism

Definition 3.7 (Wick Products of Random Variables). Let pΩ,A, µq be a probability space and

f : Ω Ñ R a random variable with finite moments. Then, for n P N0, the random variable : fn :,

termed nth Wick power of f is defined recursively by

: f0 :“ 1,

B

Bf
: fn :“ n : fn´1 : and Eµr: fn :s “ 0 for n ě 1.

(76)

Let f1, . . . , fk : Ω Ñ R be random variables with finite moments. The Wick product : fn1
1 . . . fnk

k : is

defined recursively in n “ n1 ` ¨ ¨ ¨ ` nk by

: f01 . . . f
0
k :“ 1,

B

Bfi
: fn1

1 . . . fnk

k :“ ni : f
n1
1 . . . fni´1

i . . . fnk

k : and Eµr: fn1
1 . . . fnk

k :s “ 0 for n ě 1.
(77)

Definition 3.8 (Wick Products of Segal Fields). Let H be a Hilbert space, and for any f P H

let ΦSpfq be the Segal field on the bosonic Fock space FspHq. Then, for f, f1, . . . , fk P H the Wick
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product : ΦSpf1q . . .ΦSpfkq : is defined recursively by

: ΦSpfq :“ ΦSpfq,

: ΦSpfq

k
ź

j“1

ΦSpfjq :“ ΦSpfq :
k
ź

j“1

ΦSpfjq : ´
1

2

k
ÿ

j“1

pf, fjqHq :
ź

i‰j

ΦSpfjq :
(78)

Proposition 3.6 (Wiener-Itô-Segal Isomorphism). If the probability measure µ on S 1pRN q is

Gaussian, then the space FspHq is isomorphic to L2pS 1pRN q, dµq and the isomorphism θW : FspHq Ñ

L2pS 1pRN q, dµq, termed Wiener-Itô-Segal isomorphism, satisfies the following properties:

(i) θWΩ0 “ 1,

(ii) θWHpnq
s “ L2

npS 1pRN q, dµq,

(iii) θWΦSpfqθ´1
W Φ “ Φpfq for all Φ P S 1pRN q and f P SpRN q,

where Ω0 “ p1, 0, 0, . . . q P FspHq and L2
npS 1pRN q, dµq is the closure of all linear combinations of Wick

products of random variables over S 1pRN q up to order n.

Proof. See Proposition 5.7 in [BHL11].

3.3 Osterwalder-Schrader Axioms

Osterwalder and Schrader (see [OS73], [OS73Bis]) utilized the Wick rotation technique to pass from

the Minkowskian to the Euclidean space and formulate axioms equivalent to Wightman in terms of

Euclidean Green functions. In [OS75] they defined free Bose and Fermi fields and proved a Feynman-

Kač formula for boson-fermion models.

The dynamics of the quantized system satisfying Wightman axioms is given by the Schrödinger,

or, equivalently by the heat equation, where an H unbounded, selfadjoint Hamilton operator H on

a physical Hilbert space H appears. The Hamilton operator can be extracted from the Osterwalder-

Schrader axioms and ideally coincides with an operator obtained by a quantization procedure of the

Hamiltonfunction in the classical description of the physical system.

Following chapter 6 of [GJ87] we introduce the

Definition 3.9 (Osterwalder-Schrader Axioms). The primitive of a quantum field model is a Borel

probability measure dµ on S 1pRN q, whose inverse Fourier transform gives the generating functional

Spfq :“

ż

S1pRN q

eıΦpfqdµpΦq, (79)
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where f P SpRN q. Formally, we write Φpfq “
ş

RN ΦpxqfpxqdNx.

(OS0) Analyticity: The functional Spfq is entire analytic. For every finite set of test functions

fj P SpRN q, j “ 1, . . . , n and complex numbers z :“ pz1, z2, . . . , znq P Cn, the function

z ÞÑ S

˜

n
ÿ

j“1

zjfj

¸

(80)

is entire on Cn.

(OS1) Regularity: For some p P r1, 2s, some constant c and for all f P SpRN q

|Spfq| ď e
cp}f}L1pRN q

`}f}
p

LppRN q
q
. (81)

(OS2) Euclidean Invariance: The functional Spfq is invariant under Euclidean symmetries E of

RN . This means that for any translation, rotation and reflection, for all f P SpRN q

SpEfq “ Spfq, (82)

where Efpxq :“ fpE´1pxqq.

(OS3) Reflection Positivity: Let

L :“

#

ψ

ˇ

ˇ

ˇ

ˇ

ˇ

ψpΦq “

n
ÿ

j“1

cje
Φpfjq, cj P C, fj P SpRN q, j “ 1, . . . , n

+

(83)

be the algebra of exponential functionals on tempered distributions and

L` :“

#

ψ

ˇ

ˇ

ˇ

ˇ

ˇ

ψpΦq “

n
ÿ

j“1

cje
Φpfjq, cj P C, fj P SpRN q, supppfjq Ă tpt, xq P RN | t ą 0u

+

(84)

the subalgebra of exponential functionals whose defining functions are supported in the positive

time half space. Euclidean transforms E on RN act on S 1pRN q via

pEψqpΦq :“ ψpEΦq and EΦpfq :“ ΦpEfq, (85)

for all ψ P L, Φ P S 1pRN q, f P SpRN q.

We assume that the time reflection

pt, xq ÞÑ θpt, xq :“ p´t, xq (86)
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Path space S 1pRN q

Configuration space S 1pRN´1q

Measure on path space dµ

Measure on configuration space dν “ dµ|t:“0

Path space for quantum operators E :“ L2pS 1pRN q, dµq

Physical Hilbert space H – L2pS 1pRN´1q, dνq

Table 2: Quantum field theory from Osterwalder-Schrader axioms

satisfies
ż

S1pRN q

θΨpΦqΨ̄pΦqdµpΦq ě 0. (87)

for all Ψ P L`.

(OS4) Ergodicity: The Euclidean time translation subgroup tT ptqutě0 acts ergodically on the mea-

sure space pS 1pRN q, dµq, i.e.

lim
tÞÑ`8

1

t

ż t

0

T psqΨpΦqT psq´1ds “

ż

S1pRN q

ΨpΦqdµpΦq, (88)

for all Ψ P L1pS 1pRN q, dµq.

From the Osterwalder-Schrader axioms we can reconstruct quantum field theory as described by the

Wightman axioms and derive the quantum mechanical dynamics. Table 2 depicts the formal scheme

of this construction. The proper definition of the quantum mechanical Hilbert space relies on the

reflection positivity axiom. The exponential functionals L are dense in E :“ L2pS 1pRN q, dµq. Let E`

be the closure of L` in E , termed as positive time subspace of E , and define the bilinear form on

E` ˆ E`

bpΨ,Υq :“

ż

S1pRN q

ΨpΦqΥpΦqdµpΦq. (89)
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By pOS3q the bilinear form b is positive semidefinite. Let

N :“ tψ P E` | bpΨ,Ψq “ 0u (90)

the subspace of vectors for which the bilinear form degenerates, and define the quantum mechanical

Hilbert space as

H :“ E`{N , (91)

with hermitian scalar product defined by (89) independently of the representative of the equivalence

class. We denote the canonical embedding of the positive time subspace unto the quantum mechanical

Hilbert space as

N :E` Ñ H

Ψ ÞÑ ΨN :“ Ψ ` N ,
(92)

and transfer operators S acting on E` to operators SN acting on H by

SNΨN :“ pSΨqN, (93)

which is well defined for all Ψ P E`, if

S : DpSq X E` Ñ E` and S : DpSq X N Ñ N . (94)

Theorem 3.7 (Reconstruction of quantum mechanics). If the probability measure µ on S 1pRN q satisfies

the reflection and time translation invariance axiom (OS2), and the reflection positivity axiom (OS3),

then for all t ě 0 the time translation T ptq satisfies (94) and

T ptqN “ e´tH , (95)

where H “ H˚ ě 0 is a (possibly unbounded) selfadjoint operator on H with ground state Ω0 :“ 1N, i.e.

HΩ0 “ 0.

Proof. See Theorem 6.13 in [GJ87].

The reflection positivity axiom is not easy to verify. The following proposition provides a useful criterion.

Proposition 3.8. The probability measure µ on S 1pRN q satisfies the reflection positivity axiom (OS3)

if and only if the matrix M :“ rSpθpfiq ´ fjqs has positive eigenvalues for all choices of pfiqi“1,...,n Ă
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SpRN q with support in the time positive half space.

Proof. See Corollary 3.4.4 in [GJ87].

Gaussian measures play a prominent role in quantum field theory, because they originate free fields.

Definition 3.10. A linear operator C defined on RN satisfies the reflection positivity property if and

only if

pθf, CfqL2pRN ,dNxq ě 0, (96)

for all f P RN supported at positive times.

Theorem 3.9. A Gaussian measure on the space of tempered distributions satisfies reflection positivity

if and only if its covariance operator does.

Proof. See Theorem 6.22 in [GJ87].

Proposition 3.10. The covariance operator C :“ p´∆RN `m2q´1 is reflection positive for all m2 ą 0.

Proof. See Proposition 6.2.5 in [GJ87].

Finally, we highlight the equivalence of the Osterwalder-Schrader axioms with Wightman’s ones.

Theorem 3.11. Wightman’s axioms (W1)-(W8) are equivalent to Osterwalder-Scharder axioms (OS0)-

(OS4).

Proof. See Theorem II.12 and Theorem II.13 in [Sim15] or Theorem 6.1.5 and Chapter 19 in [GJ87].

4 Quantization of Yang-Mills Equations and Positive Mass Gap

There are several methods of designing a quantum theory for non-Abelian gauge fields. The Hamilto-

nian formulation is the approach used in the original work by Yang-Mills ([MY54]), which was later

abandoned in favour of an alternative method based on Feynman path integrals ([FP67]). When it

became clear that the Faddeev-Popov method must be incomplete beyond perturbation theory, Hamil-

tonian formulation enjoyed a partial renaissance. More recent, didactically accessible, examples of the

Hamiltonian approach in the physical literature can be found in [Sch08].

In the first section of this chapter we construct a quantized Yang-Mills theory in dimension 3`1 and

in the second we compute spectral lower bounds for the Hamilton operator. In the third we summarize

our findings and prove the main result, Theorem 4.26.
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4.1 Quantization

In the Yang-Mills 3 ` 1 dimensional set up, in order to account for functionals on transversal fields

as required by the Coulomb gauge, we introduce the configuration space S 1
KpR4,CKˆ3q and the path

space S 1
KpR3,CKˆ3q. These are the duals in the sense of nuclear spaces of the test functions satisfying

the transversal condition:

L2
KpR3,CKˆ3, d3xq :“ tA P L2pR3,CKˆ3, d3xq

ˇ

ˇ A∥ “ 0u,

SKpR3,CKˆ3q :“ SpR3,CKˆ3q X L2
KpR3,CKˆ3, d3xq

SKpR4,CKˆ3q :“ tf P SpR4,CKˆ3q
ˇ

ˇ fpt, ¨q P L2
KpR3,CKˆ3, d3xq for all t P Ru

(97)

Note that we do not need to bother about the time component of the connection, because it vanishes

in the Coulomb gauge. The tempered distributions are defined

S 1
KpR3,CKˆ3q :“

␣

A : SKpR3,CKˆ3q Ñ CKˆ3 linear and continuous
(

S 1
KpR4,CKˆ3q :“

␣

A : SKpR3,CKˆ4q Ñ CKˆ3 linear and continuous
(

,
(98)

and A P S 1
KpR4,CKˆ3q is called regular if there exists a “ apt, xq P L2

locpR4,CKˆ3q such that for all

f P SKpR4,CKˆ3q

Apfq “

ż

R4

d4pt, xqapt, xq.fpt, xq, (99)

where the dot denotes the pointwise multiplication.

We define the Hilbert space E :“ L2pS 1
KpR4,CKˆ3q, dµq and the physical Hilbert space as H :“

L2pS 1
KpR3,CKˆ3q, dνq for appropriate probability measures µ and ν.

We introduce the Hamilton operator originated by the quantization of the Hamiltonian formulation

of Yang-Mills equations. This operator is the infinitesimal generator of a time inhomogeneous Itô’s

diffusion, whose probability density solves the heat kernel equation. We construct a probability measure

on the tempered distributions using this Itô’s process as integrator and utilizing the Feynman-Kač

formula. We prove that the necessary Osterwalder-Schrader axioms for the Hamilton operator to be

selfadjoint on the probability space of the time zero tempered distributions are fulfilled. Then, we verify

that the Wightman axioms are satisfied.

When we try to introduce the canonical quantization for the Hamilton functionH in (40), we face the

problem for HII and V that the classical fields Apt, xq cannot be directly interpreted as multiplication

operators in L2pS 1
KpR3,CKˆ3q, dνq, because the multiplication of distributions cannot be properly

defined. To circumvent this issue, following the idea expressed f.i. in [Sim05] (page 257) and applied to

Nelson’s model in [BHL11] (page 297) in the case of ultraviolet divergence, we introduce a cutoff test
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function to regularize fields.

Definition 4.1 (Regularization and Ultraviolet Cutoff). Let us consider a test function φ P

SpR4,R1q such that φtpxq :“ φpt, xq P SpR3,R1q satisfies for all t

φtpxq ą 0 for all x P R3

ż

R3

φtpxq “ 1

supppφtq ĂĂ R3.

(100)

The test function φΛ P SpR4,R1q defined as φΛpt, xq :“ ΛφtpΛxq is called mollifier for the ultraviolet

cutoff level Λ ě 0.

Note that for all t P R in the limit we have S 1´limΛÑ`8 φΛ
t “ δ P S 1pR3,R1q and that ApφΛ

t p¨´xqIKˆ3q

is a polynomially bounded function in x P R3. By introducing the notation

ApφΛ
t p¨ ´ xqq :“ ApφΛ

t p¨ ´ xqIKˆ3q, (101)

Theorem 2.4 can be now quantized as follows.

Proposition 4.1. Let H “ HpA,Eq be the Hamilton function of the Hamilton equations equivalent to

the Yang-Mills equations as in Theorem 2.4 for a simple Lie-group as structure group. Let us consider

a Λ ě 0 and the mollifier function φΛ P SpR4,R1q. For a probability measure ν on S 1
KpR3,CKˆ3q

the canonical quantization of the position variable A, of the momentum variable E and of the Hamilton

function H means the following substitution:

A P C8pR3,CKˆ3q ÝÑ ApφΛ
t p¨ ´ ¨qq P OpL2pS 1

KpR3,CKˆ3q,CKˆ3, dνqq

E P C8pR3,CKˆ3q ÝÑ
1

ı

δ

δApφΛ
t p¨ ´ ¨qq

P OpL2pS 1
KpR3,CKˆ3q,CKˆ3, dνqq

H P C8pR2pKˆ3q,Rq ÝÑ HΛ :“ H

ˆ

ApφΛ
t p¨ ´ ¨qq,

1

ı

δ

δApφΛ
t p¨ ´ ¨qq

˙

P OpL2pS 1
KpR3,CKˆ3q,C, dνqq,

(102)

where Op¨q denotes the set of all linear operators over the corresponding underlying vector space. The

cutoff Hamilton operator HΛ for the quantized Yang-Mills equations reads

HΛ,g “ HΛ
I `HΛ,g

II ` V Λ,g ´ V Λ,g
0 , (103)
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where

pHΛ
I ΨqpAq “ ´

1

2

ż

R3

d3x

„

δ

δAai pφΛ
t p¨ ´ xqq

ȷ2

ΨpAq

pHΛ,g
II ΨqpAq “ ´

g2

2

ż

R3

d3x

„
ż

R3

d3yBiG
a,bpApφΛ

t p¨ ´ ¨qq;x, yqεb,c,dAdkpφΛ
t p¨ ´ yqq

δ

δAckpφΛ
t p¨ ´ yqq

ȷ2

ΨpAq

pV Λ,gΨqpAq “

ż

R3

d3xV Λ,gpt, x,AqΨpAq,

V Λ,gpt, x,Aq :“
1

16
εj,ki εp,qi

␣

rBjA
a
kpφΛ

t p¨ ´ xqq ´ BkA
a
j pφΛ

t p¨ ´ xqq` gεa,b,cAbjpφ
Λ
t p¨ ´ xqqAckpφΛ

t p¨ ´ xqqs¨

¨ rBpA
a
q pφΛ

t p¨ ´ xqq ´ BqA
a
ppφΛ

t p¨ ´ xqq `gεa,b,cAbppφΛ
t p¨ ´ xqqAcqpφ

Λ
t p¨ ´ xqqs

(

,

V Λ,g
0 : a real constant which will be chosen later,

(104)

with the domain of definition

DpHΛ,gq :“
␣

Ψ P L2pS 1
KpR3,CKˆ3q,C, dνq

ˇ

ˇHΛΨ P L2pS 1
KpR3,CKˆ3q,C, dνq

(

. (105)

Note that the time t is considered as a parameter in the expressions (102) and (104).

Remark 4.1. The first dot in BiG
a,bpApφΛ

t p¨ ´ ¨qq in the expression for HΛ,g
II in (104) refers to the

application of the distribution A on the test function i.e. the integration variable if A is regular. The

second is the generic variable sign, since the modified Green function G is a functional of a function in

the first argument, as explained in Proposition 2.1.

Proof of Proposition 4.1. It is a straightforward consequence of Corollary 2.5 where we introduce the

quantization specified by (102).

Remark 4.2. Later, we will prove that Ω0 P DpHΛ,gq is the ground state of HΛ,g, which is an

eigenvector for the eigenvalue 0 with simple multiplicity, unique up to multiplication with a constant.

Remark 4.3. The derivative

δ

δAai pφΛ
t p¨ ´ xqq

ΨpAq “
d

dε

ˇ

ˇ

ˇ

ˇ

ε:“0

ΨpA ` εφΛ
t p¨ ´ xqqq ÝÑ

δ

δAai pt, xq
ΨpAq pΛ Ñ `8q (106)
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in line with fact that Aai pφΛ
t p¨ ´ xqq tends to Aai pt, xq, because S 1 ´ limΛÑ`8 φΛ

t p¨ ´ xqq “ δp¨ ´ xq for

all t.

Remark 4.4. The operator HΛ
I tends for Λ Ñ `8 to the Laplace operator in infinite dimensions for

functionals of the potential fields. The operator V Λ is a multiplication operator corresponding to the

fibrewise multiplication with the square of the connection curvature. Both operators HΛ
I and V Λ do

not vanish if g “ 0 and do not contribute to the existence of a mass gap. The operator HΛ
II vanishes if

g “ 0, f.i. when G is an abelian groups, and, as we will see, is responsible for the existence of a mass

gap.

Remark 4.5. In the physical literature (see f.i. [Sch08]) the operator C “ CpA;x, yq

Ca,bpA;x, yq :“ ´

ż

R3

d3ȳGa,cpA;x, ȳq∆Gc,bpA; y, ȳq (107)

is termed Coulomb operator and G “ GpA;x, yq is also called the Faddeev-Popov operator. Note that

they make sense only after the substitution

Apt, xq Ñ ApφΛ
t p¨ ´ xqq, (108)

and passing to the limit Λ Ñ `8.

A direct computation shows

Proposition 4.2 (Canonical Commutation Relations). The operators Qji pxq and P ji pxq defined

as

Qai pxqΨpAq :“ Aai pφΛ
t px´ ¨qqΨpAq

P ai pxqΨpAq :“
1

ı

δ

δAai pφΛ
t px´ ¨qq

ΨpAq,
(109)

on the appropriate domains, are in OpL2pS 1
KpR3,CKˆ3q, dνΛ,gqq for all i, a, x and all measures νΛ,g.

Their commutators satisfy the equations

rQai pxq, Qbjpyqs “ 0 rP ai pxq, P bj pyqs “ 0 rP ai pxq, Qbjpyqs “
1

ı
δa,bδi,jδx,y, (110)

for all i, j, a, b, x, y.
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4.2 Construction of a Complete Set of Generalized Eigenvectors

Theorem 4.3. For Λ ě 0 big enough there exists a probability measure νΛ,g such that HΛ,g is a

selfadjoint operator on L2pS 1
KpR3,CKˆ3q,C, dνΛ,gq for all real constants V Λ,g

0 There exists a ground

state ΩΛ,g
0 P DpHΛ,gq of HΛ,g for the eigenvalue 0 for one choice of the real constant V Λ,g

0 :

HΛ,gΩΛ,g
0 “ 0. (111)

The ground state ΩΛ,g
0 is an eigenvector with simple multiplicity, and hence it is unique up to multipli-

cation with a constant.

The proof of Theorem 4.3 is an elaborated functional analytic construction of a probability measure

making the Hamilton operator selfadjoint and with a unique ground state.

On a finite dimensional vector space an operator possessing a basis of eigenvectors for real eigenvalues

is selfadjoint only with respect to the scalar product which makes that basis orthonormal. For an infinite

space the situation is similar but more complicated by the presence of generalized eigenvalues which

are not proper eigenvalues, i.e. by the continuous spectrum.

Proposition 4.4. Let ν0 be the standard Gaussian probability on S 1
KpR3,CKˆ3q. In the notation of

Example A.2

EpL2pS 1
KpR3,CKˆ3q,C, dν0qq :“

␣

φ P L2pS 1
KpR3,CKˆ3q,C, dν0q| }φ}k ă `8

(

E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq : dual space of pSKpR3,CKˆ3,C, dν0qq.

(112)

Then, we have a rigged Hilbert space

EpL2pS 1
KpR3,CKˆ3q,C, dν0qq Ă L2pS 1

KpR3,CKˆ3q,C, dν0q Ă E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq (113)

and the operators HΛ
I , HΛ,g

II , V Λ,g have a complete set of generalized eigenvectors in E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq

for real non-negative generalized eigenvalues. The operator HΛ,g is selfadjoint on L2pS 1
KpR3,CKˆ3q,C, dν0q

with a non negative spectrum for V Λ,g
0 sufficiently small and Λ sufficiently big.

To prove this proposition we need to prove some intermediate Lemmata beforehand.

Lemma 4.5. Let R ą 0 be a positive constant and let

D :“
N
ÿ

k“1

fkpAqBAk
(114)

34



be a first order PDO on RN for given functions f1, f2, . . . , fN on RN . If there exists a diffeomeorphism

B mapping some compact subset of RN (in the "A"-space) to r´R
2 ,`

R
2 sN (in the "B"-space), such that

gjpBq :“
N
ÿ

k“1

fkpAqBAk
Bj (115)

depends only on Bj, so that gjpBq “ gjpBjq, then the Dirichlet eigenvalues of D2 on B´1pr´R
2 ,`

R
2 sN q

are

´

N
ÿ

j“1

π2k2j
”

ş` R
2

´ R
2

dBj gjpBjq´1
ı2 , (116)

where kj P Z˚ for j “ 1, . . . , N , provided the integrals in the denominators of (116) exists.

Lemma 4.5 is proved by a direct computation utilizing second order ODE.

Lemma 4.6. Let us assume that for all k “ 1, . . . , N

ż `8

´8

dAk fkpAq´1 ă `8 (117)

holds uniformly in A. Then, the function B : RN Ñ RN defined as

Bj :“ Φ´1

˜

Lj

«

ż Aj

´8

dĀjf
´1
j pA1, . . . , Āj , . . . , AN q ` KjpA1, . . . , Aj´1, Aj`1, . . . , AN q

ff¸

, (118)

where

KjpA1, . . . , Aj´1, Aj`1, . . . , AN q :“ ´ inf
Aj

ż Aj

´8

dĀjf
´1
j pA1, . . . , Āj , . . . , AN q ą ´8

Lj :“

«

sup
A

«

ż Aj

´8

dĀjf
´1
j pA1, . . . , Āj , . . . , AN q `KjpA1, . . . , Aj´1, Aj`1, . . . , AN q

ffff´1

ă `8

Φpvq :“
1

?
π

ż v

´8

du e´u2

,

(119)

is a diffeomorphism satisfying the assumptions of Lemma 4.5 for any constant R ą 0, and the functions

gj read

gjpBjq “
?
π

˜

N
ÿ

k“1

Lk

¸

eB
2
j . (120)

Proof. By definition (115), if

fkBAk
Bj “ Ck,jpBjq (121)

for a function Ck,j of one variable, then the function gj explicitly depends on the variable Bj only. This
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leads to the differential equation
dBj

Cj,kpBjq
“

dAk
fkpAq

, (122)

which is fulfilled if

ż Bj

´8

dB̄j
Cj,kpB̄jq

“

ż Ak

´8

dĀk
fkpA1, . . . , Ak´1, Āk, Ak, . . . , AN q

`KkpA1, . . . , Ak´1, Ak`1, . . . , AN q, (123)

where Kk is a function of A not depending on Ak. The choice

Cj,kpuq :“
?
πLje

u2

(124)

for Lj and Kj defined in (119) leads to the desired result.

Now we can compute the generalized spectral decomposition of the Hamilton operator HΛ,g.

Proof of Proposition 4.4. The rigged Hilberst space statement (113) follows from the Kubo-Takenaka

construction explained in Example A.2. We will construct generalized eigenvectors for real non negative

eigenvalues of HΛ,g which decomposes as

HΛ,g “ HΛ
I `HΛ,g

II ` V Λ,g ´ V Λ,g
0 . (125)

First, we analyze the operator HΛ
I , which can be written as

HΛ
I “ U´1HIU

HI “ ´
1

2

ż

R3

d3x∆R3K

UΨpAq “ ΨpApφΛ
t p¨ ´ ¨qqq for A P S 1

KpR4,CKˆ3q.

(126)

Hence it suffices to construct a generalized eigenvector for HI and one follows for Hg
I for the same

generalized eigenvalue. Let x P R3 and t P R now be fixed. For any R ą 0 the Laplace operator ∆ on

r´R
2 ,`

R
2 s3K under Dirichlet boundary conditions has a discrete spectral resolution pλk, ψkqkě0, where

λk “ ´ π2

R2 pk ` 1q, and ψk “ ψkpAq P C8
0 pr´R

2 ,`
R
2 s3K ,Cq. We can extend ψk outside the cube by

setting its value to 0, obtaining an approximated eigenvector for the approximated eigenvalue λk, which

is in line with the fact that the Laplacian on L2pR3K ,Cq has solely a continuous spectrum, which is

s ´ 8, 0s. The functional on S 1
KpR3,CKˆ3q

ΨA;x0

k pĀq :“ δpĀ ´ Aqδpx´ x0qψkpAq (127)
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for x0 P R3, k P N and A P R3K is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dν0q for the operator

HI on the rigged Hilbert space L2pS 1
KpR3,CKˆ3q, dν0q for the generalized eigenvalue π2

R2 pk ` 1q. By

varying the generalized eigenvector over x0, A, k and R, we obtain a complete set of generalized

eigenvectors for E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq, because, if for any Φ P EpL2pS 1

KpR3,CKˆ3q,C, dν0qq

ż

S1
K

pR3,CKˆ3q

ΨA;x0

k pĀqΦ̄pĀqdν0pĀq “ 0, (128)

that is

δpx´ x0qψkpAqΦ̄pAq “ 0, (129)

which holds true for all x0 P R3, A P R3K and all k ě 0 iff Φ “ 0. By Corollary A.3 the operator HI

on L2pS 1
KpR3,CKˆ3q,C, dν0q is selfadjoint with non negative spectrum. The same holds true for HΛ

I

Next, we analyze the operator HΛ,g
II , which can be written as

HΛ,g
II “ U´1Hg

IIU

HII “ ´
g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ2

UΨpAq “ ΨpApφΛ
t p¨ ´ ¨qqq for A P S 1

KpR4,CKˆ3q,

(130)

for the operator D “ DpA;x,yq defined as

Da
i pA;x, yq :“ BiG

a,bpApt, yq;x, yqεb,c,dAdkpt, yq
δ

δAckpt, yq
. (131)

Hence it suffices to construct a generalized eigenvector for Hg
II and one follows for HΛ,g

II for the same

generalized eigenvalue. Let x0, y0 P R3 now be fixed. We set

fa,ci,k pA;x0, y0q :“ BiG
a,bpApt, y0q;x0, y0qεb,c,dAdkpt, y0q (132)

and apply Lemma 4.5 and Lemma 4.6. Assuming that for all indices c, k

ż `8

´8

dAck f
a,c
i,k pApt, y0q;x0, y0q´1 ă `8 (133)

uniformly in A, we can find a diffeomeorphism B : R3K Ñ R3K in the form of formula (118), such

that for any R ą 0 the operator Da
i pApt, y0q;x0, y0q2 on B´1pr´R

2 ,`
R
2 s3Kq under Dirichlet boundary
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conditions has a discrete spectral resolution pλai,spx0, y0q, ψai,spApt, y0q;x0, y0qqsě0, where

λai,spx0, y0q “ ´

3
ÿ

j“1

K
ÿ

c“1

π2k2j,c,s
”

ş` R
2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

ı2 , (134)

where kj,c,s P Z˚ for all indices s P N0, j P t1, 2, 3u and c P t1, . . . ,Ku, and, by Lemma 4.6 we defined

ga,li,j pBlj ;x0, y0q :“

˜

3
ÿ

k“1

K
ÿ

c“1

La,ci,k px0, y0q

¸

eB
l
j
2

(135)

for

La,ci,j px0, y0q “

«

sup
A

«

ż Ac
j

´8

dĀcj f
a,c
i,j pA;x0, y0q´1 `Ka,c

i,j pA;x0, y0q

ffff´1

Ka,c
i,j pA ;x0, y0q :“ ´ inf

Ac
j

ż Ac
j

´8

dĀcj f
a,c
i,j pA;x0, y0q´1.

(136)

Note that for any R ą 0 the operator Da
i pApt, y0q;x0, y0q on B´1pr´R

2 ,`
R
2 s3Kq under Dirichlet bound-

ary conditions has a discrete spectral resolution with the same eigenvectors as Da
i pApt, y0q;x0, y0q2 but

other eigenvalues pζai,spx0, y0q, ψai,spApt, y0q;x0, y0qqsě0, where

ζai,spx0, y0q “ ´

3
ÿ

j“1

K
ÿ

c“1

ıπk2j,c,s
ş` R

2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

, (137)

where kj,c,s P Z˚ for all indices s P N0, j P t1, 2, 3u and c P t1, . . . ,Ku.

Since B´1pr´R
2 ,`

R
2 s3Kq Ò R3K for R Ò `8, we can extend ψai,sp¨;x0, y0q outside the cube by setting

its value to 0, obtaining an approximated eigenvector for the approximated eigenvalue λai,spx0, y0q for

the operator Da
i pA;x0, y0q2 on L2pR3K ,Cq, which means that λai,spx0, y0q P speccpD

a
i pA;x0, y0q2q. For

fixed i, s and a the functional

Ψa,x0,y0,A
i,k pĀq :“ δpĀ ´ Aqδpx´ x0qδpy ´ y0qδpȳ ´ y0qψai,kpA;x0, y0q (138)

is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dν0q for the operator

Ha,g
i,II :“ ´

g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ2

“

“ ´
g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ „
ż

R3

d3ȳ Da
i pA;x, ȳq

ȷ

(139)
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on the rigged Hilbert space L2pS 1
KpR4,CKˆ3q, dν0q for the strictly positive generalized eigenvalue

λa,gi,s px0, y0q “ g2
3
ÿ

j“1

K
ÿ

c“1

π2

2 k
2
j,c,s

”

ş` R
2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

ı2 . (140)

By varying the generalized eigenvector over x0, y0, A, k and R, we obtain a complete set of generalized

eigenvectors for E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq, because, if for any Φ P EpL2pS 1

KpR3,CKˆ3q,C, dν0qq

ż

S1
K

pR3,CKˆ3q

Ψa,x0,y0,A
i,k pĀqΦ̄pĀqdν0pĀq “ 0, (141)

that is

δpx´ x0qδpy ´ y0qψai,kpA;x0, y0q “ 0, (142)

which holds true for all x0, y0 P R3, A P R3K and all k ě 0 iff Φ “ 0. By Corollary A.3 the operators

Ha
i,II on L2pS 1

KpR3,CKˆ3q,C, dν0q is selfadjoint with non negative spectrum. The same holds true for

and thus Hg
II and HΛ,g

II for all Λ ě 0.

Finally, we analyze the multiplication operator

pV Λ,gΨqpAq “

ż

R3

d3xV Λ,gpt, x,AqΨpAq,

V Λ,gpt, x,Aq :“
1

16
εj,ki εp,qi

␣

rBjA
a
kpφΛ

t p¨ ´ xqq ´ BkA
a
j pφΛ

t p¨ ´ xqq` gεa,b,cAbjpφ
Λ
t p¨ ´ xqqAckpφΛ

t p¨ ´ xqqs¨

¨ rBpA
a
q pφΛ

t p¨ ´ xqq ´ BqA
a
ppφΛ

t p¨ ´ xqq `gεa,b,cAbppφΛ
t p¨ ´ xqqAcqpφ

Λ
t p¨ ´ xqqs

(

.

(143)

Let A P L2
KpR3,CKˆ3, d3xq now be fixed.

V Λ,gpt, x,Aq ÝÑ
1

16
εj,ki εp,qi

␣

rBjA
a
kpt, xq ´ BkA

a
j pt, xq` gεa,b,cAbjpt, xqAckpt, xqs¨

¨ rBpA
a
q pt, xq ´ BqA

a
ppt, xq `gεa,b,cAbppt, xqAcqpt, xqs

(

“ |R∇A

pt, xq|2 pΛ Ñ `8q,

(144)

where R∇A

is the curvature operator associated to the connection A. Any non zero ψ P C8
0 pR3K ,Cq

is eigenvector of the multiplication operator on L2pR3K ,Cq with the non negative real V Λ,gpt, x,Aq for

Λ big enough. The functional

ΨA;x0

k pĀq :“ δpĀ ´ Aqδpx´ x0qψkpAq, (145)

where pψkqkě0 is an orthonormal basis of L2pR3K ,Cq , is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dν0q
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for the operator V Λ,g on the rigged Hilbert space L2pS 1
KpR3,CKˆ3q, dνq for the generalized eigenvalue

V Λ,gpt, x0,Aq. By varying the generalized eigenvector over x0 P R3, A P R3K , and k ě 0, we ob-

tain a complete set of generalized eigenvectors for E 1pL2pS 1
KpR3,CKˆ3q,C, dν0qq, because, if for any

Φ P EpL2pS 1
KpR3,CKˆ3q,C, dν0qq

ż

S1
K

pR3,CKˆ3q

Ψx0,A
k pĀqΦ̄pĀqdν0pĀq “ 0, (146)

that is

δpx´ x0qψkpA;x0q “ 0, (147)

which holds true for all x0 P R3, A P R3K and all k ě 0 iff Φ “ 0. By Corollary A.3 the operator V Λ,g

on L2pS 1
KpR3,CKˆ3q,C, dν0q is selfadjoint with non negative spectrum if Λ is big enough.

We conclude that HΛ,g is a selfadjoint operator as a sum of selfadjoint operators. For Λ big enough,

if we choose V Λ,g
0 ď inf specppV Λ,gq, then the spectrum of HΛ,g lies in r0,`8r. The proof is concluded.

Next, in view of the proof of Theorem 4.3 we consider the commutative version of Theorem 4 in [Gro72]

considering the remarks on page 59 therein.

Theorem 4.7. Let H0 be a nonnegative selfadjoint operator on L2pX,C, dνq, where pX,A, νq is a

probability space. Assume

(i) expp´tH0q is a contraction in LppX,C, dνq norm for all t ą 0 and all p P r1,`8s and expp´TH0q

is a contraction from L2pX,C, dνq to L4pX,C, dνq for some real number T ą 0.

(ii) expp´tH0q is positivity preserving for all t ą 0.

(iii) The null space of H0, kerpH0q is spanned by the identity element of the algebra of bounded mea-

surable functions on pX,Aq.

Let V be a selfadjoint operator given by the multiplication by some measurable real function v on

L2pX,C, dνq. Assume

(iv) v P LkpX,C, dνq for some real number k ą 2 and expp´vq P LppX,C, dνq is for all p ă `8.

Then:

(a) H0 ` V is essentially selfadjoint and its closure H is bounded from below.
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(b) If λ “ inf specpHq, then λ is an eigenvalue of H of multiplicity one and there exists a corresponding

non-negative eigenvector.

Proof of Theorem 4.3. If Λ big enough and V λ,g0 small enough, by Proposition 4.4 the operator HΛ,g

is selfadjoint with non negative spectrum on H :“ L2pX,C, dν0q for X :“ S 1
KpR3,CKˆ3q. With the

choice V Λ,g
0 :“ inf specpHΛ

I `HΛ,g
II ` V Λ,gq we obtain

0 “ inf specpHΛ,gq, (148)

which, by Theorem 4.7 (b), is a simple eigenvalue for an eigenvector ΩΛ,g
0 . With the choices

H0 :“ HΛ,g and v :“ 0, (149)

the assumptions of Theorem 4.7 are satisfied, because, being H0 selfadjoint with non-negative spectrum,

we have the spectral representation by of the projection valued measure E : BpRq Ñ LpHq as

H0φ “

ż `8

0

λdEpλqφ for φ P DpH0q. (150)

Therefore, for all t ě 0

expp´tH0qφ “

ż `8

0

expp´tλqdEpλqφ

for φ P Dpexpp´tH0qq :“

"

φ P H
ˇ

ˇ

ˇ

ˇ

ż `8

0

| expp´tλq|2dpEpλqφ,φq ă `8

*
(151)

(i) For p “ 2 we have for all φ P H

} expp´tH0qφ}2H “ pexpp´tH0qφ, expp´tH0qφq “ pexpp´2tH0qφ,φq “

“

ż `8

0

expp´2tλq
looooomooooon

ď1

dpEpλ, φ, φq ď }φ}2H.
(152)

Hence, expp´tH0q is a contraction on L2.

For p P r1,`8r we have

} expp´tH0qφ}
p
Lp “

ż

X

ˇ

ˇ

ˇ

ˇ

ż `8

0

expp´tλqdEpλqφ

ˇ

ˇ

ˇ

ˇ

p

dν ď

›

›

›

›

›

›

ż `8

0

expp´tλq
loooomoooon

ď1

dEpλq

›

›

›

›

›

›

p

p
loooooooooooooomoooooooooooooon

ď1

}φ}pp. (153)

Hence, expp´tH0q is a contraction on Lp for p P r1,`8r.
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For p “ `8 we have

} expp´tH0qφ}L8 “

ż

X

sup
X

ˇ

ˇ

ˇ

ˇ

ż `8

0

expp´tλqdEpλqφ

ˇ

ˇ

ˇ

ˇ

dν ď

›

›

›

›

›

›

ż `8

0

expp´tλq
loooomoooon

ď1

dEpλq

›

›

›

›

›

›

8
looooooooooooooomooooooooooooooon

ď1

}φ}8. (154)

Hence, expp´tH0q is a contraction on L8.

(ii) Let us write expp´tH0q as integral operator

expp´tH0qφpxq “

ż

X

Kpx, yqφpyqdνpyq (155)

for an appropriate with integral kernel K “ Kpx, yq. Therefore, for all φ P H

pexpp´tH0qφ,φq “

ż

X2

Kpx, yq|φpyq|2dνpxqdνpyq “

›

›

›

›

exp

ˆ

´
t

2
H0

˙

φ

›

›

›

›

2

H
ě 0. (156)

This can only be true if K ě 0. Hence, for φ ą 0, (155) shows that expp´tH0qφ ą 0, meaning

that expp´tH0qφ is positivity preserving.

(iii) Every element of kerpH0q Ă EpL2pS 1
KpR3,CKˆ3q,C, dν0qq must be a bounded measurable function

on X, because H0 is an infinite dimensional elliptic operator [BeKo12].

(iv) The choice v “ 0 satisfies this assumption.

The proof is completed.

Remark 4.6. The ground state ΩΛ,g
0 of HΛ,g has been constructed in L2pS 1

KpR3,CKˆ3q,C, dν0q,

where ν0 is the standard Gaussian measure. This is NOT the measure for which we will verify the

Osterwalder-Schrader axioms.

4.3 Construction of the Probability Measure under the Ultraviolet and In-

frared Cut Offs and Regularization

To construct appropriate probability measures on S 1
KpR4,CKˆ3q we need results about infinitesimal

generators of time inhomogeneous Itô’ s diffusions.

Proposition 4.8. Let pWtqtě0 be a M -dimensional standard P´Brownian motion with respect to the

filtration pAtqtě0. Let b : r0,`8rˆRN Ñ RN , σ : r0,`8rˆRN Ñ RNˆM be Borel measurable and
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locally bounded functions, satisfying

|bpt, xq ´ bpt, yq|RN ` |σpt, xq ´ σpt, yq|RNˆM ď K |x´ y|RN (157)

for a positive constant K, meaning Lipschitz-continuity with respect to x uniform in t. The solution of

the SDE
$

&

%

dXt “ bpt,Xtqdt` σpt,XtqdWt

X0 “ x0 P RN ,
(158)

is a time inhomogeneous Itô’s diffusion, whose infinitesimal generator is given by the PDO with variable

coefficients

Lt “
1

2

N
ÿ

i,i“1

ai,jpt, xq
B2

BxiBxj
`

N
ÿ

i“1

bipt, xq
B

Bxj

DpLtq :“ C8
0 pRN ,RN q Ă L2pRN ,RN , dNxq Ñ L2pRN ,RN , dNxq,

(159)

where

apt, xq :“ σpt, xqσpt, xq:. (160)

Conversely, if the operator Lt is elliptic for all t ě 0, then for σpt, xq :“ a
1
2 pt, xq and M “ N , there

exists an Itô’s diffusion as (158) whose transition density κtpx0, xq is the heat kernel of Lt, i.e. the

solution of
$

&

%

B
Btupt, xq “ Ltupt, xq

up0, xq “ δpx´ x0q P S 1pRN ,RN q.
(161)

It follows that the solution of
$

&

%

B
Btupt, xq “ Ltupt, xq

up0, xq “ fpxq P C8
0 pRN ,RN q

(162)

is given by

upt, x0q “ ErfpXtq|Ats “

ż

RN

fpxqκtpx0, xqdNx (163)

Proof. See chapters 8.3-8.5 of [CCFI11] and chapters VII.1-VII.2 [RJ99].

What is the situation in the infinite dimensional case?

Proposition 4.9. Let F and G be a real separable Hilbert spaces and LHSpG,Fq denote the vector

space of all Hilbert-Schmidt operators from G to F . Let pWtqtě0 be a standard P´Wiener process with

respect to the filtration pAtqtě0 taking values G and assume that b : r0,`8rˆF Ñ F , σ : r0,`8rˆF Ñ
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LHSpG,Fq be Borel measurable and locally bounded functions, satisfying

|bpt, xq ´ bpt, yq|F ` |σpt, xq ´ σpt, yq|LHSpG,Fq ď K |x´ y|F (164)

for a positive constant K, meaning Lipschitz-continuity with respect to x uniform in t. The (strong)

solution of the SDE
$

&

%

dXt “ bpt,Xtqdt` σpt,XtqdWt

X0 “ x0 P F
(165)

is a time inhomogeneous Itô’s diffusion. In particular, it satifies the Markov property and thus is a

Markov process.

Proof. It is a special case of Theorem 7.4 of [DZ92] for identity covariance of the Wiener process and

vanishing linear operator in the drift. The Markov property follows from Theorem 9.8 of [DZ92].

We can now proceed with the construction of a probability measure on S 1
KpR4,CKˆ3q. Inspired

by the treatment of the quantum field associated to a particle in a potential as depicted in chapter 3

of [GJ87], we adapt the ideas therein to the Yang-Mills fields with a cutoff. Using the Feynman-Kač

formula, we construct probability measures on E and H satisfying those Osterwalder-Schrader axioms

implying the reconstruction theorem of quantum mechanics, and thus the selfadjointness and non-

negativity of the cutoff Hamilton operator. However, due to the presence of a non-local term in Hλ,g
II

created by modified green function G, it is not possible, unless g “ 0 to realize a fibrewise construction

over every x P R3, and then integrate over x.

If we exclude for the moment the part of the Hamiltonian containing the potential, from Proposition

4.1 formula (104) we can write

HΛ
I `HΛ,g

II “

ż

R3

d3x

#

´
1

2

„

δ

δAai pφΛ
t p¨ ´ xqq

ȷ2

`

´
g2

2

„
ż

R3

d3y BiG
a,bpApφΛ

t p¨ ´ ¨qq;x, yqεb,c,dAdkpφΛ
t p¨ ´ yqq

δ

δAckpφΛ
t p¨ ´ yqq

ȷ2
+

.

(166)

For any probability P, every time t P R (seen as parameter) let us now consider the operator hg0 on the

Hilbert space L2pL2
KpR3,CKˆ3q,C, dPq defined as

Hg
0 :“

ż

R3

d3xhg0pxq, where

hg0pxq :“

#

´
1

2

„

δ

δAai pt, xq

ȷ2

´
g2

2

„
ż

R3

d3y BiG
a,bpApt, ¨q;x, yqεb,c,dAdkpt, yq

δ

δAckpt, yq

ȷ2
+

.

(167)
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Since

„

δ

δAai pt, xq

ȷ2

“ ´ lim
ΞÑ`8

ż

R3ˆR3

d3y d3ȳ ψΞpy ´ xqψΞpȳ ´ xqδd̄dδ
k̄
k

δ

δAdkpt, yq

δ

δAd̄
k̄
pt, ȳq

, (168)

where pψΞqΞě0 Ă SpR3q is a delta sequence, i.e. S 1 ´ limΞÑ`8 ψΞ “ δ P S 1pR3q, for which ψΞ ą 0 for

all Ξ, and the limit is pointwise on the domain of definition of the operator on the l. h. s. of (168), we

can express the operator hg0pxq as

hg0pxq “ ´ lim
ΞÑ`8

„
ż

R3

d3y bdkpΞ, x, y, g;Apt, ¨qq
δ

δAdkpt, yq
`

`

ż

R3ˆR3

d3y d3ȳ ad,d̄
k,k̄

pΞ, x, y, ȳ, g;Apt, ¨qq
δ

δAdkpt, yq

δ

δAd̄
k̄
pt, ȳq

ff

,

(169)

for appropriate matrix apΞ, x, y, ȳ, g;Apt, ¨qq and vector bpΞ, x, y, g;Apt, ¨qq valued coefficient functions.

The horizontal vector b “ rbdks has entries ordered by the bi-index pd, kq. The quadratic matrix a “ rad,d̄
k,k̄

s

has row index pd, kq and column index pd̄, k̄q. Note that we have written the matrices Apt, yq and Apt, ȳq

in their equivalent column vector forms. The limit in (169) holds pointwise on the domain of definition

of hg0. Furthermore, equation (169) becomes

hg0pxq “ ´ lim
ΞÑ`8

〈
bpΞ, x, g;Apt, ¨qq,

δ

δApt, ¨q

〉
A

`

〈
apΞ, x, g;Apt, ¨qq

δ

δApt, ¨q
,

δ

δApt, ¨q

〉
A

, (170)

where

bpΞ, x, g;Apt, ¨qq “ y ÞÑ rbdkpΞ, x, y, g;Apt, ¨qqs (171)

and

apΞ, x, g;Apt, ¨qq “ y ÞÑ rad,d̄
k,k̄

pΞ, x, y, g;Apt, ¨qqs

ˆ

apΞ, y, g;Apt, ¨qqq
δ

δApt, yq

˙d̄

k̄

“

ż

R3

d3ȳ ad,d̄
k,k̄

pΞ, y, ȳ, g;Apt, ¨qq
δ

δAdkpt, ȳq

(172)

with the notation, for any B P L2
KpR3,CKˆ3q

⟨b1, b2⟩B :“

ż

R3

d3y br1pBpyqqbr2pBpyqq (173)

for b1,2 P L2pCKˆ3,Rq.

Both b and a are functionals of A and depend on the parameters Ξ. There exists a g0 P r0, 1r

(not depending on Λ!), such that, if the coupling constant g P r0, g0r, then the expression apΞ, x, g;Aq

represents a positive definite operator valued functional of A “ Apt, ¨q seen as C3K-valued function
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in the separable Hilbert space L2pR3,C3Kq. By Proposition 4.9, we can construct the diffusion At “

AtpΞ, x, gq

dAt “ bpΞ, x, g;Atqdt` a
1
2 pΞ, x, g;AtqdWt, (174)

where pWtqtě0 is the standard Wiener process adapted to the filtration pAtqtě0 in the Hilbert space

L2pR3,C3Kq. Note that a
1
2 is a Hilbert-Schmidt operator because a is a Hilbert-Schmidt integral opera-

tors. Both b and a
1
2 are Lipschitz-continuous with respect to A, because they are Fréchet differentiable

with continuous derivative. The Lipschitz constant does not depend on t, because b and a
1
2 do not

either.

For fixed x P R3 the R3K-valued process AtpΞ, x, gq is a Markov process with stochastic kernel

κt,spΞ, x, gq such that for all At P C3K and all measurable B P As

PrUspΞ, g;xq P B |UtpΞ, g, xq “ Ats “ κt,spΞ, g, x;At, Bq. (175)

Let WKpA,A1, t, xq be the set of continuous paths Aps, xq in C3K which take the values Ap´t{2, xq “

A and Ap`t{2, xq “ A1 at their endpoints such that their transversal component A∥ps, ¨q vanishes for

all s. The cylinder sets of WKpA,A1, t, xq have the form

ZKpA,A1, t, tIjuj , xq “
␣

Aps, xq
ˇ

ˇA P WKpA,A1, t, xq, Ap´t{2, xq “ A,Ap`t{2, xq “ A1,

Aptj , xq P Ij , for all j “ 1, . . . , nu ,
(176)

where ´t{2 ă t1 ă t2 ă ¨ ¨ ¨ ă tn ă t{2 and Ij are Borel subsets of C3K . On these cylinder sets we can

define the measure given by

U t,x,g,ΞA,A1 pZq :“ κ´t{2,t1pΞ, g, x;A, ¨qbκt1,t2pΞ, g, xqb¨ ¨ ¨bκtn´1,tnpΞ, g, xqbκtn,`t{2pΞ, g, x; ¨,A1q, (177)

which is countably additive and has a unique extension to the Borel subsets of WKpA,A1, t, xq, being

the tensor product of stochastic kernels.

The proof of Proposition 4.4 contains the proof that the operator h0pxq on L2pC3K ,Cq is selfad-

joint, and from Theorem 4.7, hg0pxq has a unique ground state that we denote by ωx,g0 “ ωx,g0 pAq P

L2pCKˆ3,Cq . For any R ą 0, termed infrared cutoff, the expression

dξR,gt :“

ż

|x|ďR

d3x

ż

|s|ď t
2

d1s

ż

R3KˆR3K

dUs,x,g,RA,A1 ωx,g0 pAqωx,g0 pA1q (178)

defines a finite measure on WKpA,A1, t, xq which pushes forward by means of the inclusion to a finite

46



measure ξg,Rt on SKpR4,CKˆ3q first and to S 1
KpR4,CKˆ3q next. Note that from (177) to (178) we

have chosen Ξ “ R ą 0, which is legitimate, because in our construction they both will tend to infinity.

Therefore, inspired by [Ja82], we can introduce the

Definition 4.2 (Infrared/Ultraviolet Cutoff Measure). With

ZR,gt :“

ż

S1
K

pR4,CKˆ3q

dξR,gt

dµR,gt :“
1

ZR,g,t

dξR,gt ,

(179)

which is a probability measure on on S 1
KpR4,CKˆ3q, we can define

ZΛ,R,g
t :“

ż

S1
K

pR4,CKˆ3q

«

exp

˜

´

ż

|x|ďR

d3x

ż ` t
2

´ t
2

ds V Λ,gps, x,Aq

¸ff

dµR,gt

dµΛ,R,g
t :“

1

ZΛ,R,g
t

«

exp

˜

´

ż

|x|ďR

d3x

ż ` t
2

´ t
2

ds V Λ,gps, x,Aq

¸ff

dµR,gt

(180)

as a probability measure on S 1
KpR4,CKˆ3q.

We remark that µΛ,R,g
t is not gauge invariant and not translation invariant.

4.4 Infrared Cutoff Removal and Reconstruction of a Selfadjoint Hamilto-

nian

Definition 4.3 (Ultraviolet Measure). For any measurable A Ă S 1
KpR4,CKˆ3q let

µΛ,g
t pAq :“ lim sup

RÑ`8

µΛ,R,g
t pAq

µΛ,gpAq :“ lim sup
tÑ`8

µΛ,g
t pAq.

(181)

Are µΛ,g
t and µΛ,g measures? The answer is yeas and requires several steps. F.i. in [Doo94], chapter

IX.10 we can find the proof of

Theorem 4.10 (Vitali-Hahn-Saks). Let pX,Bq be a measurable space and pµjqjě0 a sequence of prob-

ability measures such that pµjpAqqjě0 converges for all measurable A P B. Then, µpAq :“ limjÑ`8 µjpAq

defines a probability on pX,Bq.

Remark 4.7. In (181) for any A we can always find a sequence Rj Ò `8 as j Ñ `8 such that

µΛ,g
Rj

pAq Ñ µΛ,gpAq as j Ñ `8. But this sequence can a priori depend on A, so that we cannot apply
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immediately the Vitali-Hahn-Saks theorem.

Nevertheless, we have

Proposition 4.11. The expressions µΛ,g
t and µΛ,g in (181) define for all Λ ě 0 big enough, g P r0, 1r

small enough and t ą 0 probability measures on S 1
KpR4,CKˆ3q.

Proof. Let us drop the Λ and g to ease the notation. We first prove the claim for the case V “ 0. We

have

µRt pAq “
ξRt pAq

ξRt pS 1q
, where ξRt “

ż

S1

dξRt (182)

By construction (178) for any measurable A the measure ξRt pAq is monotone increasing in R and

bounded from above:

ξRt pAq ď ξSt pAq ď ξ`8
t pAq ă `8 pR ď Sq. (183)

Therefore, for R ď S

ξRt pAq

ξ`8
t pAq

ď
ξSt pAq

ξ`8
t pAq

ξRt pAq

ξ`8
t pAq

ξRt pS 1q

ξRt pS 1q
loomoon

“1

ď
ξSt pAq

ξ`8
t pAq

ξRt pS 1q

ξRt pS 1q
loomoon

“1

ξRt pS 1q

ξ`8
t pAq

µRt pAq ď
ξSt pS 1q

ξ`8
t pAq

µSt pAq

ξRt pS 1q

ξSt pS 1q
loomoon

Ps0,1s

ď
µSt pAq

µRt pAq
.

(184)

and

µRt pAq ď µSt pAq. (185)

We conclude that for any measurable A and for any sequence Rj Ò `8 as j Ñ `8, the sequence

pµ
Rj

t pAqqjě0 is monotone increasing. By Theorem 4.10 µt defines a probability measure on S 1. The

proof for µ goes analogously, because, by construction, it is the limit of the monotone increasing sequence

pµtj qjě0 for tj Ò `8 as j Ñ `8.

We know consider the general case, when V does not vanish. We have

µΛ,R,g
t pAq “

ξΛ,R,gt pAq

ξΛ,R,gt pS 1q
, where

ξΛ,R,gt pAq :“

ż

A

«

exp

˜

´

ż

|x|ďR

d3x

ż ` t
2

´ t
2

ds V Λ,gps, x,Aq

¸ff

dµΛ,R,g
t pAq.

(186)
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By construction for any measurable A the measure ξΛ,R,gt pAq is monotone increasing in R and bounded

from above:

ξΛ,R,gt pAq ď ξΛ,S,gt pAq ď ξΛ,`8,g
t pAq ă `8 pR ď Sq. (187)

Therefore, for R ď S

ξΛ,R,gt pAq

ξΛ,`8,g
t pAq

ď
ξΛ,S,gt pAq

ξΛ,`8,g
t pAq

ξΛ,R,gt pAq

ξΛ,`8,g
t pAq

ξΛ,R,gt pS 1q

ξΛ,R,gt pS 1q
looooomooooon

“1

ď
ξΛ,S,gt pAq

ξΛ,`8,g
t pAq

ξΛ,R,gt pS 1q

ξΛ,R,gt pS 1q
looooomooooon

“1

ξΛ,R,gt pS 1q

ξΛ,`8,g
t pAq

µΛ,R,g
t pAq ď

ξΛ,S,gt pS 1q

ξΛ,`8,g
t pAq

µΛ,S,g
t pAq

ξΛ,R,gt pS 1q

ξΛ,S,gt pS 1q
looooomooooon

Ps0,1s

ď
µΛ,S,g
t pAq

µΛ,R,g
t pAq

.

(188)

and

µΛ,R,g
t pAq ď µΛ,S,g

t pAq. (189)

We conclude that for any measurable A and for any sequence Rj Ò `8 as j Ñ `8, the sequence

pµ
Λ,Rj ,g
t pAqqjě0 is monotone increasing. By Theorem 4.10 µΛ,g

t defines a probability measure on S 1.

The proof for µΛ,g goes analogously, because, by construction, it is the limit of the monotone increasing

sequence pµΛ,g
tj qjě0 for tj Ò `8 as j Ñ `8.

The proof is completed.

By Fubini’s theorem for distributions (cf. [Tr06]), we can write the measures µΛ,g
t and µΛ,g on

S 1
KpR4,CKˆ3q as

µΛ,g
t pAps, xqq “ ϱΛ,gt pAp¨, xqqνΛ,gpAps, ¨qq

µΛ,gpAps, xqq “ ϱΛ,gpAp¨, xqqνΛ,gpAps, ¨qq,
(190)

where ϱΛ,gt pAp¨, xqq :“ µΛ,g
t pAp¨, xqq and ϱΛ,gpAp¨, xqq :“ µΛ,gpAp¨, xqq are probability measures on

S 1
KpR1,CKˆ3q, and νΛ,gpAps, ¨qq :“ µΛ,g

t pAps, ¨qq “ µΛ,gpAps, ¨qq is a probability measure on S 1
KpR3,CKˆ3q,

respectively. Remark that νΛ,g does not depend on t by construction.

Theorem 4.12 (Feynman-Kač-Nelson Formula). The operator HΛ,g “ HI ` HΛ,g
II ` V Λ,g has a

domain in the Hilbert space L2pS 1
KpR3,CKˆ3q, dνΛ,gq, has fundamental state ΩΛ,g

0 “ ΩΛ,g
0 pAps, xqq, i.e.
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HΛ,gΩΛ,g
0 “ 0, and satisfies the Feynman-Kač-Nelson formula

´

ΩΛ,g
0 , B1e

´ps2´s1qHΛ,g

B2e
´ps3´s2qHΛ,g

¨ ¨ ¨ ¨ ¨BNΩΛ,g
0

¯Λ,g

“

“

ż

S1
K

pR4,CKˆ3q

ΠNk“1BkpApsk, ¨qqdµΛ,gpAq,
(191)

where the scalar product p¨, ¨q
Λ,g on S 1

KpR3,CKˆ3q is defined as

pΥ,Θq
Λ,g

:“

ż

S1
K

pR3,CKˆ3q

ΥpAqΘ̄pAqdνΛ,gpAq, (192)

the functionals pBk “ BkpAqqk“1,...,N are in L2pS 1
KpR3,CKˆ3q,C, dνΛ,gq, and pskqk“1,...,N is a parti-

tion of the interval rτ, T s defined as sk :“ τ ` k T´τ
N for τ :“ ´ t

2 and T :“ ` t
2 .

Proof. We show now that the argument in the proof of Theorem 3.4.1 in [GJ87] can be utilized this set

up, Recall from Theorem 4.3 that the operator HΛ,g has fundamental state ΩΛ,g
0 “ ΩΛ,g

0 pAps, xqq, i.e.

HΛ,gΩΛ,g
0 “ 0. The state ΩΛ,g

0 depends neither on Λ nor on g. Note that s is seen as parameter. By

adapting the proof of Theorem 3.4.1 in [GJ87], we can write

´

ΩΛ,g
0 , B1e

´ps2´s1qHΛ,g

B2e
´ps3´s2qHΛ,g

¨ ¨ ¨ ¨ ¨BNΩΛ,g
0

¯Λ,g

“

“ lim
tÑ`8

ż

S1
K

pR4,CKˆ3q

ΠNk“1BkpApsk, ¨qqdµΛ,g
t pAq.

(193)

Since µΛ,g “ limtÑ`8 µΛ,g
t , we have

´

ΩΛ,g
0 , B1e

´ps2´s1qHΛ,g

B2e
´ps3´s2qHΛ,g

¨ ¨ ¨ ¨ ¨BNΩΛ,g
0

¯Λ,g

“

“

ż

S1
K

pR4,CKˆ3q

ΠNk“1BkpApsk, ¨qqdµΛ,gpAq,
(194)

with the same assumptions as for (193).

Remark 4.8. Theorem 4.12 for the FKN formula on 3K-dimensional distributions is consistent with

Theorem 3.4.1 in [GJ87] for the FKN formula on 1-dimensional distributions.

Theorem 4.13 (Ultraviolet Measure Properties). There exists a g0 P r0, 1r not dependent on Λ,

such that the generating functional

SΛ,gpfq “

ż

S1
K

pR4,CKˆ3q

eıApfqdµΛ,gpAq, (195)

50



for f P SKpR4,CKˆ3q satisfies satisfies the Osterwalder-Schadrer axioms (OS0)-(OS4) and hence the

Wightman axioms (W1)-(W8). Note that SΛ,gpfq and Apfq are K ˆ 3 complex matrices, and that the

exponential is meant componentwise.

Proof.

Without loss of generality we can assume that SΛ,gpfq and Apfq are complex numbers throughout this

proof, because the general proof can be reconstructed by iterating over the components of the complex

K ˆ 3 matrices representing them.

We first prove (OS2) and (OS3), which will be immediately needed to apply the reconstruction

theorem of quantum mechanics. (OS2): The invariance of the generating functional SΛ,g under time

translation and time reflection follows directly from the definition of µΛ,g in (181). More exactly,

by (179) the infrared/ultraviolet cutoff measure µΛ,R,g,0
t is invariant under the space rotations and

reflections in O(3), and hence the ultraviolet cutoff measure in invariant under all space-time rotations

and reflections, as well as translations.

(OS3): we have to show that the complex matrix MΛ,g :“ rMΛ,g
i,j s, where

MΛ,g
i,j :“ SΛ,gpθfi ´ fjq, (196)

is positive definite for all choices of pfiqi“1,...,n Ă SpR4,Rq, such that supppfiq Ă r0,`8rˆR3, and

pθfqps, xq :“ fp´s, xq denotes the time reflection.

With the choice of functionals Bk as

BkpAq :“ exp
´ ı

N
A pθpfiqpsk, ¨q ´ fjpsk, ¨qq

¯

, (197)

the r.h.s. of (191) leads to

lim
NÑ`8

ż

S1
K

pR4,CKˆ3q

ΠNk“1BkpApsk, ¨qqdµΛ,gpAq “

ż

S1
K

pR4,CKˆ3q

exp p´ıA pθpfiq ´ fjqq dµΛ,gpAq, (198)

when τ Ñ ´8 and T Ñ `8. We have approximated the time integration in Apfq by means of a
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Riemann sum for the partition pskqk“1,...,N . For the l.h.s of (191) we obtain in the limit

lim
NÑ`8

´

ΩΛ,g
0 , B1e

´pt2´t1qHΛ,g

B2e
´pt3´t2qHΛ,g

. . . BNΩΛ,g
0

¯Λ,g

“

“

´

ΩΛ,g
0 , exp p´ıA pθpfiq ´ fjqqΩΛ,g

0

¯Λ,g

“

“

´

exp p´ıA pθpfiqqqΩΛ,g
0 , exp p´ıA pfjqqΩΛ,g

0

¯Λ,g

“

“

´

exp p´ıA pfiqqΩΛ,g
0 , exp p´ıA pfjqqΩΛ,g

0

¯Λ,g

,

(199)

because the supports of fi and fj lie in the time positive half space. Putting (191) with (198) and (199)

together shows that the matrix rMΛ,g
i,j s with entries

MΛ,g
i,j “

ż

S1
K

pR4,CKˆ3q

exp p´ıA pθpfiq ´ fjqq dµΛ,gpAq “

´

exp p´ıA pfiqqΩΛ,g
0 , exp p´ıA pfjqqΩΛ,g

0

¯Λ,g

(200)

is positive definite for all g P r0, g0r, and, by Proposition 3.8 (or Corollary 3.4.4 in [GJ87]), the reflection

positivity axiom (OS3) is fulfilled.

We can now prove

Theorem 4.14. There exists a g0 P r0, 1r not depending on Λ, such that, if the coupling constant

g P r0, g0r, for the probability measure µΛ,g on S 1
KpR4,CKˆ3q the Hamilton operator HΛ,g is selfadjoint

for the choice νΛ,g. If the coupling constant g vanishes, both measures µΛ,0 and νΛ,0 are Gaussian,

otherwise not.

Proof. We know that all the assumptions of Theorem 3.7 are satisfied, because we have already verified

the Osterwalder-Schrader axioms (OS2) ans (OS3). Hence, the time translation operator T ptq satisfies

T ptqN
Λ,g

“ e´tH̃Λ,g

, (201)

where H̃Λ,g is a selfadjoint operator on the Hilbert space L2
`

S 1
KpR3,CKˆ3q, dνΛ,g

˘

. Note that the

canonical embedding N is defined utilizing the measure µΛ,g, which is highlighted by the superscripts

Λ and g in the notation NΛ,g. To conclude the proof we have to show that HΛ,g “ H̃Λ,g. A slight

reformulation of (191) provides the equality

´

ΩΛ,g
0 ,Ψe´sHΛ,g

ΦΩΛ,g
0

¯Λ,g

“

ż

S1
K

pR4,CKˆ3q

Ψ pAp0, ¨qqΦ pAps, ¨qq dµΛ,gpAq, (202)

where:
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• the distribution Aps, ¨q P S 1
KpR3,CKˆ3q depends on the parameter s P R1,

• the functionals Ψ,Φ P DpHΛ,gq Ă L2pS 1
KpR3,CKˆ3q,C, dνΛ,gq.

We now compute the r.h.s of equation (202) and obtain

ż

S1
K

pR4,CKˆ3q

Ψ pAp0, ¨qqΦ pAps, ¨qq dµΛ,gpAq “

“

ż

S1
K

pR4,CKˆ3q

Ψ pAp0, ¨qqΦ pAps, ¨qq dpϱΛ,g b νΛ,gqpAq “

“

ż

S1
K

pR4,CKˆ3q

Ψ pAp0, ¨qqΦ pAps, ¨qq dνΛ,gpApt, ¨qqdϱΛ,gpAp¨, xqq “

“

ż

S1
K

pR1,CKˆ3q

«

ż

S1
K

pR3,CKˆ3q

Ψ pAp0, ¨qqΦ
´

e´sH̃Λ,g

Ap0, ¨q
¯

dνΛ,gpApt, ¨qq

ff

dϱΛ,gpAp¨, xqq “

“

˜

ż

S1
K

pR3,CKˆ3q

Ψ pAp0, ¨qqΦ
´

e´sH̃Λ,g

Ap0, ¨q
¯

dνΛ,gpAq

¸˜

ż

S1
K

pR1,CKˆ3q

dϱΛ,gpAq

¸

loooooooooooooooomoooooooooooooooon

“1

“

“

ż

S1
K

pR3,CKˆ3q

Ψ pAq pe´sH̃Λ,g

qΦ pAq dνΛ,gpAq,

(203)

where we have utilized Fubini’s theorem for distributions (cf. [Tr06]), the fact that the integrand does

not depend on the time t, and that
ş

dϱΛ,g “ 1, being ϱΛ,g a probability measure.

Therefore,
´

ΩΛ,g
0 , Ψ̄e´sHΛ,g

ΦΩΛ,g
0

¯Λ,g

“

ż

S1
K

pR3,CKˆ3q

Ψ pAq e´sH̃Λ,gΦ pAqdνΛ,gpAq (204)

We now take the derivative ´ d
ds

ˇ

ˇ

s:“0
on both sides of (204) and obtain

´

ΩΛ,g
0 , Ψ̄HΛ,gΦΩΛ,g

0

¯Λ,g

“

ż

S1
K

pR3,CKˆ3q

Ψ pAq H̃Λ,gΦ pAqdνΛ,gpAq. (205)

Equation (205) holds for all Ψ,Φ P DpHΛ,gq, and we conclude that HΛ,g “ H̃Λ,g. The proof is

completed.

We can now verify the remaining Osterwalder-Schrader axioms.

Proof of Theorem 4.13, continuation.

(OS0): Let us consider a finite set of test functions fj P SKpR4,CKˆ3q, j “ 1, . . . , n and complex

numbers z :“ pz1, z2, . . . , znq P Cn, the complex partial derivative of SΛ,g
´

řn
j“1 zjfj

¯

with respect to

53



zi reads
B

Bzi

«

SΛ,g

˜

n
ÿ

j“1

zjfj

¸ff

“

ż

S1
K

pR4,CKˆ3q

ıApfiqe
ıAp

řn
j“1 zjfjqdµΛ,gpAq. (206)

By the Cauchy-Schwarz inequality

ˇ

ˇ

ˇ

ˇ

ˇ

B

Bzi

«

SΛ,g

˜

n
ÿ

j“1

zjfj

¸ff
ˇ

ˇ

ˇ

ˇ

ˇ

2

ď

ż

S1
K

pR4,CKˆ3q

|Apfiq|2dµΛ,gpAq

ż

S1
K

pR4,CKˆ3q

|eıAp
řn

j“1 zjfjq|2dµΛ,gpAq (207)

Since limgÑ0` µΛ,g “ µΛ,0, the positive constant

KΛ,g “

›

›

›

›

dµΛ,g

dµΛ,0

›

›

›

›

L8pS1
K

pR4,CKˆ3qq

(208)

is bounded, and for all g small enough

ż

S1
K

pR4,CKˆ3q

|Apfq|2dµΛ,gpAq ď KΛ,g

ż

S1
K

pR4,CKˆ3q

|Apfq|2dµΛ,0pAq

ż

S1
K

pR4,CKˆ3q

|eıApfq|2dµΛ,gpAq ď KΛ,g

ż

S1
K

pR4,CKˆ3q

|eıApfq|2dµΛ,0pAq.

(209)

for all f P SKpR4,CKˆ3q. Being µΛ,0 a Gaussian measure, we obtain

ż

S1
K

pR4,CKˆ3q

eıApfqdµΛ,0pAq “ e´ 1
2 pf,CΛfqL2pR4,CKˆ3q , (210)

where

CΛ “
1

2

à

a“1,...,K
i“1,2,3

¨

˝1R4 ´ ∆R4 ` 2V Λ,0 ´ 1R4
loooooomoooooon

ě0

˛

‚

´1

ď
1

2

à

a“1,...,K
i“1,2,3

p1R4 ´ ∆R4q
´1

“: CH, (211)

because the operator V Λ,0 is non-negative. By developing the exponential function in both sides of

(210) and equating the quadratic term in f , we obtain

ż

S1
K

pR4,CKˆ3q

|Apfq|2dµΛ,0pAq “
`

f, CΛf
˘

L2pR4,CKˆ3q
ď
`

f, CHf
˘

L2pR4,CKˆ3q
“

“ }f}2H´1pR4,CKˆ3q,

(212)

where H´1 is the Sobolev space with “differentiability” ´1. By comparing all powers of f , we obtain

ż

S1
K

pR4,CKˆ3q

|eıApfq|2dµΛ,0pAq ď exp
´

}f}2H´1pR4,CKˆ3q

¯

, (213)
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Inserting (212), (213) and (209) into (207) leads to

ˇ

ˇ

ˇ

ˇ

ˇ

B

Bzi

«

SΛ,g

˜

n
ÿ

j“1

zjfj

¸ffˇ

ˇ

ˇ

ˇ

ˇ

2

ď
`

KΛ,g
˘2

}fi}
2
H´1pR4,CKˆ3q exp

˜

}

n
ÿ

j“1

zjfj}
2
H´1pR4,CKˆ3q

¸

ă `8, (214)

because all fj ’s are in the Schwartz space and a fortiori in the Sobolev space H´1. The analyticity for

all z P Cn is therefore proved.

(OS1): Since SΛ,gpzfq is analytic for all f P SKpR4,CKˆ3q and all z P C the mean value theorem of

differentiation implies that it exists a z1 P C, |z1| ď |z| such that

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

SΛ,gpzfq ´ SΛ,gp0q
loomoon

“1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ď

ˇ

ˇ

ˇ

ˇ

d

dzi
SΛ,gpz1fq

ˇ

ˇ

ˇ

ˇ

|z|. (215)

Therefore, utilizing (214) we obtain

ˇ

ˇSΛ,gpzfq
ˇ

ˇ ď 1 ` |z|KΛ,g}f}H´1pR4,CKˆ3q exp

ˆ

|z|2

2
}f}2H´1pR4,CKˆ3q

˙

(216)

We choose z :“ 1

ˇ

ˇSΛ,gpfq
ˇ

ˇ ď 1 `KΛ,g}f}H´1pR4,CKˆ3q exp

ˆ

1

2
}f}2H´1pR4,CKˆ3q

˙

, (217)

and study the function of the variable α P r0,`8r

κpαq :“
1 `KΛ,gα exp

`

1
2α

2
˘

exppLα2q
, (218)

for a given constant L ą 0. If L ą 1
2 , then

lim
αÑ`8

κpαq “ 0 and lim
αÑ0`

κpαq “ 1. (219)

Therefore, for any given KΛ,g ą 0 there exists a LΛ,g ą 0 such that for all α P r0,`8r

1 `KΛ,gα exp

ˆ

1

2
α2

˙

ď exppLΛ,gα2q, (220)

which, utilized with α :“ }f}H´1pR4,CKˆ3q and inserted into (217), leads to

ˇ

ˇSΛ,gpfq
ˇ

ˇ ď exppLΛ,g}f}2H´1pR4,CKˆ3qq ď exppLΛ,g}f}2H0pR4,CKˆ3qq ď

ď exppLΛ,gp}f}L1pR4,CKˆ3q ` }f}2L2pR4,CKˆ3qqq,
(221)
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because }f}H´1 ď }f}H0 for all f , and H0pR4,CKˆ3q “ L2pR4,CKˆ3q.

(OS4): We have to check that the Euclidean time translation subgroup, which by Theorem 4.14 reads

tT ptqutě0, where T ptqN
Λ,g

“ e´tHΛ,g

, acts ergodically on the measure space pS 1
KpR4,CKˆ3q, dµΛ,gq, or,

equivalently (see [GJ87], Formula 19.7.1), that it satisfies the cluster property, i.e.

lim
t ÞÑ`8

1

t

ż t

0

«

ż

S1
K

pR4,CKˆ3q

ΦpAqT psqΨpAqdµΛ,gpAq

ff

ds “

“

ż

S1
K

pR4,CKˆ3q

ΦpAqdµΛ,gpAq ¨

ż

S1
K

pR4,CKˆ3q

ΨpAqdµΛ,gpAq,

(222)

for all Φ,Ψ P L1pS 1
KpR4,CKˆ3q, dµΛ,gq. In the proof of Theorem 19.7.1 in [GJ87] the cluster property

(222) is shown to be equivalent with the uniqueness of the ground state. Hence, we have to show that

ΩΛ,g
0 is an eigenvector of HΛ,g with multiplicity 1, which follows from Theorem 3.3.2 and 3.3.3 in [GJ87],

because AΛ,g :“ e´tHΛ,g

has a strictly positive kernel, being HΛ,g “ HΛ
I `HΛ,g

II `V Λ,g self-adjoint and

V Λ,g bounded from below by 0 by construction.

4.5 Ultraviolet Cutoff Removal without Renormalization

Now we remove the regularization given by the ultraviolet cutoff by letting Λ Ñ `8 and making sure

that the properties (OS2) and (OS3), necessary for the reconstruction theorem of quantum mechanics,

are maintained. Actually, all Osterwalder-Schrader axioms will be preserved.

Definition 4.4 (4D-YM-Measure). For any measurable A Ă S 1
KpR4,CKˆ3q let

µgpAq :“ lim sup
ΛÑ`8

µΛ,gpAq. (223)

Is µg a measure? The answer is yes and requires several steps.

Definition 4.5 (Tightness). Let pX,BpXqq be a measurable topological space. The collection of

probability measures M over X is tight if and only if for every ε ą 0 there exists a compact Kε Ă X

such that µpKεq ą 1 ´ ε for all µ P M .

In f.i. [Bo06] we can find the proof of

Theorem 4.15 (Prokhorov). Let X be a separable metric space, and PpXq the collection of all

probability measures defined on X with its Borel σ-algebra. A family of probability measures M Ă PpXq

is tight if and only if M is weakly sequentially compact. i.e. if every sequence pµjqjě0 Ă M contains a
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subsequence pµjkqkě0 weakly converging to a µ P M, meaning by this

lim
kÑ`8

Eµjk rf s “ Eµrf s (224)

for all bounded continuous functions f on X.

In spite of the fact that S 1 is not metrizable, Theorem I.6.5 in [Fe67] implies

Theorem 4.16 (Fernique). Prokhorov’s theorem holds true for S 1.

Proposition 4.17. Let pX,A, P q be a probability space and let FΛ : X Ñ r0,`8r be a family of

uniformly bounded measurable functions indexed by the parameter Λ ě 0. Then, the collection of

probability measures pPΛqΛě0 over X defined for any measurable A P A

PΛpAq :“

ş

A
FΛpxqdP

ş

X
FΛpxqdP

. (225)

is tight.

Proof. We need to show that, for any ε ą 0, there exists a compact set K “ Kε Ă X such that

PΛpKq ą 1 ´ ε for sufficiently large values of Λ. First, note that since FΛpxq is uniformly bounded,

there exists a constant M ą 0 such that FΛpxq ď M for all x P X and all Λ ě 0. Then, for any

measurable set A in A, we have

PΛpAq “

ş

A
FΛdP

ş

X
FΛdP

ď
MP pAq
ş

X
FΛdP

. (226)

For any ε ą 0, we can choose a compact set K “ Kε such that

P pXzKq ď ε. (227)

Hence we have

PΛpKq “ 1 ´ PΛpXzKq ě 1 ´
MP pXzKq
ş

X
FΛdP

“ 1 ´
MP pXzKq

Λ
ş

X
FΛ

Λ dP
. (228)

Since FΛpxq ď M for all x P X and all Λ ě 0, it follows by Lebesgue’s dominated convergence

lim
ΛÑ`8

ż

X

FΛ

Λ
dP “ 0, (229)

and thus
ż

X

FΛ

Λ
dP P r0, 1r for Λ big enough. (230)
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Inserting (230) into (228) leads to

PΛpKq ě 1 ´
Mε

Λ
. (231)

Therefore, the family pPΛqΛě0 is tight since, for any ε ą 0, we can find a compact set K “ Kϵ Ă X

such that PΛpKq ą 1 ´ ε for Λ ě maxpM,λ0q. The proof is finished.

Putting everything together we obtain

Proposition 4.18. The expression µg in (223) defines for all g P r0, g0r for a g0 small enough a

probability measures on S 1
KpR4,CKˆ3q.

Proof. By (179) and (181) we have

ZV“0,R,g
t “

ż

S1
K

pR4,CKˆ3q

dξR,gt

dµV“0,g “ lim
RÑ`8
tÑ`8

1

ZV“0,R,g
t

dξR,gt ,
(232)

and by (180) and (181) we have

ZΛ,R,g
t “

ż

S1
K

pR4,CKˆ3q

«

exp

˜

´

ż

|x|ďR

d3x

ż ` t
2

´ t
2

ds V Λ,gps, x,Aq

¸ff

dµR,gt

dµΛ,g “ lim
RÑ`8
tÑ`8

«

1

ZΛ,R,g
t

«

exp

˜

´

ż

|x|ďR

d3x

ż ` t
2

´ t
2

ds V Λ,gps, x,Aq

¸ffff

looooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooon

“:FΛpAq

dµV“0,g.
(233)

Now, in (233) we have a fraction whose numerator and denominator both depend on Λ. The denominator

is ZΛ,R,g
t . Numerator and denominator depend on t andR, too, but, as we saw in the proof of Proposition

4.11, the limit of the quotient for R, t Ñ `8 is well-defined and finite. By Definition 4.1 and (104)

V Λ,gpt, x,Aq is a fourth degree polynomial in Λ. By (144) the potential V Λ,gpt, x,Aq ě 0 for Λ big

enough. Therefore,

• numerator
Λ4 converges to a strictly positive constant (depending on A) for Λ Ñ `8,

• denominator
Λ4 converges to strictly positive constant for Λ Ñ `8,

• the quotient numerator
denominator converges to strictly positive constant (depending on A) for Λ Ñ `8

Hence FΛpAq is bounded in Λ. Since the V Λ,gpt, x,Aq ě 0 for Λ big enough, the numerator is smaller

than 1 for all A P S 1
KpR4,CKˆ3q and for Λ big enough. Therefore FΛpAq is bounded in both Λ and
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A, and the family pFΛqΛě0 is uniformly bounded on S 1
KpR4,CKˆ3q. By Proposition 4.17 the family

of probabilities pµΛ,gqΛě0 is tight. By Theorem 4.16 the family pµΛ,gqΛě0 has a weakly convergent

subsequence to a probability, which by (223) is µg. The proof is finished.

We studied the original renormalization and ultraviolet cutoff removal techniques for the φ4
3 intro-

duced by Glimm-Jaffe ([GJ73]) for finite volume and extended by Feldman-Osterwalder ([FO76]) and

Magnen-Sénéor ([MS76]) for infinite volume and small positive values of the coupling constant using

small cluster expansion methods. Finally the work of Seiler-Simon ([SeSi76]) allowed to extend the exis-

tence result any positive value of the coupling constant (this is claimed in [GJ87]) even though we could

not find a clear statement in Seiler-Simon’s paper). One notices that the model parameter have been

made ultraviolet cutoff level dependent in order to produce counter terms which eliminate divergences

in the integrals; by mean of an a-priori estimate on the Schwinger functions the Osterwalder-Schrader

axioms are then inferred. Similarly, a renormalization involving the bare coupling constant is needed for

Φ4
4 in [GK85] and [FMRS87]. With our definition of the ultraviolet measure the situation is different,

because we have no divergences to compensate, and the bare coupling constant g must not be made

dependent on the ultraviolet cutoff level Λ. Later we will see that the running of the coupling constant

guarantees asymptotic freedom of the Yang-Mills model.

In Magnen-Rivasseau-Sénéor’s construction of a Yang-Mills measure in four dimensions ([MRS93])

only the ultraviolet but not the infrared cutoff is removed, while maintaining gauge invariance. In their

construction the ultraviolet cutoff is implemented as a multiplication of the fields on the momentum

space with the regularization of the characteristic function of a domain converging towards R3 as

the cutoff parameter tends to `8. That way they create a divergence which they compensate by

renormalization and running the bare coupling constant to obtain asymptotic freedom as in Chapter

III.5 of ([Riv91]). An important difference to our model is that in the present construction the ultraviolet

cutoff is implemented as an application of the fields seen as distributions on the position space to a

delta sequence in R3 for fixed time t with respect to the cutoff parameter. This way the problem of

the non-existence of products of tempered distributions is circumvented, and no divergenges appear in

the limit for the cutoff parameter tending to `8. Moreover, once the infrared cutoff in the Magnen-

Rivasseau-Sénéor model is removed, the mass gap is killed, as we will see in Subsection 4.8, because the

limit of the renormalized coupling constant vanishes.

Corollary 4.19 (4D-YM-Measure Properties). There exists a g0 P r0, 1r, such that for all g P r0, g0r

the generating functional

Sgpfq “

ż

S1
K

pR4,CKˆ3q

eıApfqdµgpAq, (234)
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for f P SKpR4,CKˆ3q satisfies the Osterwalder-Schadrer axioms (OS0)-(OS4) and hence the Wightman

axioms (W1)-(W8). Note that SΛ,gpfq and Apfq are K ˆ 3 complex matrices, and that the exponential

is meant componentwise.

Proof.

Without loss of generality we can assume that SΛ,gpfq and Apfq are complex numbers throughout this

proof, because the general proof can be reconstructed by iterating over the components of the complex

K ˆ 3 matrices representing them.

First we prove that

SΛ,gpfq Ñ Sgpfq pΛ Ñ `8q (235)

locally uniformly in f P SKpR4,CKˆ3q. We have

Sgpfq “

ż

S1
K

pR4,CKˆ3q

eıApfqdµgpAq

SΛ,gpfq “

ż

S1
K

pR4,CKˆ3q

eıApfq dµ
Λ,g

dµg
dµgpAq,

(236)

and hence

ˇ

ˇSΛ,gpfq ´ Sgpfq
ˇ

ˇ

2
“

“

ˇ

ˇ

ˇ

ˇ

ˇ

ż

S1
K

pR4,CKˆ3q

eıApfq

ˆ

1 ´
dµΛ,g

dµg

˙

dµgpAq

ˇ

ˇ

ˇ

ˇ

ˇ

2

ď

ď

ż

S1
K

pR4,CKˆ3q

ˇ

ˇ

ˇ
eıApfq

ˇ

ˇ

ˇ

2

dµgpAq

ż

S1
K

pR4,CKˆ3q

ˇ

ˇ

ˇ

ˇ

1 ´
dµΛ,g

dµg

ˇ

ˇ

ˇ

ˇ

2

dµgpAq ď

ď expp2LΛ,gp}f}L1pR4,CKˆ3q ` }f}2L2pR4,CKˆ3qqq

ż

S1
K

pR4,CKˆ3q

ˇ

ˇ

ˇ

ˇ

1 ´
dµΛ,g

dµg

ˇ

ˇ

ˇ

ˇ

2

dµgpAq

looooooooooooooooooooomooooooooooooooooooooon

Ñ0 pΛÑ`8q

(237)

As we saw in (220) the constant LΛ,g is bounded in Λ if and only if the positive constant

KΛ,g “

›

›

›

›

dµΛ,g

dµΛ,0

›

›

›

›

L8pS1
K

pR4,CKˆ3qq

(238)

is bounded in Λ. By Definition 4.1 and (104) we have

V Λ,g

Λ4
“ Ogp1q pΛ Ñ `8q. (239)
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By Definitions 4.2 and 4.3 it follows that

µΛ,g “ Ogp1q pΛ Ñ `8q (240)

and hence

KΛ,g “ Ogp1q pΛ Ñ `8q (241)

as we needed for inequality (237) to prove the f -locally uniform convergence of SΛ,gpfq towards Sgpfq

for Λ Ñ `8.

The Osterwalder-Schadrer axioms (OS0)-(OS4) for µg follow now from the proof of Theorem 4.13

because we have proved that the constants occurring in the inequalities for (OS0) (214) and (OS1) (221)

are bounded in Λ; the invariance (OS2) holds true for µg because it does for µA,g for all Λ ě 0; the

reflexion positivity (OS3) holds true because rMΛ,g
i,j s defined in (200) is positive definite for all Λ ě 0;

the ergodicity property (OS4) is fulfilled, because the cluster property (222) holds true for all Λ ě 0,

and, therefore in the limit for Λ Ñ `8. The proof is completed.

By Fubini’s theorem for distributions (cf. [Tr06]), we can write the measure µg on S 1
KpR4,CKˆ3q as

µgpAps, xqq “ ϱgpAp¨, xqqνgpAps, ¨qq, (242)

where ϱgt pAp¨, xqq :“ µΛ,g
t pAp¨, xqq and νgpAps, ¨qq :“ µgpAps, ¨qq are probability measures on S 1

KpR1,CKˆ3q,

and S 1
KpR3,CKˆ3q, respectively.

Corollary 4.20 (Ultraviolet Cutoff Removal). There exists a g0 Ps0, 1r such that, if the bare cou-

pling constant g P r0, g0r, then, for any choice of the regularizing mollifier, the probability measures

µΛ,g and νΛ,g converge for Λ Ñ `8 to the probability measures µg on S 1
KpR4,CKˆ3q, and νg on

S 1
KpR3,CKˆ3q. The regularized Hamiltonian HΛ,g converges pointwise on a dense domain to a selfad-

joint non negative operator Hg on L2pS 1
KpR3,CKˆ3q,C, dνgq. If the coupling constant g vanishes, both

measures µ0 and ν0 are Gaussian, otherwise not. The domain of definition is

DpHgq :“
␣

Ψ P L2pS 1
KpR3,RKˆ3q,C, dνgq

ˇ

ˇHΨ P L2pS 1
KpR3,RKˆ3q,C, dνgq

(

. (243)

Moreover, the operator Hg can be decomposed on DpHgq X L2pL2
KpR3,RKˆ3q,C, dνgq as

Hg “ HI `Hg
II ` V g ´ V g0 , (244)
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where

HI “ ´
1

2

ż

R3

d3x

„

δ

δAai pt, xq

ȷ2

Hg
II “ ´

g2

2

ż

R3

d3x

„
ż

R3

d3y BiG
a,bpApt, yq;x, yqεb,c,dAdkpt, yq

δ

δAckpt, yq

ȷ2

V g “

ż

R3

d3x |R∇A

pt, xq|2

(245)

for A P L2
KpR3,CKˆ3, d3xq, where V g0 is a real constant which will be chosen later so that the ground

state Ωg0 satisfies

HgΩg0 “ 0. (246)

Proof. By Corollary 4.19 the 4D-YM-Measure µg satisfies the Osterwalder-Schrader axioms for g P

r0, g0r. By Theorem 3.7 we can reconstruct a selfadjoint operator H̃g on L2pS 1
KpR3,CKˆ3q,C, dνgq,

and, as in the proof of Theorem 4.14 from (205) it follows that

lim
ΛÑ`8

HΛ,g “ lim
ΛÑ`8

H̃Λ,g “ H̃g, (247)

where the pointwise convergence on the projective limit
Ş

Λě0 DpHΛ,gq is meant.

For A P L2
KpR3,CKˆ3, d3xq and pt, xq P R4 fixed we saw in (144) that

lim
ΛÑ`8

V Λ,gpt, x,Aq “ |R∇A

pt, xq|2 (248)

pointwise, and thus

lim
ΛÑ`8

ż

R3

d3xV Λ,gpt, x,Aq “

ż

R3

d3x |R∇A

pt, xq|2 “: V g. (249)

By taking the limit on both side for the equation with (247) with V Λ,g
0 chosen as in Theorem 4.3

HΛ,g “ HΛ
I `HΛ,g

II ` V Λ,g ´ V Λ,g
0 (250)

leads to

Hg “ HI `Hg
II ` V g ´ V g0 “ H̃g, (251)
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with the definitions for A P L2
KpR3,CKˆ3, d3xq

HI :“ ´
1

2

ż

R3

d3x

„

δ

δAai pt, xq

ȷ2

Hg
II : “ ´

g2

2

ż

R3

d3x

„
ż

R3

d3y BiG
a,bpApt, yq;x, yqεb,c,dAdkpt, yq

δ

δAckpt, yq

ȷ2

.

(252)

Hence, Hg is selfadjoint, because H̃g is, and the property (246) of the ground state Ωg0 follows from

Theorem 4.7. The proof is completed.

Remark 4.9. Note that H is selfadjoint for all choices of the coupling constant g P r0, g0r. As we will

see, the non vanishing of the g-contribution in H is essential for the proof of the existence of a positive

mass gap.

4.6 Gauge Invariance

We want to prove that the construction of the Hamiltonian in Subsection 4.1 is gauge invariant. That for

we show that, if we repeat the construction for a principal fibre bundle subject to a gauge transformation

preserving the Coulomb gauge, we obtain an Hamiltonian which is unitary equivalent with the original

one and has, in particular, the same spectrum.

Definition 4.6 (Gauge Transformation). Let P be a principal fibre bundle over a manifold M

and π : P Ñ M be the projection. An automorphism of P is a diffeomorphism f : P Ñ P such that

fppgq “ fppqg for all g P G, p P P . A gauge transformation of P is an automorphism f : P Ñ P such

that πppq “ πpfppqq for all p P P . In other words f induces a well defined diffeomorphism f̄ :M Ñ M

given by f̄pπppqq “ πpfppqq.

Following section 3.3 of [Bl05] we notice that the Lagrangian density on the principal fibre bundle

P on which we define the Yang-Mills connection is a G-invariant functional on the space of 1-jets of

maps from P to the fibre of the vector bundle V associated with P induced by the representation

ρ : G Ñ GLpCKq. Hence, the position variable A occurring in the Lagrangian density and its Legendre

transform, the Hamiltonian density takes value in C3K , which is the fibre of the complex vector bundle

V . We want to analyze how the position variable behaves if the principal fibre bundle is subject to a

gauge transformation.

Proposition 4.21. Let f be a gauge transformation of the principal fiber bundle P and ω a connection.
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Then, ωf :“ pf´1q˚ω is a connection on P . They have the local representation on π´1pUq

ωp “ adζppq´1 ˝ π˚A` ζ˚θ

ωfp “ adζppq´1 ˝ π˚Af ` ζ˚θ,
(253)

and

Af “ adϕ ˝ pA´ ϕ˚θq, (254)

where:

• π : P Ñ M is the projection of the principal fibre bundle P onto its base space M ,

• U Ă M is an open subset of the base space,

• ψ : π´1pUq Ñ UˆG is a local trivialization of π´1pUq Ă P , that is a G-equivariant diffeomorphism

such that the following diagram commutes

π´1pUq

π

��

ψ // U ˆG

pr1
yy

U

(255)

This means that ψppq “ pπppq, ζppqq, where ζ : π´1pUq Ñ G is a fibrewise diffeomorphism satisfy-

ing ζppgq “ ζppqg for all g P G.

• the trivialization map ψpfppqq “ pπppq, ζpfppqqq let us define ϕ̄ : π´1pUq Ñ G by ϕ̄ppq :“

ζpfppqqζppq´1, whence ϕ̄ppq “ ϕpπppqq for a well defined function ϕ in virtue of the equivari-

ance of ψ and f .

• The Maurer-Cartan form is the g-valued 1-form defined by θg :“ pLg´1q˚ : TgG Ñ TeG “ g.

• A and Af are g-valued 1-forms on M introduced in Remark 2.1.

Proof. These are collected results from Proposition 3.3 and Proposition 3.22 in [Bau14].

Remark 4.10. For matrix groups equation (254) becomes

Af “ ϕAϕ´1 ´ dϕϕ´1 (256)

For the Yang-Mills construction we denote the K ˆ 3 matrices of the local representation of A and

its gauge transformation Af by A and Af , which is in line with the notation utilized so far for the
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position variable and introduced in Theorem 2.4. To avoid confusion we drop the dependence on the

coupling constant.

Theorem 4.22. Let f be a gauge transform preserving the Coulomb gauge for the Yang-Mills con-

struction and let HΛ and HΛ;f be the cutoff Hamilton operators for the quantized Yang-Mills equation,

before and after the gauge transform, as shown in Proposition 102 and Theorem 4.14. Let U be the

operator on L2pS 1
KpR3,CKˆ3q, dνΛq induced by the gauge transform as

UΨpAq :“ ΨpAf q. (257)

Then, U is a unitary operator in L2pS 1
KpR3,CKˆ3q, dνΛq and HΛ and HΛ;f are unitary equivalent:

HΛ;f “ UHΛU´1. (258)

Moreover, the same holds true for the operator H and Hf , where the cutoff is removed as shown in

Corollary 4.20. The operator U is unitary in L2pS 1
KpR3,CKˆ3q, dνq and

Hf “ UHU´1. (259)

Proof. First, we remark that U maps L2pS 1
KpR3,CKˆ3q, dνq onto itself, because it preserves the Coulomb

gauge. Next, we prove that U is unitary. For all Ψ,Φ P L2pS 1
KpR3,CKˆ3q, dνΛq

pUΨ, UΦq “

ż

S1
K

pR3,Rq

ΨpAf qΦpAf qdνΛpAq “

“

ż

S1
K

pR3,Rq

ΨpAqΦpAq

ˇ

ˇ

ˇ

ˇ

BAf

BA

ˇ

ˇ

ˇ

ˇ

´1

looomooon

“1

dνΛpAq “

“ pΨ,Φq

(260)

The change of variable is given by equation (254) which is affine in A because the adjoint representation

is linear in A, which means padgq˚ “ adg for all g P G. Moreover, since

adgpAq “ pLgq˚ApRg´1q˚, (261)

the Jacobi determinant reads

det ppadgq˚q “ det padgq “ det
`

pLgq˚1R3K pRg´1q˚

˘

“ det p1R3K q “ 1. (262)
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Note that the change of variable respects the fibre of the vector bundle V , and hence the change of

variable formula for the integral is the one of finite dimensional analysis.

Next, we prove the unitary equivalence of the Hamilton operators before and after the gauge trans-

form. Their definitions read

HΛ “ H

ˆ

ApφΛ
t p¨ ´ ¨qq,

1

ı

δ

δApφΛ
t p¨ ´ ¨qq

˙

HΛ;f “ H

ˆ

Af pφΛ
t p¨ ´ ¨qq,

1

ı

δ

δAf pφΛ
t p¨ ´ ¨qq

˙ (263)

For appropriate Ψ,Φ P L2pS 1
KpR3,CKˆ3q, dνΛq we have

pHΛ;fΨ,Φq “

“

ż

S1
K

pR3,Rq

H

ˆ

Af pφΛ
t p¨ ´ ¨qq,

1

ı

δ

δAf pφΛ
t p¨ ´ ¨qq

˙

ΨpAqΦ̄pAqdνΛpAq “

“

ż

S1
K

pR3,Rq

H

ˆ

ApφΛ
t p¨ ´ ¨qq,

1

ı

δ

δApφΛ
t p¨ ´ ¨qq

˙

U´1ΨpAqU´1Φ̄pAq

ˇ

ˇ

ˇ

ˇ

BAf

BA

ˇ

ˇ

ˇ

ˇ

´1

looomooon

“1

dνΛpAq “

“ pHΛU´1Ψ, U´1Φq,

(264)

leading to

HΛ;f “ UHΛU´1 (265)

on the corresponding domains.

The proof for the Hamilton operators where the cutoffs have been removed are formally the same.

We can therefore conclude that the spectrum of the Hamilton operator for the quantized Yang-Mills

problem is gauge invariant.

4.7 Spectral Bounds

We prove now that the Hamilton operator has a mass gap, being the sum of three non negative selfadjoint

operators, one of which has a mass gap and having all the same ground state, the vacuum.
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Proposition 4.23. The spectra of HI , H
g
II and V g are:

specpHIq “ r0,`8r

specpHg
IIq “ t0u Y rη,`8r, for a η ą 0

specpV gq “ r0,`8r.

(266)

Moreover η “ Opg2pn`1qq for any n P N0, where g is the bare coupling constant.

Now we can compute the lower bound of the spectrum of the Hamilton operator.

Proof of Proposition 4.23. The proof mimics the proof of Proposition 4.4. We will construct generalized

eigenvectors to show that the spectra have only a continuous part depicted as in (266). First, we analyze

the operator HI , which can be seen as

HI “ ´
1

2

ż

R3

d3x∆Apt,xq. (267)

Let x P R3 and t P R now be fixed. For any R ą 0 the Laplace operator ∆A on r´R
2 ,`

R
2 s3K under

Dirichlet boundary conditions has a discrete spectral resolution pλk, ψkqkě0, where λk “ ´ π2

R2 pk ` 1q,

and ψk “ ψkpAq P C8
0 pr´R

2 ,`
R
2 s3K ,Cq. We can extend ψk outside the cube by setting its value to

0, obtaining an approximated eigenvector for the approximated eigenvalue λk, which is in line with

the fact that the Laplacian on L2pR3K ,Cq has solely a continuous spectrum, which is s ´ 8, 0s. The

functional

ΨA;x0

k pĀq :“ δpĀ ´ Aqδpx´ x0qψkpAq (268)

for x0 P R3, k P N and A P R3K is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dνgq for the operator

HI on the rigged Hilbert space L2pS 1
KpR3,CKˆ3q, dνgq for the generalized eigenvalue π2

R2 pk` 1q, which,

by Theorem A.2, is an element of the continuous spectrum of the non negative operator HI . By varying

the generalized eigenvalue over k and R, the claim about the spectrum follows.

Next, we analyze the multiplication operator

V g “

ż

R3

d3x|R∇A

pt, xq|2, (269)

where R∇A

is the curvature operator associated to the connection A. Let A P L2
KpR3,CKˆ3, d3xq now

be fixed. Any non zero ψ P C8
0 pR3K ,Cq is eigenvector of the multiplication with the non negative real

|R∇A

pt, xq|2. The functional

ΨA;x0pĀq :“ δpĀ ´ Aqδpx´ x0qψkpAq (270)
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where pψkqkě0 is an orthonormal basis of L2pR3K ,Cq , is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dνgq

for the operator V g on the rigged Hilbert space L2pS 1
KpR3,CKˆ3q, dνgq for the generalized eigenvalue

V gpt, x0,Aq, which, by Theorem A.2, is an element of the continuous spectrum of the non negative

operator V g and the claim about its spectrum follows.

Finally, we analyze the operator HII , which we can write for any A P L2
KpR3,CKˆ3, d3xq as

Hg
II “ ´

g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ2

, (271)

for the operator D “ DpA;x,yq defined as

Da
i pA;x, yq :“ BiG

a,bpApt, yq;x, yqεb,c,dAdkpt, yq
δ

δAckpt, yq
. (272)

Let x0, y0 P R3 now be fixed. We set

fa,ci,k pA;x0, y0q :“ BiG
a,bpApt, y0q;x0, y0qεb,c,dAdkpt, y0q (273)

and apply Lemma 4.5 and Lemma 4.6. Assuming that for all indices c, k

ż `8

´8

dAck f
a,c
i,k pApt, y0q;x0, y0q´1 ă `8 (274)

uniformly in A, we can find a diffeomeorphism B : R3K Ñ R3K in the form of formula (118), such

that for any R ą 0 the operator Da
i pApt, y0q;x0, y0q2 on B´1pr´R

2 ,`
R
2 s3Kq under Dirichlet boundary

conditions has a discrete spectral resolution pλai,spx0, y0q, ψai,spApt, y0q;x0, y0qqsě0, where

λai,spx0, y0q “ ´

3
ÿ

j“1

K
ÿ

c“1

π2k2j,c,s
”

ş` R
2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

ı2 , (275)

where kj,c,s P Z˚ for all indices s P N0, j P t1, 2, 3u and c P t1, . . . ,Ku, and, by Lemma 4.6 we defined

ga,li,j pBlj ;x0, y0q :“

˜

3
ÿ

k“1

K
ÿ

c“1

La,ci,k px0, y0q

¸

eB
l
j
2

(276)

for

La,ci,j px0, y0q “

«

sup
A

«

ż Ac
j

´8

dĀcj f
a,c
i,j pA;x0, y0q´1 `Ka,c

i,j pA;x0, y0q

ffff´1

Ka,c
i,j pA ;x0, y0q :“ ´ inf

Ac
j

ż Ac
j

´8

dĀcj f
a,c
i,j pA;x0, y0q´1.

(277)
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Note that for any R ą 0 the operator Da
i pApt, y0q;x0, y0q on B´1pr´R

2 ,`
R
2 s3Kq under Dirichlet bound-

ary conditions has a discrete spectral resolution with the same eigenvectors but other eigenvalues

pζai,spx0, y0q, ψai,spApt, y0q;x0, y0qqsě0, where

ζai,spx0, y0q “ ´

3
ÿ

j“1

K
ÿ

c“1

ıπk2j,c,s
ş` R

2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

, (278)

where kj,c,s P Z˚ for all indices s P N0, j P t1, 2, 3u and c P t1, . . . ,Ku.

Since B´1pr´R
2 ,`

R
2 s3Kq Ò R3K for R Ò `8, we can extend ψai,sp¨;x0, y0q outside the cube by setting

its value to 0, obtaining an approximated eigenvector for the approximated eigenvalue λai,spx0, y0q for

the operator Da
i pA;x0, y0q2 on L2pR3K ,Cq, which means that λai,spx0, y0q P speccpD

a
i pA;x0, y0q2q. For

fixed i, s and a the functional

Ψa,x0,y0,A
i,k pĀq :“ δpĀ ´ Aqδpx´ x0qδpy ´ y0qδpȳ ´ y0qψai,kpA;x0, y0q (279)

is a generalized eigenvector in E 1pS 1
KpR3,CKˆ3q, dνq for the operator

Ha,g
i,II :“ ´

g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ2

“

“ ´
g2

2

ż

R3

d3x

„
ż

R3

d3y Da
i pA;x, yq

ȷ „
ż

R3

d3ȳ Da
i pA;x, ȳq

ȷ

(280)

on the rigged Hilbert space L2pS 1
KpR4,CKˆ3q, µq for the strictly positive generalized eigenvalue

λa,gi,s px0, y0q “ g2
3
ÿ

j“1

K
ÿ

c“1

π2

2 k
2
j,c,s

”

ş` R
2

´ R
2

dBcj g
a,c
i,j pBcj ;x0, y0q´1

ı2 , (281)

which, by Theorem A.2, is an element of the continuous spectrum of the operator Ha
i,II . We still have

to prove to check that λai,spx0, y0q is bounded away from 0 uniformly in R. By Proposition 2.2 and

Corollary 2.3, for every n P N0 there is a constant cn ą 0, bounded in n such that

ż ` R
2

´ R
2

dAcjpt, y0qrBiG
a,bpA;x0, y0qεb,c,dAdj pt, y0qs´1 ď cng

2n

ż `8

´8

dAcjpt, y0q
1

1 ` |Adj pt, y0q|2n`1
. (282)

Therefore, inserting (282) into (277) and (278) leads to the spectral lower bound

λa,gi,s px0, y0q ě Cn g
2pn`1q (283)

for all i P 1, 2, 3, s P N0 and for all n P N0, for an appropriate constant Cn bounded in n. Since the
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collection of generalized eigenvectors obtained by varying (279) over k, x0, and y0 is complete in the

sense of Theorem A.2 (ii), by varying the generalized eigenvalue (281) over kj,c,s and R, the claim about

the spectrum follows for η “ Opg2pn`1qq. The proof is complete.

Lemma 4.24. let A and B be two self adjoint operators on the Hilbert space H, such that DpA`Bq is

dense in H, specpAq Ă r0,`8r, specpBq Ă t0u Y rη,`8r for a η ą 0, and 0 is an eigenvalue of finite

multiplicity for the eigenvector Ω0 for both A and B. Then, specpA ` Bq Ă t0u Y rη,`8r, i.e. the

spectral gap of B is maintained.

Proof. The spectral gap of A`B reads

ηpA`Bq “ inf
ψPxΩ0yKXDpA`Bq

pψ, pA`Bqψq

pψ,ψq
ě inf
ψPxΩ0yKXDpA`Bq

pψ,Bψq

pψ,ψq
“

“ inf
ψPxΩ0yKXDpBq

pψ,Bψq

pψ,ψq
“ ηpBq “ η ą 0.

(284)

Counterexample 4.1. Let H1 be a non negative selfadjoint operator on the Hilbert space H1, and H2

a non negative selfadjoint operator on the Hilbert space H2. Both operators have 0 a simple eigenvalue

for the eigenvectors Ω1 P H1 and Ω2 P H2. Moreover letH2 have a spectral gap specpH2q Ă t0uYrη,`8r

for a η ą 0. Let us define

H :“ H1 b H2

H :“ H1 b 1 ` 1 bH2.
(285)

The operator H is selfadjoint and non negative on the Hilbert space H, and has 0 has eigenvalue. But it

has no spectral gap. The reason is that 0, as an eigenvalue of H1 b1 and 1bH2 has infinite multiplicity,

leading to a clustering of elements of specpHq near 0. Lemma 4.24 cannot be applied.

Corollary 4.25. The spectrum of the Hamiltonian Hg contains 0 as a simple eigenvalue for the vacuum

eigenstate, and satisfies

specpHgq Ă t0u Y rη,`8r, for a η ą 0, (286)

and η “ Opg2pn`1qq for any n P N0, where g is the bare coupling constant. Hence, there is no mass gap

only if g ą 0, and, in particular, the group G must be non-abelian.

Proof. By Proposition 4.23 the operators HI , H
g
II and V g are positive semidefinite and so is Hg. By

Proposition 4.20 the ground state Ω0 is the eigenvector of finite multiplicity for the eigenvalue 0 for
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all these four positive semidefinite operators. By Lemma 4.24 the spectral gap of Hg is bounded from

below by the spectral gap of Hg
II :

ηpHgq ě ηpHg
IIq “: η, (287)

and η “ Opg2pn`1qq for any n P N0 holds true by Proposition 4.20.

4.8 Running of the Coupling Constant by Renormalization and Asymptotic

Freedom

Till now all of our considerations referred to the bare coupling constant, which we now denote by g0.

We can repeat the classical and quantum mechanical construction of Section 2 and Section 4 for the

running coupling constant g “ gpµq, where µ is the energy scale, instead of the bare coupling constant

g0. To treat the non-trivial behaviour of gpµq we have to renormalize running fields A and constants g

by an appropriate scaling of the bare quantities A0 and g0. Following [Ti08] Chapter 21.9 we introduce

renormalization constants Z3 and Zg and the transform

A0
a
j “

a

Z3A
a
j g0 “ Zgµ

ϵg, (288)

and choose the values of the constants as

Z3 :“ 1 ´ C2pGq
1

ϵ

αs
4π

Zg :“ 1 ´
1

ϵ

b0
2
αs, (289)

where αs :“ g2

4π , b0 :“ 11
12πC2pGq, and C2pGq is the quadratic casimir operator in the adjoint represen-

tation of the Lie algebra of the group G. The parameter b0 is positive. The parameter ϵ will be let to

converge to 0 at the end of the calculation.

Since the bare coupling constant knows nothing about the energy scale µ,

dg0
dµ

“ 0, (290)

which, by mean of (288) leads to the Gellman-Low equation

βpαsq “
´ϵαs

1 ´ b0
ϵ αs

“ ´b0α
2
s `Opϵ, αsq pϵ, αs Ñ 0q, (291)
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where we have defined βpgq :“ dαs

dt for t :“ logpµ2q. With the choice ϵ :“ 0 we can easily solve the

Gellman-Low equation and obtain the implicit

1

αspµq
´

1

αspMq
“ b0 log

µ2

M2
, (292)

where M is an integration constant, which we choose such that limµÑM` αspµq “ `8, so that

αspµq “
1

b0 log
µ2

M2

pµ PsM,`8rq, (293)

which is in line with [We05] page 156. Therefore,

lim
µÑ`8

gpµq “ 0. (294)

This phenomenon, termed asymptotic freedom was discovered by Gross and Wilczek ([GW73], and

independently by Politzer ([Po73]).

The running mass gap is

ηpµq “ Opg2n`1pµqq, (295)

for any n P N0, where

gpµq “

d

4π

b0 log
µ2

M2

. (296)

With Corollaries 4.19, 4.20 and 4.25 we have therefore proved

Theorem 4.26. In the case of a running coupling constant g “ gpµq the construction of the 4D-YM-

measure satisfies Wightman axioms (W1)-(W8) and the spectrum of the running Hamilton operator

H contains 0 as simple eigenvalue for the vacuum eigenstate. If gpµq ą 0, there exists a constant

η “ ηpµq ą 0 such that specpHgpµqq Ă t0u Y rηpµq,`8r. Moreover η “ Opg2pn`1qpµqq for any n P N0.

In particular, the group G must be non-abelian. The mass gap tends to 0 if the energy scale becomes

arbitrary large.

Remark 4.11. As an application we see that, once the infrared cutoff in the Magnen-Rivasseau-Sénéor

model is removed, the mass gap is zero, because the limit of the running coupling constant vanishes,

and the Hamiltonian has the same spectral properties as in the case of electrodynamics.
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5 Conclusion

We have quantized Yang-Mills equations for the positive light cone in the Minkowskian R1,3 obtaining

field maps satisfying Wightman axioms of Constructive Quantum Field Theory. Moreover, the spectrum

of the corresponding Hamilton operator is positive and bounded away from zero except for the case of

the vacuum state which has vanishing energy level. The construction is invariant under gauge transforms

preserving the Coulomb gauge.

A Spectral Theory in Rigged Hilbert Spaces

Rigged Hilbert spaces have been introduced in mathematical physics to utilize Dirac calculus for the

spectral theory of operators appearing in quantum mechanics (see [Ro66], [ScTw98] and [Ma01], [Ma08]).

Within that framework the role of distributions to provide a rigorous foundation to generalized eigen-

vectors and eigenvalues is highlighted by the Gel’fand-Kostyuchenko-Vilenkin spectral theorems for

unitary and selfadjoint operators (see [GV64], [Sp19], [An07] and [Ze09] Chapter 12.2.4).

Definition A.1. Let F be a vector space on which are defined two inner products. We say the inner

products are compatible if every sequence in F which is Cauchy with respect to both inner products

and converges to φ P F with respect to one inner product also converges to φ with respect to the other

inner product.

Definition A.2. A Frechét space F is a countably Hilbert space if its topology can be induced by

a countable system of pairwise compatible inner products pp¨, ¨qkqkě0. Without loss of generality we can

assume that

pφ,φq0 ď pφ,φq1 ď pφ,φq2 ď . . . (297)

for all φ P F . We denote by Fk the completion of F with respect to p¨, 9qk.

Proposition A.1. There is a decreasing chain

F Ă ¨ ¨ ¨ Ă Fk Ă Fk´1 ¨ ¨ ¨ Ă F1 Ă F0, (298)

where every inclusion is a linear injective continuous operator of norm 1, and an increasing sequence

of dual spaces

F 1
0 Ă F 1

1 Ă ¨ ¨ ¨ Ă F 1
k´1 Ă F 1

k Ă ¨ ¨ ¨ Ă F 1, (299)

where every inclusion is a linear injective continuous operator of norm 1.

For k ě l we denote the embedding Fk Ă Fl by T kl .
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Remark A.1. Since by Riesz’s Lemma every Hilbert space is isomorphic to its dual, it follows that

for any k, l ě 0 Fk is embedded in Fl and viceversa, but the two Hilbert spaces are not necessarily

isomorphic.

Definition A.3. A countably Hilbert spaceis nuclear if for every l P N0, there exists a k ě l such

that the mapping T kl : Fk Ñ Fl has the form

T kl pφq “

8
ÿ

j“0

λjpφ,φjqψj “

8
ÿ

j“0

λjFjpφqψj , (300)

where pφjqjě0 Ă Fk , pψjqjě0 Ă Fl , and pFjqjě0 Ă F 1
k are orthonormal bases and the λjs are positive

numbers such that
ř8

j“0 λj ă `8.

Definition A.4. A rigged Hilbert space H is a nuclear countably Hilbert space equipped with yet

another inner product p¨, ¨q which is continuous in both variables.

Definition A.5. Let A be a linear operator on a locally convex topological vector space F . A linear

functional F P F 1 is a generalized eigenvector of A if there exists a scalar λ such that F pAφq “ λF pφq

for all φ P F . We call λ the eigenvalue of the eigenvector F . In other words, a generalized eigenvector

of A is an eigenvector of the adjoint A1 : F 1 Ñ F 1. We say the set of all generalized eigenvectors pFιqιPI

of A is complete if Fιpφq “ 0 for all ι P I implies φ “ 0.

Theorem A.2 (Gel’fand-Kostyuchenko-Vilenkin). A selfadjoint operator A on a rigged Hilbert

space F Ă H Ă F 1, where DpAq Ă F , has a complete system of orthonormal generalized eigenvectors

with real eigenvalues. The spectrum of A then reads specpAq “ pλιqιPI , where for all ι P I the real

number λι is either an eigenvalue, i.e. Fι P H, or an element of the continuous spectrum, i.e. Fι R H.

For every φ,ψ P F we have

pφ,ψq “

ż

R

dξpιqFιpφqFιpψq, (301)

for a measure ξ on R.

Corollary A.3. If an operator A on a rigged Hilbert space F Ă H Ă F 1, where DpAq Ă F , has a

complete system of generalized eigenvectors with real eigenvalues, then it is selfadjoint.

Proof. Choose the measure ξ such that the r.h.s. of (301) is equal to the scalar product in H. Then, A

is selfadjoint with respect to this scalar product.

Example A.1 (Schwartz’s Space). The inclusion

SpRN q Ă L2pRN , dNxq Ă S 1pRN q (302)
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defines a rigged Hilbert space, as can be seen with the definition of the compatible scalar products

pφ,ψqk :“
ÿ

|α|ďk

ż

RN

dNxp1 ` |x|2q
k
2 BαφpxqBαψpxq. (303)

for all k P N0

Example A.2 (Kubo-Takenaka Construction). we follow [Ku96] Chapter 4.2. Let ν0 be the

standard Gaussian probability measure on S 1pRN q. By Proposition 3.6 every φ P L2pS 1pRN q, dν0q can

be written as

φ “

8
ÿ

j“0

θW pfjq, (304)

where fj P Hj
s :“ SjpL

2pRN , dNxqbjq is an element of the Bosonic Fock space and θW the Wiener-Itô-

Segal isomorphism. For any k P N0 we can define a norm and an associated scalar product as

}φ}2k :“
8
ÿ

j“0

j!}fj}
2
k, (305)

where } ¨ }k is the norm Hj
s induced by the norm } ¨ }k in L2pS 1pRN q, dν0q defined as (303.)

Proposition A.4. Let

EpL2pS 1pRN q, dν0qq :“
␣

φ P L2pS 1pRN q, dν0q| }φ}k ă `8
(

E 1pL2pS 1pRN q, dν0qq : dual space of pFq.
(306)

Then, we have a rigged Hilbert space

EpL2pS 1pRN q, dν0qq Ă L2pS 1pRN q, dν0q Ă E 1pL2pS 1pRN q, dν0qq. (307)
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