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Abstract

The classical mixed strategies non-cooperative solution of a two person – two move game is
recalled by paying attention to the different proposed methods and to the properties of the
so found solutions. The non-cooperative equilibrium point is determined by a new geometric
approach based on the dominance principle. Starting from the algebraic bi-linear form of the
expected payoffs of the two players in the (x, y) domain of the probabilistic distribution on the
pure strategies, the two equations are studied as surfaces in the 3D space on the basis of the
sound theory of the quadratic forms. The study of the properties of the quadric is performed
by classifying the bi-linear form as pertaining to a classical hyperbolic paraboloid and the
relationship between its geometric properties and the probabilistic distribution on the pure
strategies is found. The application of the dominance principle allows to choose the equilibrium
point among the classical solutions avoiding the ambiguity due to their non-interchangeability
and a conjecture about the uniqueness of the solution is proposed in order to solve the problem
of the existence and uniqueness of the non-cooperative solution of a two-by-two game. The
uniqueness of the non-cooperative solution could be used as a starting point to find out the
cooperative solution of the game too.

Keywords: Dominance principle; General sum game; two person-two move game.
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1 Introduction

The main references for the development of the present paper are the master paper by Nash [?]
and the texts of Luce and Raiffa [?], Owen [?], Straffin [?], Maschler et al. [?].

As it is well known the mixed strategies method to find the solution of a game is suitable
only for repeatable games. A mixed strategy for a player is defined as the probability distribution
on the set of his pure strategies [?]; the expected payoff from a mixed strategy is defined as the
corresponding probability-weighted average of the payoffs from its constituent pure strategies [?].
The search of the non-cooperative solution with the mixed strategies could bring to find more
than one equilibrium point, but these equilibrium points represent the acceptable non-cooperative
solution of the game only if they are equivalent and interchangeable [?,?].

To solve the problem it is proposed to use the dominance principle as the only tool to find
the non-cooperative solution of a game in the mixed strategies: a rational player should never
play a dominated strategy [?, ?]. Straffin [?] argues that the dominance principle is cogent for
individual rationality whereas the Pareto-optimality is cogent for the group rationality, thus there
is a conflict between the dominance principle and the Pareto-optimality. The individual rationality
is here considered cogent for the non-cooperative solution of a game, thus the dominance principle
is suitable to find the solution.

On the other hand, the maximin [?] value of any particular player is unaffected by the elim-
ination of his dominated strategies, whether those strategies are weakly or strictly dominated;
moreover the iterated elimination of weakly dominated strategies does not lead to the creation of
new equilibria (Maschler et al. [?]).

The paper is devoted to the study of the non-cooperative solution of a two person-two move
game with no dominated pure strategies, therefore it is not considered the trivial case that can be
solved by the elimination of all the dominated strategies.

In Part 2 of the paper it is proposed to look for the non-cooperative solution of a game by only
applying the dominance principle on the mixed strategies and the relationship is studied among the
two classical mixed strategies, prudential and Nash strategy, and the expected payoff. Moreover
the relationship among the coefficients of the game matrix and the values of the expected payoff
is discussed and a very simple rule is found in order to evaluate the dominating strategy and the
relevant value of the game for both players. It is identified which conditions should be verified in
order to have equivalence and interchangeability of different equilibrium points of a game.

In Part 3 three numerical examples are discussed to show the application of the dominance
principle and in the case of a game studied by Nash [?] a different solution is proposed by applying
the dominance principle.

Part 4 presents the geometric interpretation of the bi-linear formula of the expected payoff as
a 3D hyperbolic paraboloid: the same solution as per the algebraic way is found, but the geometric
properties of the paraboloid allow to understand more easily the meaning of the mixed strategies
and of the dominance principle and, moreover, to demonstrate the uniqueness of the solution.

In Part 5, in order to show its powerful meaning, the geometric method is applied to the already
discussed examples and a supplementary forth example is solved showing that with the geometric
method it is possible to find the equilibrium point of a game also when the algebraic method fails.

The conclusion summarizes the main features of the geometric method recognizing it as a
powerful tool to find the non-cooperative solution of a two by two general sum game.
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2 Classical noncooperative solution of the normal form

2.1 Theory

As it is well known the normal form of the two-by-two game is the following one:

Table 1

Moves of player B
y1 y2

Moves of player A
x1 a11, b11 a12, b12
x2 a21, b21 a22, b22

x = (x1, x2) = (x, 1− x) (1)

and
y = (y1, y2) = (y, 1− y) (2)

are the vectors of the probability distribution on the moves respectively for player A and B, with
the constraints

0 ≤ x ≤ 1 (3)

and
0 ≤ y ≤ 1 (4)

Associated to each possible outcome of the game is a collection of numerical payoffs, one to
each player.

The expected payoff for each player is then given by:

zA = (a11 + a22 − a12 − a21)xy+ (a12 − a22)x+ (a21 − a22)y+ a22 = A1xy+A2x+A3y+A4 (5)

zB = (b11 + b22 − b12 − b21)xy + (b12 − b22)x+ (b21 − b22)y + b22 = B1xy +B2x+B3y +B4 (6)

These formulas will be used throughout the paper from here on.
In order to find maximum and minimum points [?] the first derivative of the expected payoff

should be calculated and the Hessian should be studied, but the finding is that, if the condition
of the existence of the mixed strategies is verified, the Hessian H = −(a11 + a22 − a12 − a21)

2 is
always negative, that is neither minimum or maximum points exist on the unit square for zA, but
for the border of the square. The same conclusion can be drawn for zB .

In literature there are two ways to calculate the probability distribution for each player. The
first way is to calculate for each player the optimal strategy on its own matrix, this one is called
a prudential strategy by Straffin [?]; the second way is to calculate for each player the optimal
strategy on the matrix of the other player, this one is used by Nash [?]:

• first way (prudential strategy)

xp = (a21 − a22)/(a12 + a21 − a11 − a22) = −A3/A1 for player A (7)

yp = (b12 − b22)/(b12 + b21 − b11 − b22) = −B2/B1 for player B (8)

3



• second way (Nash’s strategy)

xN = (b21 − b22)/(b12 + b21 − b11 − b22) = −B3/B1 for player A (9)

yN = (a12 − a22)/(a12 + a21 − a11 − a22) = −A2/A1 for player B (10)

By substituting in the formulas of the expected payoffs of each player respectively the prudential
strategies and the Nash’s strategies it can easily be seen that the expected payoffs are equal in the
two cases, thus the two couples of strategies (xp, yp) and (xN , yN ) are equivalent.

Moreover combining the prudential strategies with the Nash’s strategies it is found that:

zA(xp, yN ) = zA(xp, yp) = zA(xN , yN ) (11)

but
zB(xp, yN ) ̸= zB(xp, yp) = zB(xN , yN ) (12)

and
zB(xN , yp) = zB(xp, yp) = zB(xN , yN ) (13)

but
zA(xN , yp) ̸= zA(xp, yp) = zA(xN , yN ) (14)

this means that the two couples of strategies are not interchangeable.
It can be concluded that the couple of strategies does not represent a solution of the game be-

cause they are equivalent, but not interchangeable, as it is stated by Nash [?]. The non-cooperative
solution does not take into account the possibility of an agreement between the two players, thus
it is possible that the players choose different strategies because they are equivalent, but this is
not optimal because they are not interchangeable.

The outcome of the possible choices of the two players is depicted in the following Table ??.

Table 2

Strategies Expected payoffs
x y zA zB

Nash −B3/B1 −A2/A1 A4 −A3 A2/A1 B4 −B3 B2/B1

Prudential −A3/A1 −B2/B1 A4 −A3 A2/A1 B4 −B3 B2/B1

Nash/Prud. −B3/B1 −B2/B1 α B4 −B3 B2/B1

Prud./Nash −A3/A1 −A2/A1 A4 −A3 A2/A1 β

where
α = A4 + (B3B2A1 −B3B1A2–B2B1A3)/B

2
1

β = B4 + (A3A2B1 −A3A1B2–A2A1B3)/A
2
1

It comes out that in order to choose the optimal strategy the player A should look whether the
value of zA(xN , yp) is greater or lower of zA(xN , yN ): if it is greater then the strategy zA(xN , y) is
dominant irrespective of the choice of player B, if it is lower then the strategy zA(xp, y) becomes
dominant irrespective of the choice of player B.

The player B should look whether the value of zB(xp, yN ) is greater or lower of zB(xN , yN ): if
it is greater then the strategy zB(x, yN ) is dominant irrespective of the choice of player A, if it is
lower then the strategy zB(x, yp) becomes dominant irrespective of the choice of player A.

It is easy to show that for A there are two cases for zA(xN , yp) > zA(xN , yN ):

1. A1 > 0 and (A1B3–A3B1)(A1B2–A2B1) > 0
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2. A1 < 0 and (A1B3–A3B1)(A1B2–A2B1) < 0

and that also for B there are two cases for zB(xp, yN ) > zB(xN , yN ):

1. B1 > 0 and (A1B3–A3B1)(A1B2–A2B1) > 0

2. B1 < 0 and (A1B3–A3B1)(A1B2–A2B1) < 0

Therefore a very simple rule is found because it can be easily demonstrated that:

if A1 has the same sign of (A1B3–A3B1)(A1B2–A2B1), then the dominant strategy for A is xN ,
otherwise the dominant strategy is xp;

if B1 has the same sign of (A1B3–A3B1)(A1B2–A2B1) then the dominant strategy for B is yN ,
otherwise the dominant strategy is yp.

It should be considered for the player A the condition to have zA(xN , yp) equal to zA(xN , yN ):
in this case all the four strategies could be indifferent. The same situation happens for the player B
if zB(xp, yN ) is equal to zB(xN , yN ).

It is easy to show that forA and forB there is a common condition: (A1B3–A3B1)(A1B2–A2B1) = 0
which brings to three cases:

1. A1B3–A3B1 = 0 that is xp = −A3/A1 = −B3/B1 = xN = x that is (x, yp) = (x, yN )
therefore zA(xp, yp) = zA(xN , yp) = zA(xN , yN ) = zA(xp, yN )
and zB(xp, yp) = zB(xN , yp) = zB(xN , yN ) = zB(xp, yN );
in this case (xp, yp) and (xN , yN ) are interchangeable, this means that player B can choose
between yp or yN but he should keep always the chosen strategy;

2. A1B2–A2B1 = 0 that is yN = −A2/A1 = −B2/B1 = yp = y that is (xp, y) = (xN , y)
therefore zA(xp, yp) = zA(xN , yp) = zA(xN , yN ) = zA(xp, yN )
and zB(xp, yp) = zB(xN , yp) = zB(xN , yN ) = zB(xp, yN );
in this case (xp, yp) and (xN , yN ) are interchangeable, this means that player A can choose
between xp or xN but he should keep always the chosen strategy;

3. both conditions are simultaneously verified
that is xp = xN and yN = yp that is (xp, yp) = (xN , yN ) = (xp, yN ) = (xN , yp)
therefore zA(xp, yp) = zA(xN , yp) = zA(xN , yN ) = zA(xp, yN )
and zB(xp, yp) = zB(xN , yp) = zB(xN , yN ) = zB(xp, yN );
in this case there is only one distribution (x, y).

In all the last three cases there is only one expected payoff both for A and for B.

2.2 Remarks about the classical solution

The prudential strategy is calculated for each player on the basis of its own matrix of the payoffs,
but the expected payoff for each player is based also on the knowledge of the prudential strategy
of the other player and the last one is based on the matrix of the payoffs of the other player.
Something similar happens for the Nash’s way because the strategy of each player is based on the
matrix of the payoffs of the other player, so the expected payoff of a player is depending upon the
matrix of the payoffs of the other. In both cases there is a possible flaw of the method because
also if a player should be able to state precisely his payoffs matrix corresponding to each of his
own strategies, he could not be able to state precisely the payoffs matrix of the competitor.

5



3 Numerical solutions of some games in normal form

3.1 Example 1

As a first example a game published and solved by Nash [?] is shown in Table ??.

Table 3

Moves of player B
y 1− y

Moves of player A
x 5, -3 -4, 4

1− x -5, 5 3, -4

The expected payoffs are
zA = 17xy − 7x− 8y + 3 (15)

zB = −16xy + 8x+ 9y–4 (16)

The strategies are following:

• first way (prudential strategy)

xp = 8/17 for player A (17)

yp = 1/2 for player B (18)

with zA(xp, yp) = −0, 2941 and zB(xp, yp) = 0, 5

• second way (Nash’s strategy)

xN = 9/16 for player A (19)

yN = 7/17 for player B (20)

with zA(xN , yN ) = −0, 2941 and zB(xN , yN ) = 0, 5

For A it comes out that
(A1B3–A3B1)(A1B2–A2B1) = (17× 9–16× 8)× (17× 8–16× 7) = 25× 24 > 0 and A1 = 17 > 0
this means that
zA(xN , yp) = −0, 15625 > zA(xp, yN ) = zA(xp, yp) = zA(xN , yN ) = −0, 2941 thus xN is the
dominant strategy for A.

For B it comes out that (A1B3–A3B1)(A1B2–A2B1) = (17 × 9–16 × 8) × (17 × 8–16 × 7) =
25× 24 > 0 and B1 = −16 < 0
this means that
zB(xp, yN ) = 0, 3702 < zB(xN , yp) = zB(xp, yp) = 0, 5 thus yp is the dominant strategy for B.

Thus the solution of the game is (xN , yp) = (−B3/B1,−B2/B1) that is (9/16, 7/16) for A &
(1/2, 1/2) for B with zA(xN , yp) = −0, 15625 and zB(xN , yp) = 0, 5.

3.2 Example 2

As a second example a game from the relevant literature is shown in Table ??.
Analogously to the above developed Example 1 the solution of the game is found to be (xN , yp) =

(−B3/B1,−B2/B1) that is (12/17, 5/17) for A & (10/17, 7/17) for B with zA(xN , yp) = 3, 197 and
zB(xN , yp) = 2, 4117.
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Table 4

Moves of player B
y 1− y

Moves of player A
x 5,2 1,3

1− x 2,17/5 4,1

3.3 Example 3

As a third example a game from the relevant literature is shown in Table ??.

Table 5

Moves of player B
y 1− y

Moves of player A
x 1,5 3,1

1− x 2,3 2,4

Analogously to the above developed Example 1 the solution of the game is found to be (xp, yN ) =
(−A3/A1,−A2/A1) that is (0, 1) for A & (1/2, 1/2) for B with zA(xp, yN ) = 2 and zB(xp, yN ) =
3, 5.

4 Geometric solution of the normal form

4.1 Theory

The formula of the expected payoff for each player can be modified as follows:

(a11 + a22 − a12 − a21)xy + (a12 − a22)x+ (a21 − a22)y + a22 − zA =

2A12xy + 2A14x+ 2A24y + 2A43zA +A44 = 0 (21)

and analoguosly

(b11 + b22 − b12 − b21)xy + (b12 − b22)x+ (b21 − b22)y + b22 − zB =

2B12xy + 2B14x+ 2B24y + 2B43zB +B44 = 0 (22)

then it is easy to recognize that it is a bi-linear quadratic form which in the space x, y, z represents
a hyperbolic paraboloid that is a “saddle paraboloid” [10]. In fact the determinant of the complete
matrix A, being Aij its terms, is

det(A) = (A12)
2(A43)

2 = 1/4(a11 + a22–a12 − a21)
2(1/2)2 = 1/16(a11 + a22–a12 − a21)

2 (23)

In order to have the mixed strategies it should hold

(a11 + a22–a12 − a21) ̸= 0 (24)

therefore it is always
det(A) = 1/16(a11 + a22–a12 − a21)

2 > 0 (25)
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This means that the quadric has hyperbolic points. Moreover the determinant of the first minor
of the matrix, the three first rows and the three first columns, is equal to zero and its ranking
is 2, so it can be concluded that the quadric represented by the expected payoff is a hyperbolic
paraboloid. The same conclusion holds for the expected payoff of player B. Since now on the two
quadrics will be named QA and QB .

In order to look for the maximum and minimum points of QA on the square 0 < x < 1 e
0 < y < 1, the Hessian is calculated [12]. As a first finding the first derivative of the form gives:

∂zA/∂x = 0 (26)

implies
y = (a12–a22)/(a12 + a21–a11–a22) = −A14/A12 = −A2/A1 = yN (27)

that is the probability distribution for player B after Nash and

∂zA/∂y = 0 (28)

implies
x = (a21–a22)/(a12 + a21–a11–a22) = −A24/A12 = −A3/A1 = xp (29)

that is the prudential probability distribution for player A.
The meaning is that if player B chooses yN then there is no variation of zA irrespective of the

choice of player A; if player A chooses xp there is no variation of zA irrespective of the choice of
player B.

The second finding is that the same conclusion as per the algebraic classical solution can be
drawn: the Hessian is always negative, that is neither minimum nor maximum points exist on the
unit square for QA, as it could be expected due to the properties of the hyperbolic paraboloid [?].

Analogously looking for the maximum and minimum points of QB on the square 0 < x < 1 e
0 < y < 1, the Hessian is calculated. As a first finding the first derivative of the form gives:

∂zB/∂x = 0 (30)

implies
y = (b12–b22)/(b12 + b21–b11–b22) = −B14/B12 = −B2/B1 = yp (31)

that is the prudential probability distribution for player B and

∂zB/∂y = 0 (32)

implies
x = (b21–b22)/(b12 + b21–b11–b22) = −B24/B12 = −B3/B1 = xN (33)

that is the probability distribution for player A after Nash.
The meaning is that if player B chooses yp then there is no variation of zB irrespective of the

choice of player A; if player A chooses xN there is no variation of zB irrespective of the choice of
player B.

As above found for QA also for QB , if the condition of existence of the mixed strategies is
verified, the Hessian:
H = −(b11 + b22–b12–b21)

2

is always negative, that is neither minimum nor maximum points exist on the unit square for QB .
The discussion of the first derivatives of the expected payoffs, the two quadrics QA and QB ,

gives a rationale of the two different ways to calculate the probability distribution on the strategies:
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• the prudential strategy

∂zA/∂y = 0 implies x = xp = −A3/A1 (34)

∂zB/∂x = 0 implies y = yp = −B3/B1 (35)

guarantees that each player receives a payoff irrespective of the choice of the other player;
this explains why:

zA(xp, yN ) = zA(xp, yp) = zA(xp, y) (36)

zB(xN , yp) = zB(xp, yp) = zB(x, yp) (37)

• the Nash’s strategy

∂zB/∂y = 0 implies x = xN = −B3/B1 (38)

∂zA/∂x = 0 implies y = yN = −A2/A1 (39)

guarantees that each player receives a payoff irrespective of his own choice; this explains why:

zA(xp, yN ) = zA(xN , yN ) (40)

zB(xN , yp) = zB(xN , yN ) (41)

By solving the secular equation for every quadric the principal planes are found:

• QA

x+ y + (A14 +A24)/(A12) = x+ y + (A2 +A3)/A1 = 0 (42)

−x+ y + (A14 −A24)/(A12) = −x+ y + (A2 −A3)/A1 = 0 (43)

• QB

x+ y + (B14 +B24)/(B12) = x+ y + (B2 +B3)/B1 = 0 (44)

−x+ y + (B14 −B24)/(B12) = −x+ y + (B2 −B3)/B1 = 0 (45)

The two principal planes for every quadric are orthogonal and their traces on the plane z = 0
are parallel to the bisector of the first and third quadrant and to the bisector of the second and
forth quadrant; moreover the principal planes of a quadric are parallel to the principal planes of
the other quadric.

The transversal principal plane generates a cross section that is a downward open parabola; the
longitudinal principal plane generates a cross section that is an upward open parabola.

The intersection line of the principal planes is:

• QA

xA0 = −A24/A12 = −A3/A1 = xp (46)

yA0 = −A14/A12 = −A2/A1 = yN (47)

• QB

xB0 = −B24/B12 = −B3/B1 = xN (48)

yB0 = −B14/B12 = −B2/B1 = yp (49)
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and the corresponding values of the quadrics are:

zA0(xA0, yA0) = A44 − 2A24A14/A12 = A4 −A3A2/A1 =

zA(xp, yN ) = zA(xp, yp) = zA(xN , yN ) (50)

zB0(xB0, yB0) = B44 − 2B24B14/B12 = B4 −B3B2/B1 =

zB(xN , yp) = zB(xp, yp) = zB(xN , yN ) (51)

The two points (xA0, yA0, zA0) and (xB0, yB0, zB0) are the vertices, saddle points, of the two
quadrics, moreover the relationships with the expected payoffs are holding.

From a geometric point of view the points (xA0, yA0, zA0) and (xp, yp, zA0) and the points
(xA0, yA0, zA0) and (xN , yN , zA0) are aligned and they belong to two orthogonal lines: they belongs
to the quadric and they belong to the same plane z = zA0 which is tangent to the paraboloid;
in fact the paraboloid is hyperbolic and each plane tangent to it has two lines belonging to the
paraboloid. The same remark holds for the other quadric QB .

The plane tangent in the vertex divides the space in the points which are above the vertex and
the points which are below the vertex.

It has to be pointed out that:

zA0(xA0, yA0) ̸= zA(xN , yp) (52)

zB0(xB0, yB0) ̸= zB(xp, yN ) (53)

This is a confirmation that the two solutions (xp, yp) and (xN , yN ) are generally not inter-
changeable. It easy to see that the intersections between each quadric and the plane tangent to
the quadric in the vertex are two orthogonal lines:

• QA

x = −A24/(A12) = −A3/A1 = xp (54)

y = −A14/(A12) = −A2/A1 = yN (55)

with z = zA0

• QB

x = −B24/(B12) = −B3/B1 = xN (56)

y = −B14/(B12) = −B2/B1 = yp (57)

with z = zB0

Moreover the two tangent lines to a quadric are parallel to the two tangent lines to the other
quadric. The following figure is depicting this relationship between the two quadrics: the orthogo-
nal lines are the intersections with the plane z = 0 of the vertical planes containing the orthogonal
tangent lines to the quadrics.

It has to be noted that the two tangents to a quadric in the vertex are lying on a plane parallel
to the plane xOy. Anyway the crossing point of the tangents of QA has a zA0 coordinate different
from the zB0 of QB ; this means that the expected payoff of player A with (xN , yp) could be greater
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Figure 1

or lower than zA0 with (xN , yN ) and for player B with (xp, yN ) could be greater or lower than zB0

with (xN , yN ).
Generally speaking the four points P , Q, R and S can be reached with couples of strategies,

but whereas P and R are equivalent and not interchangeable, Q and S are nor equivalent nor inter-
changeable; it is worth to note that Q is the vertex of QA and S is the vertex of QB . Nevertheless
after the conditions above discussed, it could happen that the points Q and P are coinciding with
R and S, the points S and P are coinciding with R and Q and all the four points can coincide.

4.2 Remarks about the geometric solution

The geometric way gives a rationale of the two different ways to calculate the probability distribu-
tion on the strategies. The prudential strategy is a choice of each player giving an expected payoff
independent from the choice of the other; it is obtained by nullifying the derivative of his own ex-
pected payoff and is based on his own payoff matrix. The Nash’s strategy is the best response to the
strategy of the other player; it is obtained by nullifying the derivative of the other player expected
payoff based on the assumption that the other player will not change his choice. Nevertheless the
two ways give the same value of the expected payoffs, therefore they are equivalent.

These strategies are not generally interchangeable, nevertheless the expected payoffs of the cross
combined strategies could be better than each of the two strategies and applying the dominance
principle the optimal solution is found.

The geometric solution way is working also if the probability distribution on the strategies
cannot be obtained in the classical algebraic way. From this point of view the geometric solution
is a very powerful tool to solve non-cooperative two by two games and to understand the meaning
of the different probability distributions.
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5 Geometric solutions of some games in normal form

5.1 Example 1

The geometric solution is applied to the first example published and solved by Nash [?]. With
reference to formulas ?? and ??, by calculating the first derivatives of the two quadrics, QA and
QB , the probability distribution on the strategies is obtained:

• prudential strategy (formulas ?? and ??)
xp = 8/17
yp = 1/2

• Nash’s strategy (formulas ?? and ??)
xN = 9/16
yN = 7/17

The principal planes are:

• QA

Transversal (formula ??): x+ y − 15/17 = 0
Longitudinal (formula ??): −x+ y + 1/17 = 0

• QB

Longitudinal (formula ??): x+ y + 17/16 = 0
Transversal (formula ??): −x+ y − 1/16 = 0

As it can be seen in Figure ?? for QA the longitudinal principal plane is bisecting the first and
third quadrant and the transversal principal plane is bisecting the second and forth quadrant; for
QB the transversal principal plane is bisecting the first and third quadrant and the longitudinal
principal plane is bisecting the second and forth quadrant.

It is interesting to note that QA and QB are “orthogonal”: the longitudinal plane of QA is
parallel to the transversal plane of QB .

The intersection line of the principal planes is:

• QA (formulas ?? and ??)
xA0 = 8/17 = xp

yA0 = 7/17 = yN

• QB (formulas ?? and ??)
xB0 = 9/16 = xN

yB0 = 1/2 = yp

and the corresponding values of the quadrics are:
QA (formula ??)
zA0(xA0, yA0) = zA(xp, yN ) = zA(xp, yp) = zA(xN , yN ) = −5/17
QB (formula ??)
zB0(xB0, yB0) = zB(xN , yp) = zB(xp, yp) = zB(xN , yN ) = 1/2

The intersections between each quadric and the plane tangent to the quadric in the vertex are
two orthogonal lines:
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Figure 2

Figure 3

• QA (formulas ?? and ??)
x = xp = 8/17
y = yN = 7/17
with z = zA0 = −5/17
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• QB (formulas ?? and ??)
x = xN = 9/16
y = yp = 1/2
with z = zB0 = 1/2

Figure ?? is depicting the relationship between the two quadrics: the orthogonal lines are the
intersections with the plane z = 0 of the vertical planes containing the orthogonal tangent lines to
the quadrics.

The thick lines are the dominant strategies and represent the solution of the game with the
expected payoffs given by point S. Thus, as already found in the analytical way, the solution
of the game is (xN , yp) = (−B3/B1,−B2/B1) that is (9/16, 7/16) for A & (1/2, 1/2) for B with
zA(xN , yp) = −0, 15625 and zB(xN , yp) = 0, 5.

5.2 Example 2

Analoguosly to Example 1, the geometric solution is searched for the second example taken from
the relevant literature.

As it can be seen in Figure ?? for QA the longitudinal principal plane is bisecting the first and
third quadrant and the transversal principal plane is bisecting the second and forth quadrant; for
QB the transversal principal plane is bisecting the first and third quadrant and the longitudinal
principal plane is bisecting the second and forth quadrant.

Figure 4

Also for this game it is interesting to note that QA and QB are “orthogonal”: the longitudinal
plane of QA is parallel to the transversal plane of QB .

Figure ?? is depicting the relationship between the two quadrics: the orthogonal lines are the
intersections with the plane z = 0 of the vertical planes containing the orthogonal tangent lines to
the quadrics.
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Figure 5

The thick lines are the dominant strategies and represent the solution of the game with the
expected payoffs given by point S. Thus, as already found in the analytical way, the solution of
the game is (xN , yp) = (−B3/B1,−B2/B1) that is (12/17, 5/17) for A & (10/17, 7/17) for B with
zA(xN , yp) = 3, 197 and zB(xN , yp) = 2, 4117.

5.3 Example 3

Analoguosly to Example 1, the geometric solution is searched for the third example taken from
the relevant literature.

As it can be seen in Figure ?? for QA the longitudinal principal plane is bisecting the first and
third quadrant and the transversal principal plane is bisecting the second and forth quadrant; for
QB the transversal principal plane is bisecting the first and third quadrant and the longitudinal
principal plane is bisecting the second and forth quadrant.

Also for this game note that QA and QB are “orthogonal”: the longitudinal plane of QA is
parallel to the transversal plane of QB . Figure ?? is depicting the relationship between the two
quadrics: the orthogonal lines are the intersections with the plane z = 0 of the vertical planes
containing the orthogonal tangent lines to the quadrics.

The thick lines are the dominant strategies and represent the solution of the game with the
expected payoffs given by point S. Thus, as already found in the analytical way, the solution of the
game is (xp, yN ) = (−A3/A1,−A2/A1) that is (0, 1) for A & (1/2, 1/2) for B with zA(xp, yN ) = 2
and zB(xp, yN ) = 7/2.
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Figure 6

Figure 7

5.4 Example 4

A very interesting forth example taken from the relevant literature is shown here below.
As it can be seen in Figure ?? for QA the transversal principal plane is bisecting the first and

third quadrant and the longitudinal principal plane is bisecting the second and forth quadrant; for

16



Table 6

Moves of player B
y 1− y

Moves of player A
x 6,6 2,7

1− x 7,2 0,0

QB the transversal principal plane is bisecting the first and third quadrant and the longitudinal
principal plane is bisecting the second and forth quadrant.

Figure 8

In this case it is interesting to note that QA and QB are “parallel”: the longitudinal plane of
QA and QB is the same.

Figure ?? is depicting the relationship between the two quadrics: the orthogonal lines are the
intersections with the plane z = 0 of the vertical planes containing the orthogonal tangent lines to
the quadrics.

The thick lines are the dominant strategies and represent the solution of the game with the ex-
pected payoffs given by point Q. Thus, the solution of the game is (xN , yN ) = (−B3/B1,−A2/A1)
that is (2/3, 1/3) for A & (2/3, 1/3) for B with zA(xN , yN ) = 14/3 and zB(xN , yN ) = 14/3.

The algebraic solution gives all the four points P , Q, R and S, but the geometric solution shows
that the only acceptable solution is point Q ≡ (xN , yN ), inside the unit square.
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Figure 9

6 Conclusions

The proposed non-cooperative solution of the two by two games is based on the application of the
dominance principle, therefore the paper is dealing only with two by two game with no dominances
on the pure strategies and the dominance principle is applied to find the solution on the mixed
strategies too.

The main conclusions holding independently from the specific values of the payoff matrix are
following:

A) Given the existence conditions of the mixed strategies, x and y taking non negative finite
values and not greater than one, the expected payoff of each player takes the form of a
hyperbolic paraboloid having the principal planes parallel to the bisecting planes of the first
and third octant and of the second and forth octant;

B) The principal planes of the expected paraboloid-shaped payoffs of the two players are parallel;

C) The value of the expected payoff either for prudential or Nash distribution is equal to the
value of the vertex of the paraboloid;

D) The value of the expected payoff corresponding to the prudential distribution for a player is
not only independent either from the prudential or the Nash’s distribution of the other player,
but it is independent from every distribution of the other player; moreover when a player
chooses the Nash’s distribution the expected payoff of the other player is not depending upon
his own strategy distribution;

E) From a geometric point of view the rationale of points C) and D) is that the expected
payoff corresponding to prudential and Nash strategies belongs to the plane tangent to the
paraboloid in the vertex;
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F) The two orthogonal lines belonging to the tangent plane in the vertex of each paraboloid
are lying on a horizontal plane at the level of the value of the expected payoff either for
the prudential and Nash strategies for each player; moreover the vertical planes containing
these two lines are intersecting the other paraboloid along two lines whose crossing point is
corresponding to the mixed prudential and Nash strategies and the crossing point is unique;

G) Generally speaking the couples of prudential and Nash’s strategies are not interchangeable,
but by applying the dominance principle it is possible to choose the right equilibrium strate-
gies avoiding the bad consequences due to the non-interchangeability of the strategies;

H) From point F) it comes out that the projection of these four lines on the plane xOy appears as
four orthogonal lines intersecting in four points which represent the four possible combinations
of the prudential and Nash’s probability distributions as depicted in Table ??;

I) It is worth noting that in the case of zero sum game these four lines are superposed on two
orthogonal lines intersecting in one point which is the unique mixed strategies solution of the
game; as it can easily be understood the zero sum game is a special case of the general sum
games;

J) On the basis of the dominance principle the dominant mixed strategy is given by the point
that has the greatest expected payoff: on the basis of point F) the so found equilibrium pair
is candidate to be a perfect equilibrium pair [?].

Here below some conclusions depending upon the specific values of the payoff matrices are
given.

A) In some cases the principal longitudinal plane of a quadric is orthogonal to the longitudinal
plane of the other one; in other cases the two planes are parallel.

B) A conjecture of the geometric way of solution is that the so found solution is unique (Nash [?]).
In this case the so found equilibrium pair of the non-cooperative solution gives the maximin
value of the game for each player from which the cooperative solution of the game can be
found too [?].
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