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ESG Tendencies from News 1 

- Investigated by AI Trained by Human Intelligence 2 

 3 

Abstract 4 

We create a large language model with high accuracy to investigate the 5 

relatedness between 12 environmental, social, and governance (ESG) topics and more 6 

than 2 million news reports. The text match pre-trained transformer (TMPT) with 7 

138,843,049 parameters is built to probe whether and how much a news record is 8 

connected to a specific topic of interest. The TMPT, based on the transformer structure 9 

and a pre-trained model, is an artificial intelligence model trained by more than 200,000 10 

academic papers. The cross-validation result reveals that the TMPT’s accuracy is 11 

85.73%, which is excellent in zero-shot learning tasks. In addition, combined with 12 

sentiment analysis, our research monitors news attitudes and tones towards specific 13 

ESG topics daily from September 2021 to September 2023. The results indicate that the 14 

media is increasing discussion on social topics, while the news regarding environmental 15 

issues is reduced. Moreover, towards almost all topics, the attitudes are gradually 16 

becoming positive. This research highlights the temporal shifts in public perception 17 

regarding 12 key ESG issues: ESG has been incrementally accepted by the public. 18 

These insights are invaluable for policymakers, corporate leaders, and communities as 19 

they navigate sustainable decision-making. 20 

 21 



2 
 

Keywords: 22 

ESG; News; Natural Language Processing; Pre-trained Transformer; Data 23 

Mining; Machine Learning  24 



3 
 

Introduction 25 

Due to climate change and the economic recession after the COVID-19 26 

pandemic, various environmental and social problems have gradually become 27 

prominent (Aburto, Tilstra, Floridi, & Dowd, 2022; Le Billon, Lujala, Singh, Culbert, 28 

& Kristoffersen, 2021; X. Li, Huang, Li, & Xu, 2022; Vo et al., 2023). Corporations, 29 

as the major social and economic participants, are desired to be more responsible in 30 

society (Cezarino, Liboni, Hunter, Pacheco, & Martins, 2022; Le, Vo, & Venkatesh, 31 

2022; Pan, Abbas, Álvarez-Otero, Khan, & Cai, 2022; Weston & Nnadi, 2023). The 32 

United Nation’s Principles for Responsible Investment report introduces an innovative 33 

and holistic framework for Environmental, Social, and Governance (ESG) to lead 34 

companies’ value transformation from pursuing profits to balancing performance 35 

across environmental, social, and economic dimensions (Gibson Brandon, Glossner, 36 

Krueger, Matos, & Steffen, 2022; Litvinenko, Bowbriсk, Naumov, & Zaitseva, 2022). 37 

To implement ESG, corporations shouldering corporate social responsibility (CSR) act 38 

as practitioners, governments and non-government organizations (NGOs) play as 39 

referees, and the public participates as supervisors. Generally, the corporations’ 40 

attitudes towards ESG are reflected in their annual reports (Baier, Berninger, & Kiesel, 41 

2020; Nobanee & Ellili, 2016). Additionally, governments and NGOs could regulate 42 

and guide corporations by making laws, regulations, and guidelines, which mirror 43 

referees’ attitudes (He, Jing, & Chen, 2023). However, the public’s attitude is hard to 44 

grasp since the public contains millions of individuals.  45 

Media are invaluable resources for investigating change and development in the 46 

economy and society (Dang, Dang, Hoang, Nguyen, & Phan, 2020; Dang, Dang, 47 

Moshirian, Nguyen, & Zhang, 2019; Liu, Luo, & Lu, 2023). On the one hand, the 48 

contents disclosed by the media could offer clear patterns of status to the public to 49 
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reduce information asymmetry (Ding, Appolloni, & Shahzad, 2022; Lerouge, Lema, & 50 

Arnaboldi, 2023). On the other hand, a barrage of news guides the direction of public 51 

opinion (Moore, Dahlke, & Hancock, 2023) and contributes to some important topics, 52 

including achieving sustainable development, mitigating climate change, facilitating 53 

CSR, among others (Anita, Shveta, Yadav Surendra, & Arvind, 2023; Yu, Liang, Liu, 54 

& Wang, 2023). Compared with governments and NGOs’ documents and corporations’ 55 

annual reports, the news is free of much background knowledge, concise, brief, and 56 

understandable. Different from the contents of social networking services, the news 57 

from major media is relatively reliable. Of course, the media also report governments’ 58 

policies, NGOs’ actions, and firms’ performance. Previous studies declare the change 59 

in a certain industry or stock price by summarizing the sentiment of all available news 60 

in related scopes (Dang et al., 2020; Dang et al., 2019). Specifically, if the tone of an 61 

industry is filled with doom and gloom, then most investors will be cautious or avoid 62 

investing in it. Aggregating the tones of all news is a practical approach because market 63 

confidence is vital in the current economy, and news represents mainstream thinking of 64 

the market. In addition, the popularity of news on a certain topic can also promote and 65 

mirror people’s perception of certain topics to a certain extent (Zhang, Pan, Yu, & Liu, 66 

2022). Therefore, extensive and efficient analysis of media news is of great value in 67 

helping policy-makers formulate appropriate policies. 68 

This study examines the temporal variations of the public’s attitude and tone 69 

towards the ESG topics of interest based on the news. Our approach combines relevance 70 

analysis and sentiment analysis: specifically, relevance analysis filters out news related 71 

to a topic, and sentiment analysis determines the tone of these news articles. If the media 72 

has a long-term pessimistic attitude towards a topic, then there should be problems with 73 

this topic, and vice versa. Based on previous research and hot issues, we choose the 74 
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ESG topics. In environmental aspects, with soaring energy prices, increasing numbers 75 

of natural disasters, and a variety of health risks, greenhouse gas emissions and air 76 

pollution have been of broad concern for a long time (Geng et al., 2023; Lelieveld, 77 

Evans, Fnais, Giannadaki, & Pozzer, 2015; Wekhof & Houde, 2023). These hot spots 78 

are highly relevant to people’s lives, e.g., globally PM2.5 causes approximately 3.3 79 

million premature deaths each year (Lelieveld et al., 2015). Moreover, in the past 80 

several years, international society has been paying more attention to human rights, 81 

especially whether there are human rights issues in the entire supply chain of 82 

multinational company products (Ullah, Adams, Adams, & Attah-Boakye, 2021). 83 

Based on this background, many issues concerning employment and labor conditions 84 

are hotly discussed in social aspects (Cohen, 2023; Fiaschi, Giuliani, Nieri, & Salvati, 85 

2020; Gervais, Kleijn, Nold, & van der Voet, 2023; York et al., 2022). Affected by high 86 

inflation and U.S. monetary policies, ESG topics related to employment have gained 87 

more voice (Bennani, 2023; Gregory, 2022; Luu & Palczewski, 2018; Ng, Lye, Chan, 88 

Lim, & Lim, 2020). Basic human rights related to infrastructure have also received 89 

widespread attention from all sectors of society (Douthit, Kiv, Dwolatzky, & Biswas, 90 

2015; Hurlbert, 2020; WHO, 2020). According to WHO’s reports in 2019, 2.1 billion 91 

people lack safely managed drinking water mainly living in poor and undeveloped 92 

regions (WHO, 2020). As a basic survival need, drinking water is regarded as a human 93 

right attracting social attention (Hurlbert, 2020). Similarly, health care is also a basic 94 

human right issue with wide impacts on the society, but a significant regional gap exists 95 

even in developed countries, such as the U.S. (Douthit et al., 2015). Among ESG topics, 96 

the environmental and social aspects are mainly concerned by the general public, while 97 

the governance aspect is related to the company’s leadership, executive pay, audits, 98 

internal controls, and shareholder rights majorly supervised by the investors and 99 
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stakeholders (Cezarino et al., 2022; Keeley et al., 2022). This study aims to explore the 100 

changes in public attitudes rather than investors or stakeholders towards ESG-related 101 

topics through a large amount of news. Therefore, the topics of interest are principally 102 

from the environmental and social aspects.  103 

The nexus between ESG topics and media coverage has increasingly attracted 104 

academic and practical attention, especially in the context of shifting public sentiments 105 

and regulatory landscapes post the COVID-19 pandemic. However, despite 106 

considerable research, there is a significant gap in quantitatively and systematically 107 

assessing how media coverage reflects and influences ESG-related public perceptions 108 

over time. Our study builds a novel artificial intelligence model with high accuracy to 109 

label available 2,164,153 news including more than 2 billion words published from 110 

September 1st, 2021, 00:00:00 (UTC) to September 1st, 2023, 00:00:00 (UTC) in the 111 

United States from 354 news sources. Furthermore, we use a publicly available 112 

sentiment model to analyze their tone. The results demonstrate a comprehensive 113 

overview of media discourse variations on ESG topics. By exploring the temporal shifts 114 

in media tones and attitudes towards ESG topics based on the relatedness analyses and 115 

sentiment analyses, this paper contributes novel insights into the dynamic interplay 116 

between media coverage and public ESG awareness. On the technical level, we also 117 

provide a paradigm for LLM-based news analysis. These contributions are vital for 118 

developing strategies that align corporate and public actions with sustainable 119 

development goals.  120 

 121 
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Materials and Methodology 122 

Daily News 123 

We grasp 2,830,314 news based on NewsData API published from September 124 

1st, 2021, 00:00:00 (UTC) to September 1st, 2023, 00:00:00 (UTC) in the United States 125 

from 354 news sources, such as CNN, USAToday, NY Times, Washington Times, 126 

Washington Post, Forbes, among many others. The news could directly reflect the 127 

public’s attitude towards a certain event or a specific topic and then also lead and guide 128 

society. However, some news is written in non-English in the dataset. To analyze the 129 

news by our LLM efficiently, we focus only on English news. 130 

The usable texts include two types according to free availability because some 131 

news records are open-access, whereas others are not. For the open-access news, the 132 

data vendor, NewsData, could grasp the whole news content, while for the subscribed 133 

news, it might only obtain the news briefs depending on the data vendor’s subscription 134 

list. The news briefs are generally the first several sentences of the news. Although their 135 

lengths are typically no longer than 100 words, we still investigate them because the 136 

most important information is normally arranged at the very beginning of the news 137 

records. Hence, in this way, we could judge whether the subscripted news records are 138 

related to a particular topic and analyze their sentiment. After washing the news data, 139 

2,164,153 news records are available and examined. In the 730 days, we could obtain 140 

2964.593 valid news records per day. Figure 1 illustrates the bar chart of daily news 141 

count. 142 

 143 



8 
 

ESG-related Topics 144 

With the introduction of ESG, the public and society gradually focus more 145 

closely on the environmental and social impacts of the corporations’ actions  (Aburto 146 

et al., 2022; Le Billon et al., 2021; X. Li et al., 2022; Vo et al., 2023). According to the 147 

recent research on ESG, in total, 12 topics are considered and analyzed. In the 148 

environmental aspect, “energy usage”, “greenhouse gas”, and “air pollution” are widely 149 

investigated. Additionally, in the social aspect, “forced labor”, “freedom of association, 150 

collective bargaining, right to strike”, “unemployment”, “poverty and inequality”, 151 

“corruption”, “indigenous rights”,  “excessive working time”, “access to an improved 152 

source of drinking water”, and “access to health care” are taken in account. It should be 153 

noted that we shorten some topics. Specifically, the literal length of the topic is longer 154 

than our limit for the keyword in our analysis. The model only reads the first six tokens 155 

of the keywords. If longer than this requirement, the tokens from the seventh position 156 

would be ignored. To maintain the critical information on this topic, we replace it with 157 

“association collective bargaining strike”. 158 

 159 

Natural Language Processing of News 160 

The public’s attitude towards a topic should be positive if most news related to 161 

a topic of interest conveys cheerful tones. In this way, every available news should be 162 

scored objectively. The news scoring equation is as follows: 163 

𝑁𝑆!"# = 𝑁𝑅!"# × 𝑁𝑃𝐷!# × 𝑁𝑃𝑆!# (1) 

where 𝑁𝑆!"# represents the news score (NS) towards a certain topic 𝑗 of the 𝑖th news 164 

published on the 𝑡  day, 𝑁𝑅!"#  represents the relatedness between the 𝑖 th news 165 

published on the 𝑡  day and the 𝑗  topic among 12 listed topics, 𝑁𝑃𝐷!#  represents a 166 
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polarity of the 𝑖th news published on the 𝑡 day, and 𝑁𝑃𝑆!# represents the probability of 167 

the 𝑖 th news published on the 𝑡  day labeled as a certain polarity. 𝑁𝑅!"#  is a value 168 

ranging from 0 to 1, where 0 represents that the news is unrelated to the topic 𝑗 whereas 169 

1 represents that they are highly related. The news tone polarities are three types, 170 

precisely, positive, neutral, and negative. In the equation, positive, neutral, and negative 171 

polarities are valued as 1, 0, and -1, respectively. 𝑁𝑃𝑆!"# is also the probability of the 172 

𝑁𝑃𝐷!# from 0 to 1. The calculations of 𝑁𝑅!"#, 𝑁𝑃𝐷!#, and 𝑁𝑃𝑆!# are depicted later. 173 

 174 

Text Match Pre-trained Transformer (TMPT) 175 

We adopt a similar strategy to probe the variations of ESG topics based on 176 

available news as the previous studies (Dang et al., 2020; Dang et al., 2019; De Giuli, 177 

Grechi, & Tanda, 2023; Lerouge et al., 2023). However, we need a novel labeling 178 

method to judge whether the news is related to the selected ESG topics. Previous studies 179 

mainly focus on a specific industry or a certain entity. They mostly use the named entity 180 

recognition (NER) method to label the news (Dang et al., 2020; Dang et al., 2019). 181 

Specifically, the NER method needs the news to explicitly include the entity names 182 

(Marrero, Urbano, Sánchez-Cuadrado, Morato, & Gómez-Berbís, 2013). If a report is 183 

definitely linked to an entity, the entity’s information, such as industry group, country, 184 

and industry sector, is conveyed to the labeled news. For our task, the NER method is 185 

not suitable. For instance, the news about “greenhouse gas” might only mention its 186 

synonyms rather than notice it directly. If we label the news by judging whether 187 

“greenhouse gas” appears in the news, the performance would be poor. The growing 188 

recognition and widespread application of generative pre-trained transformers (GPT) 189 

(Brown et al., 2020; Radford et al., 2019), like ChatGPT, suggest that large-scale 190 

models in the field of natural language processing (NLP) are steadily making inroads 191 
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into diverse industries. To solve this issue, we create a new large language model 192 

(LLM), text match pre-trained transformers (TMPT), to probe the relatedness between 193 

news and the selected ESG topics. The TMPT is a cutting-edge artificial intelligence 194 

stemming from human intelligence. It aims to judge whether the news and topic are 195 

matched for “TM”. To reduce the training workload, we transplant the embedding layer 196 

from a pre-trained model, Bidirectional Encoder Representations from Transformers 197 

(BERT) (Devlin, Chang, Lee, & Toutanova, 2018), which includes 109,482,240 198 

parameters. This is the reason for “P”. This model is based on the state-of-the-art 199 

machine learning technology, transformer, for “T” (Vaswani et al., 2017). The 200 

transformer block layer could review all input contents and pay more attention to the 201 

“core” part in the correct location. Because all the texts are learned during training, the 202 

synonyms in the abstracts are recognized and remembered by the TMPT. Therefore, 203 

this LLM could solve the issue smoothly. 204 

The TMPT model is artificial intelligence stemming from numerous human 205 

intelligences, since we use 200,000 academic papers to train TMPT’s 138,843,049 206 

parameters. It is designed to quantitatively investigate the relatedness between a piece 207 

of news and a certain topic. The model could be abstracted as follows: 208 

𝑁𝑅!"# = 𝑅(𝑁𝑒𝑤𝑠!# , 𝑇𝑜𝑝𝑖𝑐") (2) 

where 𝑅  represents an estimation function based on our TMPT model, 𝑁𝑒𝑤𝑠!# 209 

represents the 𝑖th news published on the 𝑡 day, and 𝑇𝑜𝑝𝑖𝑐"  represents the topic 𝑗 of 210 

interest. It should be emphasized that the TMPT is a general model. In other words, this 211 

model could be used for other topics by changing 𝑇𝑜𝑝𝑖𝑐". 212 

 213 
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Training Dataset 214 

Technically, the TMPT is a Siamese network. Specifically, the TMPT needs 215 

two inputs: the first one is a paragraph, and the second one is a keyword. To train the 216 

TMPT, we must use paragraphs with exact, reliable, informative, and sensible labels. 217 

The academic articles are such resources. Academic papers are normally written by 218 

educated researchers, and concise and informative abstracts and keywords are 219 

mandatory. The keywords could be regarded as the labels of the abstracts. Hence, the 220 

academic articles’ abstracts and keywords are ideal for training the TMPT model. 221 

To build the training dataset, in total, we download more than 200,000 articles 222 

with available abstracts and keywords. They are from Elsevier journals with high 223 

impact factors related to business, environment, society, and other similar scopes, such 224 

as Journal of Cleaner Production, Science of the Total Environment, Sustainable Cities 225 

and Society, among many others. We use one abstract and one keyword to make one 226 

record. If a record’s abstract and keyword are from the same article, the record would 227 

be labeled as true, and its output value is 1. Simply, for the true records, the keywords 228 

are essentially and highly related to the abstracts. If they are not from the same article, 229 

the record is considered false, with 0 as its output value. Since an article generally has 230 

several keywords and we input one abstract and one keyword each time, the number of 231 

true records in the training dataset is larger than the number of downloaded articles. We 232 

employ the BERT tokenizer to encode abstracts and keywords. The BERT tokenizer 233 

dictionary does not include any customized abbreviations (Devlin et al., 2018). If the 234 

keywords are not widely used abbreviations, they should be dropped during the training 235 

dataset creation stage. More than 1,000,000 true records are created based on 200,000 236 

articles. The TMPT model works for a binary classification task per se. To train the 237 

model effectively, the training dataset should be balanced, -i.e., the numbers of true and 238 
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false records should be the same. We take the keywords from another article to replace 239 

the keywords used in the true records. To guarantee that our false abstracts and 240 

keywords are inconsistent, the “fake” keywords should not be the same as true words, 241 

a low cosine similarity between the “fake” and true keywords based on the BERT 242 

(Devlin et al., 2018), and from a different journal. The data size of the training dataset 243 

is approximately 2 million records. 244 

The TMPT model’s inputs are two sequences of tokens rather than the texts of 245 

abstracts and keywords. Hence, before training the model, we need to encode the 246 

abstracts and keywords by the BERT tokenizer. In the encoding step, two processing 247 

strategies are critical, namely sequence length and padding. The end-to-end NLP 248 

models normally have a fixed length of input sequences. The abstracts of academic 249 

articles generally have 200 words, and they will be converted into approximately 300 250 

tokens because the BERT uses WordPiece tokenization (Devlin et al., 2018), and every 251 

symbol is also encoded as a single token. The WordPiece tokenization breaks down 252 

words into smaller pieces, e.g., “running” is split into two parts, “run” and “##ning”, 253 

and encoded, respectively (Devlin et al., 2018). If the sequence length is significantly 254 

longer than academic abstracts, the model might be too large and cost more time to train 255 

and use. On the other hand, a short sequence length leads to ignoring too much 256 

important information. In this way, we carefully set the length as 300 tokens. For a 257 

similar reason, we set the keyword input length as six tokens, considering that the 258 

academic keywords include 2 to 5 words. To maintain every sequence the same length, 259 

we must adapt padding and truncation strategy. In this study, we use post-padding, that 260 

is, adding padding tokens to the end of the sequence if the encoded text length is lower 261 

than the defined sequence length. Additionally, we truncate the end of the encoded texts 262 
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if its length is longer than the pre-defined value. To sum up, all abstracts and keywords 263 

would be encoded into 300-integer and 6-integer sequences, respectively. 264 

 265 

The Architecture of the TMPT Network 266 

Figure 2 illustrates the architecture of the TMPT model. The functions and 267 

necessary details of each layer are noted in the figure. The input layers are to instantiate 268 

the tensors of the encoded abstract and keyword. To further process the input tensors, 269 

embedding layers are employed to reduce the dimension of the instance (Devlin et al., 270 

2018; Mikolov, Sutskever, Chen, Corrado, & Dean, 2013). Naturally, each element of 271 

the input sequences is categorical rather than numerical. Even though they are integer 272 

numbers, they are not additive. They should be rewritten into matrixes based on the 273 

one-hot encoding. In our case, each element should be transmuted in a one-hot vector 274 

with 30,522 elements. According to this rule, the input paragraph and keyword tensors 275 

are 300 × 30522 and 6 × 30522  matrixes. The sparse input matrixes often worsen 276 

the LLM’s performance. Embedding technology directly solves this issue by 277 

reprojecting the words to a relatively lower-dimensional space  (Mikolov et al., 2013). 278 

Furthermore, the synonyms are always close in the lower-dimensional space to reduce 279 

information loss. The embedding layer has the most parameters in models generally. 280 

To reduce the training time and improve the model’s performance, the engineer and 281 

researcher prefer to transplant the embedding layer from a pre-trained model to their 282 

LLMs. Therefore, we transplant the BERT embedding layer, which includes 283 

109,482,240 parameters to reproject 30,522-element vectors into 768-dimension space, 284 

to our TMPT. Compared with the model size, our training data is less, so we do not 285 

further fine-tune the embedding layer parameters anymore. The transformer block 286 

layers contain a multi-head self-attention layer and dense layers to secure dimensions. 287 
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With the self-attention mechanism, the model is trained to give higher weights on the 288 

potential connection between parts of the input paragraphs and keywords (Vaswani et 289 

al., 2017). For the paragraph branch, the transformer block’s self-attention is eight-head, 290 

while for the keyword branch, it is two-head. With more heads in the self-attention layer, 291 

the performance might increase, but the calculation time would also be longer. We 292 

choose current settings for the current model owing to the balance between the 293 

performance and time cost. The layers between transformer block layers and difference 294 

layer are to tidy the size of tensors to make them comparable. Both paragraphs and 295 

keywords are converted into 512-element tensors. We calculate the difference between 296 

two tensors and then use the dense layers to reduce the dimension to 1.  297 

The relatedness between the input paragraph and the input keyword is the output 298 

of the TMPT model. The last dense layer’s activation function is a sigmoid function, 299 

whose output is a probability value. The true-false threshold is 0.5. In other words, if 300 

the output is greater than 0.5, we regard the inputs as related, and vice versa. Moreover, 301 

the higher the model output value is, the more highly linked the inputs are. Since we 302 

just care about the related parts of the result, the relatedness function 𝑅 based on our 303 

TMPT is expressed as follows:  304 

𝑁𝑅!"#

= :
;𝑡𝑚𝑝𝑡=𝑁𝑒𝑤𝑠!# , 𝑇𝑜𝑝𝑖𝑐"> − 0.5A × 2, 𝑖𝑓𝑡𝑚𝑝𝑡=𝑁𝑒𝑤𝑠!# , 𝑇𝑜𝑝𝑖𝑐"> > 0.5		

0, 𝑖𝑓𝑡𝑚𝑝𝑡=𝑁𝑒𝑤𝑠!# , 	𝑇𝑜𝑝𝑖𝑐"> ≤ 0.5
 

(3) 

where 𝑡𝑚𝑝𝑡 represents our TMPT model, and 𝑡𝑚𝑝𝑡=𝑁𝑒𝑤𝑠!# , 𝑇𝑜𝑝𝑖𝑐"> represents the 305 

output of our model when the inputs are 𝑁𝑒𝑤𝑠!# and 𝑇𝑜𝑝𝑖𝑐".  306 

We use TensorFlow to build the TMPT network on a virtual machine with 8 307 

NVIDIA A100 40GB GPU in the Google Cloud Platform. One hundred thousand 308 

records are taken as the validation dataset. The optimizer is Adam, and the learning rate 309 
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is 0.0001. The batch is set to 2,048. We set the model to be trained 100 epochs, and the 310 

early stop strategy according to validation loss with 20 epochs patience is employed. 311 

 312 

Statistical Indicators 313 

We evaluate the model’s performance based on the four statistical indicators, 314 

including accuracy, precision, recall, and F1-score. These four indicators summarize 315 

the status of the predicted results. The model could correctly and incorrectly predict the 316 

labels. For correct predictions, there are two situations, namely correctly predicted 317 

either positive or negative results. The correctly predicted positive and negative 318 

instances are called true positive (TP) and true negative (TN). In the same way, the 319 

incorrect positive and negative predictions are named false positive (FP) and false 320 

negative (FN). Accuracy is the ratio of correct predictions to all data: 321 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝐹

𝑇𝑃 + 𝑇𝐹 + 𝐹𝑃 + 𝐹𝑁 (4) 

Precision is the ratio of correct predictions to positive predictions: 322 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃 (5) 

Recall is the ratio of correct predictions to actual positive data: 323 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 (6) 

F1-score is the harmonic mean of precision and recall:  324 

𝐹1𝑠𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)  (7) 

Precision could warn the researchers and engineer whether the model is apt to 325 

label everything as positive, while recall indicates whether the model tends to label all 326 

data as negative. The F1-score is a unified metric that combines precision with recall. 327 
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They are important when the dataset is imbalanced. In our case, these four metrics 328 

should be similar because our training dataset is balanced. 329 

 330 

Sentiment Analysis 331 

To reduce the cost, we download a pre-trained model, named distilroberta-332 

finetuned-financial-news-sentiment-analysis (DFFNSA), from HuggingFace to 333 

analyze the news sentiment. This model is trained based on the financial_phrasebank 334 

dataset (Malo, Sinha, Korhonen, Wallenius, & Takala, 2014). The model’s accuracy is 335 

97.79% after five epochs of training. We choose this model for several reasons. First, 336 

initially, this model is trained based on financial news, which is close to our topic. 337 

Second, the max length of this model input is 512 tokens, significantly longer than 338 

Twitter sentiment or comments sentiment analysis models. This length is more suitable 339 

for our analysis. Third, this relatively light model includes only 82.1 million parameters. 340 

The lightweight model could dramatically decrease the computing time of sentiment 341 

analysis. The output of DFFNSA is a three-element vector. Each element is a 342 

probability for a label among “negative”, “neutral”, and “positive”. A SoftMax function 343 

connects the three elements, -i.e., the sum of three probabilities is 1. The sentiment of 344 

the news is estimated as follows: 345 

𝑁𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡!# = 𝑎𝑟𝑔𝑚𝑎𝑥(𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒!# , 𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙!# , 𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒!#) (8) 

where 𝑁𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡!# represents the sentiment of the 𝑖th news published on the 𝑡 day, 346 

which should be one of “negative”, “neutral”, and “positive”, the 𝑎𝑟𝑔𝑚𝑎𝑥 represents 347 

the function returning “argument of the maximum”, 𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒!#  represents the 348 

probability of labeling the 𝑖th news published on the 𝑡 day as “negative”, 𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙!# 349 
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represents the probability of labeling the news as “neutral”, and 𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒!# represents 350 

the probability of labeling the news as “positive”. The 𝑁𝑃𝐷!# is calculated as follows: 351 

𝑁𝑃𝐷!# = S
−1, 𝑖𝑓	𝑁𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡!# == "𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒"
0, 𝑖𝑓	𝑁𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡!# == "𝑛𝑒𝑢𝑡𝑟𝑎𝑙"
1, 𝑖𝑓	𝑁𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡!# == "𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒"

 
(9) 

The 𝑁𝑃𝑆!# is estimated as follows: 352 

𝑁𝑃𝑆!# = 𝑚𝑎𝑥(𝑃𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒!# , 𝑃𝑛𝑒𝑢𝑡𝑟𝑎𝑙!# , 𝑃𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒!#) (10) 

 353 

Daily Scores from News 354 

To summarize the news analysis results and probe the variations of ESG 355 

tendencies extracted from the news effectively and efficiently, we construct several 356 

indicators. They are daily average relatedness based on all available news (DARA), 357 

daily average NS based on all available news (DANSA), daily average relatedness 358 

based on the related available news (DARR), daily related news count (DRNC), and 359 

daily average NS based on the related available news (DANSR). The DARA and 360 

DANSA cover all the available news, monitoring whether the topics of interest are 361 

buried under a barrage of other content. Moreover, the DARR and DANSR investigate 362 

how much the news concentrates on topics of interest.  363 

It must be emphasized that DARA, DANSA, DARR, DRNC, and DANSR 364 

correspond to a certain topic 𝑗 on a specific day 𝑡, referred to as 𝐷𝐴𝑅𝐴"#, 𝐷𝐴𝑁𝑆𝐴"#, 365 

𝐷𝐴𝑅𝑅"# , 𝐷𝑅𝑁𝐶"# , and 𝐷𝐴𝑁𝑆𝑅"# , respectively. We regard the news with a non-zore 366 

relatedness score 𝑁𝑅!"#  as the related news towards a certain topic 𝑗. The 𝐷𝐴𝑅𝐴"# , 367 

𝐷𝐴𝑁𝑆𝐴"#, 𝐷𝐴𝑅𝑅"#, 𝐷𝑅𝑁𝐶"#, and 𝐷𝐴𝑁𝑆𝑅"# are estimated as follows: 368 

𝐷𝐴𝑅𝐴"# = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%&%(𝑁𝑅!"#) (11) 
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where 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%&% is to calculate the average news relatedness based on all available 369 

news by the day 𝑡 and the topic 𝑗. 370 

𝐷𝐴𝑁𝑆𝐴"# = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%'(%(𝑁𝑆!"#) (12) 

where 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%'(% is to calculate the average news score based on all available news 371 

by the day 𝑡 and the topic 𝑗. 372 

𝐷𝐴𝑅𝑅"# = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%&&(𝑁𝑅!"#|𝑁𝑅!"# > 0) (13) 

where 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%&& is to calculate the average news score based on the related news 373 

by the day 𝑡 and the topic 𝑗. 374 

𝐷𝑅𝑁𝐶"# = 𝑐𝑜𝑢𝑛𝑡(𝑁𝑅!"# > 0) (14) 

where 𝑐𝑜𝑢𝑛𝑡 is to count the news related to the topic 𝑗 in the day 𝑡. 375 

𝐷𝐴𝑁𝑆𝑅"# = 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%'(&(𝑁𝑆!"#|𝑁𝑅!"# > 0) (15) 

where 𝑎𝑣𝑒𝑟𝑎𝑔𝑒$%'(& is to calculate the average news score based on the related news 376 

by the day 𝑡 and the topic 𝑗. 377 

 378 

Temporal Tendency and Correlation Analysis 379 

 We analyze the temporal tendency of 𝐷𝐴𝑅𝐴"# , 𝐷𝐴𝑁𝑆𝐴"# , 𝐷𝐴𝑅𝑅"# , 𝐷𝑅𝑁𝐶"# , 380 

and 𝐷𝐴𝑁𝑆𝑅"# based on Pearson’s correlation coefficient. Specifically, we compute the 381 

correlation coefficient between the daily indicators and the order of dates. The values 382 

of the correlation coefficients range from -1 to 1. If the correlation equals to -1, the 383 

variables of interest are entirely negatively correlated, statistically. On the other hand, 384 

if the variables are completely positively associated, the correlation coefficient should 385 

be 1. If the variables are unrelated, the correlation coefficient would not be significant 386 

or be closer to 0.  In our temporal tendency analysis, September 1st, 2021 is regarded as 387 

the beginning of our dataset, whose order of dates is 0.  388 



19 
 

 389 

Results 390 

Performance of TMPT Model  391 

The TMPT model is the core tool to analyze the news. Hence, the performance 392 

of the TMPT model is critical. We use 1,940,750 records to train the model and 393 

randomly take 100,000 records as the validation dataset. The validation dataset contains 394 

50,856 positive records and 49,144 negative records. In total, our TMPT model includes 395 

138,843,049 parameters. Among them, 29,360,809 parameters are trained by our 396 

dataset, while 109,482,240 parameters are transplanted from the BERT. After 33 397 

epochs of training, the model reaches the best performance. It predicts 50,612 positive 398 

records and 49,388 negative records. In detail, TP is 43,599; FN is 7,257; FP is 7,013; 399 

and TN is 42,131. The accuracy of the model in cross-validation is 85.73%. 400 

Furthermore, the precision, recall, and f1-score are 86.14%, 85.73%, and 85.93%, 401 

respectively. In terms of zero-shot learning, TMPT’s performance is excellent.  402 

 403 

Daily Summary 404 

 Table 1 summarizes the statistics of DARAs. Among the 12 investigated topics, 405 

“corruption” has gained the most attention, while “indigenous rights” is the least 406 

discussed. Figure 3 demonstrates the temporal variations of DARAs. At first glance, 407 

the indexes from the social aspects, especially “freedom of association, collective 408 

bargaining, right to strike”, “poverty and inequality”, and “indigenous rights”, are 409 

gradually gaining more emphasis, whereas the relatedness of the indexes from the 410 

environmental aspects is decreasing. According to the correlations between the order 411 

of dates and the DARAs towards each topic, air pollution relatedness is significantly 412 
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negatively associated with the order of dates. The air pollution relatedness’s correlation 413 

coefficient is -0.619 (p value < 0.1%). The correlations between the order of dates and 414 

greenhouse gas and energy usage relatedness are significant, specifically -0.430 (p 415 

value < 0.1%) and -0.404 (p value < 0.1%), respectively. Statistically speaking, among 416 

all available news, gradually less news is related to environmental ESG topics in the 417 

US from September 1st, 2021, to September 1st, 2023. The positive correlation between 418 

the order of dates and the DARA of “poverty and inequality” is the highest, which is 419 

0.703 (p value < 0.1%). Other DARAs of social indexes, including “forced labor”, 420 

“freedom of association, collective bargaining, right to strike”, “unemployment”, 421 

“corruption”, “indigenous rights”, and “access to health care”, are also positively 422 

correlated with the order of dates, where the correlation coefficients are  0.353 (p value 423 

< 0.1%), 0.679 (p value < 0.1%), 0.496 (p value < 0.1%), 0.602 (p value < 0.1%), 0.664 424 

(p value < 0.1%), and 0.290 (p value < 0.1%), respectively. The DARAs of “excessive 425 

working time” and “access to improved source of drinking water” remain stable 426 

temporally because their correlation coefficients are only -0.118 (p value < 1%) and -427 

0.078 (p value < 5%).  To sum up, in terms of the DARAs, social-topic relatedness is 428 

increasing, while environmental-topic relatedness is decreasing. 429 

Table 2 lists the statistics of DANSA. News regarding “air pollution” and 430 

“access to improved source of drinking water” tends to be negative. Figure 4 shows 431 

the temporal variation of DANSA. We estimate the correlations between the order of 432 

date and NSs of each topic. If the DANSA of a certain topic is significantly positively 433 

correlated with the order of date, it means that the media’s attitude is gradually 434 

becoming positive on this topic, and vice versa. In terms of the correlation analysis, the 435 

DANSAs of “forced labor”, “freedom of association, collective bargaining, right to 436 

strike”, “unemployment”,  “poverty and inequality”, “corruption”, “excessive working 437 
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time”, and “access to health care” are gradually improving. Specifically, their 438 

correlation coefficients are 0.302 (p value < 0.1%), 0.293 (p value < 0.1%), 0.373 (p 439 

value < 0.1%), 0.223 (p value < 0.1%), 0.296 (p value < 0.1%), 0.401 (p value < 0.1%), 440 

and 0.222 (p value < 0.1%), respectively. The absolute values of the correlation 441 

coefficients of other topics are lower than 0.2, which are considered no significant 442 

correlations.   443 

Table 3 summarizes the statistics of DARRs. The DARR is based on the news 444 

related to the topic. In other words, the NR towards a specific topic is required to be 445 

greater than 0. A higher mean of DARR towards a topic indicates that the potentially 446 

related news is highly stuck to the topic rather than simply mentioning some synonyms 447 

of the topic. Among 12 topics, the average DARR of “corruption” is the highest, 0.626. 448 

Figure 5 demonstrates the temporal variation of DARRs. Except “air pollution”, the 449 

DARRs of other topics are temporally increasing because their correlation coefficients 450 

of the topics listed in Table 3 are 0.243 (p value < 0.1%), 0.332 (p value < 0.1%), 0.556 451 

(p value < 0.1%), 0.456 (p value < 0.1%), 0.669 (p value < 0.1%), 0.647 (p value < 452 

0.1%), 0.672 (p value < 0.1%), 0.334 (p value < 0.1%), 0.324 (p value < 0.1%), 0.477 453 

(p value < 0.1%), and 0.329 (p value < 0.1%), respectively. Figure 6 illustrates the 454 

daily new counts related to each topic. The DRNCs towards each topic are highly 455 

correlated with the daily news counts. The 12 correlation coefficients between daily 456 

news count and each topic are 0.838 (p value < 0.1%), 0.765 (p value < 0.1%), 0.727 457 

(p value < 0.1%), 0.992 (p value < 0.1%), 0.894 (p value < 0.1%), 0.995 (p value < 458 

0.1%), 0.849 (p value < 0.1%), 0.965 (p value < 0.1%), 0.681 (p value < 0.1%), 0.989 459 

(p value < 0.1%), 0.871 (p value < 0.1%), and 0.971 (p value < 0.1%), respectively. 460 

Table 4 notes the statistics of DANSR. Similar to the results in Table 2, on 461 

average, the NS of the news related to “air pollution” and “access to improved source 462 
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of drinking water” tends to be negative, while others are apt to be positive. Figure 7 463 

expresses the temporal variations of the DANSRs towards each topic. The attitudes of 464 

“energy usage”, “greenhouse gas”, “force labor”, “unemployment”, “excessive 465 

working time”, and “access to health care” are gradually becoming more positive 466 

because their correlation coefficients with the order of date are 0.406 (p value < 0.1%), 467 

0.244 (p value < 0.1%), 0.316 (p value < 0.1%), 0.373 (p value < 0.1%), 0.436 (p value 468 

< 0.1%), and 0.203 (p value < 0.1%), respectively.  469 

 470 

Discussion 471 

This study is the first research to probe the temporal trends of ESG topics 472 

relatedness and attitude variations based on a large amount of available news. To 473 

investigate the correlations between news and a certain topic efficiently, objectively, 474 

and quantitatively, we create a powerful LLM, TMPT, according to the cutting-edge 475 

NLP technology, transformer, and the famous pre-trained model, BERT. In total, the 476 

TMPT model includes 138,843,049 parameters. Our model’s accuracy is 85.73% in the 477 

cross-validation for the zero-shot labeling task. In other words, the TMPT could 478 

relatively accurately judge whether and how much the input news is related to the input 479 

topic, even though the model has never seen the topic during the training process. Our 480 

study investigates the NR and NS of 12 hot ESG-related topics based on 2,164,153 481 

records of available news from more than 300 news sources in the U.S. from September 482 

1st, 2021, to September 1st, 2023. According to data mining results, the media have been 483 

gradually publishing more news related to ESG topics since the DARAs and DARRs 484 

of most topics are increasing with time. Furthermore, the sentiment and attitude towards 485 
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those topics are also becoming more and more positive, referring to temporal variations 486 

of the DANSAs and DANSRs. 487 

The number of daily grasped news varies significantly. To answer whether this 488 

variation enormously impacts our analysis, we estimated the correlations between daily 489 

news count and the DRNCs of each topic. All DRNCs are highly related to the daily 490 

news count, which indicates the news is randomly and evenly missed. In this way, the 491 

impacts of the variation on this study could be ignored because we focus on the daily 492 

average values. We examine the correlations between DARAs and DANSAs and the 493 

daily news counts. The correlation coefficients are generally lower than 0.2, indicating 494 

that the missing news is randomly distributed. 495 

According to all news in our database, news related to “air pollution” and 496 

“access to improved source of drinking water” usually show a negative tone, mirrored 497 

by the statistical indicators of their DANSAs. In addition, there is no trend in the content 498 

related to these two topics over time. During the period covered by our study, news 499 

mentions of these two topics were generally mostly critical or negative, and the media’s 500 

attention to them is stable over time. Since these two environmental issues are people’s 501 

basic survival needs, they have been attracting public attention with some fluctuations, 502 

consistent with previous studies on other countries (Lam, Cunsolo, Sawatzky, Ford, & 503 

Harper, 2017; Zhang et al., 2022). For the other ten topics, there are usually more 504 

reports with a positive tone than negative ones. Translated into reality, the coverage of 505 

the news related to these ten topics is mainly improvements and enhancements rather 506 

than criticism. Furthermore, the topics, “forced labor”, “freedom of association, 507 

collective bargaining, right to strike”, “unemployment”,  “poverty and inequality”, 508 

“corruption”, “excessive working time”, and “access to health care” are becoming more 509 

positive over time. This phenomenon reflects that many issues, such as unemployment 510 
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and excessive working, of public concern are being improved during this period. It is 511 

consistent with the society status: according to the data from the U.S. Bureau, from 512 

September 2021 to September 2023, the unemployment rate across society has 513 

continued to decline and gradually returned to pre-COVID-19 levels due to U.S. 514 

monetary policy (Bennani, 2023).  Therefore, the whole society’s views on employment 515 

have gradually become positive. Similarly, the information on the topics related to 516 

employment also gradually becomes cheerful. 517 

News is a critical resource for investigating the public attitude towards a topic 518 

(Brandt & Gao, 2019; Dang, Moshirian, & Zhang, 2015). The news could not only 519 

reflect the market price of a certain industry but also lead to a change in the public 520 

attitude (Dang et al., 2020; Dang et al., 2019; Meng, Song, Liu, Wu, & Zeng, 2020). 521 

Previous studies claim that news sentiment could partially predict the economic 522 

indicators of a specific industry (Brandt & Gao, 2019; Rognone, Hyde, & Zhang, 2020). 523 

Sentiment analysis is definitely an ideal solution to analyze the news text. Previous 524 

studies mainly employ commercial databases, including labels and sentiment analysis 525 

results, to perform the analysis (Brandt & Gao, 2019; Dang et al., 2019). Beyond 526 

previous studies, we train a novel machine learning model, TMPT, to investigate the 527 

relatedness between the news and a selected topic. The database used by previous 528 

studies mainly relies on named entity recognition. Simply speaking, it judges whether 529 

the news is related to an entity. If it is, then the labels including location, industry, and 530 

others, would be conveyed to the news. In this way, in that database, they cannot 531 

examine the association of the news with a customized topic, at least not agily. Deep 532 

learning gradually begins to be applied in news textual analysis, e.g., a study uses a 533 

fine-tuned BERT to label ESG topics based on a supervised learning strategy (Bang, 534 

Ryu, & Yu, 2023). Although the labeling process by the fine-tuned model is not 535 
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artificial, the training dataset to train the model still requires human judgments. The 536 

zero-shot learning is free from humans even in the training dataset making. Furthermore, 537 

a zero-shot model is more flexible and could be used in other tasks.     538 

Different from previous studies that mainly focus on one or several industries 539 

(Capelle-Blancard & Petit, 2019; Dang et al., 2020), we concentrate on specific topics 540 

of ESG. Of course, governments, society, and academia have been increasing voices on 541 

ESG. For example, the regulations, such as SA8000 (https://sa-542 

intl.org/resources/sa8000-standard/) and guidelines of TNDF (https://tnfd.global/), are 543 

disclosed and executed (Birindelli & Chiappini, 2021). Moreover, in the past several 544 

years, ESG has been more gained more discussions in a variety of scopes in academia 545 

(Keeley et al., 2022; Senadheera et al., 2022). The detailed variations in topics of ESG 546 

could demonstrate more valuable information. Although the temperature of ESG is 547 

increasing, some topics are gradually less mentioned, namely environmental aspects. 548 

The COVID-19 pandemic has dramatically impacted the U.S. economy, exacerbating 549 

social problems (Alizadeh, Sharifi, Damanbagh, Nazarnia, & Nazarnia, 2023). Hence, 550 

the all news’s relatedness to social topics is growing with time. Each media source has 551 

limited abilities to report. With an increase in the social news, other news would 552 

inevitably decrease. Furthermore, people are willing to pay more attention to solving 553 

environmental issues after reaching some incomes levels (Fujii, Iwata, Chapman, 554 

Kagawa, & Managi, 2018; C. Li & Managi, 2021; Wang, Yang, & Li, 2023). Our 555 

analysis proves that the change trends of the ESG topics might be inconsistent with the 556 

overall direction of ESG based on a vast dataset. 557 

The results of this study offer substantial implications for academics, 558 

government policy-makers, company decision-makers, and investors, shedding light on 559 

the evolving landscape of ESG issues as reflected in media discourse. For academics, 560 
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the findings provide a solid quantitative foundation for understanding media coverage 561 

and public perceptions of ESG topics and how they change over time. This could inspire 562 

further research into the mechanisms through which media narratives shape public and 563 

corporate ESG agendas. Additionally, our research provides a technical paradigm for 564 

extensive and efficient big data text analysis via LLMs. Through a large amount of 565 

news and LLM based on our process, scholars can not only track ESG-related topics 566 

but also analyze other topics to provide more perspectives. For policy-making and 567 

corporate strategy, these insights highlight the importance of media monitoring to 568 

gauge public sentiment and adjust strategies accordingly (Baier et al., 2020; Rognone 569 

et al., 2020). Companies can leverage this knowledge to better align their ESG 570 

initiatives with public concerns, enhancing their reputational capital and ensuring 571 

compliance with societal expectations (Keeley et al., 2022). Furthermore, by 572 

understanding the media’s role in shaping ESG perceptions, companies can more 573 

effectively communicate their ESG commitments, fostering greater trust and 574 

engagement with stakeholders. 575 

There are several limitations of this study should be noted. First, we directly 576 

employ a publicly available model from HuggingFace without further fine-tuning. 577 

Although we select the best model in terms of the scope, task, performance, and 578 

structure, it is still far from perfect. The current model is trained by a 20-thousand-579 

record dataset of the financial news. The current model’s input is required no more than 580 

512 tokens, or roughly 400 words. Second, the TMPT’s performance is approximately 581 

85%, which is impressive in zero-shot learning. By increasing the depth of the networks 582 

and using more data to train, the TMPT has space to improve. Third, we miss a batch 583 

of news data, due to the grasping ability of the current data vendor. Fourth, currently, 584 

we only focus on the English language news owing to our training logic, training dataset, 585 
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and the embedding layer from BERT. In further studies, a new model of news sentiment 586 

analysis would be trained. A multi-language and more accurate TMPT is also 587 

considered and planned, which could cover global analysis effectively and efficiently.  588 

 589 

Conclusions 590 

 According to the analysis of 2,164,153 new records published in the U.S. from 591 

more than 300 news sources from September 1st, 2021, to September 1st, 2023, the 592 

media gradually emphasized social issues, while the voice on environmental problems 593 

became lower and lower. These change trends mainly express the relatedness between 594 

the news and the selected topics based on the daily summary. In other words, for some 595 

topics, media coverage is increasingly focused on clear topics. Moreover, the attitudes 596 

towards each topic of interest are incrementally becoming cheerful. To quantitively, 597 

objectively, and effectively probe the public’s attitude towards ESG topics, we build a 598 

powerful machine learning model, TMPT. This study demonstrates the temporal 599 

variation in the public attitude towards 12 ESG topics, which offer critical information 600 

to governments, businesses, and societies. 601 
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Figure 611 

 612 

Figure 1: Daily News Count 613 

 614 
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 615 

Figure 2: Architecture of the TMPT Model 616 
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 618 

Figure 3: Temporal Variations of DARAs 619 

  620 



32 
 

 621 

Figure 4: Temporal Variations of DANSAs 622 
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 624 

Figure 5: Temporal Variations of DARRs 625 
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 627 

Figure 6: DRNCs towards Each Topic 628 
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 630 

Figure 7: Temporal Variations of DANSRs 631 
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Table 638 

Table 1: Summary of DARA Statistics 
Statistic N Mean St. Dev. Min Median Max 

Energy usage 730 0.024 0.006 0.009 0.024 0.039 
Greenhouse gas 730 0.067 0.018 0.022 0.070 0.202 

Air pollution  730 0.090 0.027 0.029 0.090 0.211 
Forced labor 730 0.349 0.034 0.261 0.343 0.451 

Freedom of association, collective bargaining, right to strike 730 0.115 0.027 0.047 0.116 0.195 
Unemployment 730 0.328 0.019 0.279 0.328 0.411 

Poverty and inequality 730 0.057 0.017 0.025 0.056 0.120 
Corruption 730 0.392 0.064 0.207 0.384 0.574 

Indigenous rights 730 0.009 0.004 0.002 0.008 0.025 
Excessive working time 730 0.151 0.011 0.115 0.152 0.184 

Access to improved source of drinking water 730 0.010 0.002 0.002 0.010 0.020 
Access to health care 730 0.148 0.021 0.096 0.147 0.236 

 639 

  640 
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Table 2: Summary of DANSA Statistics 
Statistic N Mean St. Dev. Min Median Max 

NS of Energy usage 730 0.004 0.002 -0.007 0.003 0.010 
NS of Greenhouse gas 730 0.004 0.003 -0.004 0.004 0.015 

NS of Air pollution  730 -0.003 0.004 -0.026 -0.003 0.010 
NS of Forced labor 730 0.023 0.010 -0.002 0.023 0.067 

NS of Freedom of association, collective 
bargaining, right to strike 730 0.014 0.007 -0.006 0.013 0.043 

NS of Unemployment 730 0.020 0.010 -0.012 0.020 0.071 
NS of Poverty and inequality 730 0.002 0.004 -0.007 0.002 0.025 

NS of Corruption 730 0.027 0.011 -0.001 0.026 0.081 
NS of Indigenous rights 730 0.0003 0.001 -0.004 0.0003 0.007 

NS of Excessive working time 730 0.011 0.006 -0.006 0.011 0.035 
NS of Access to improved source of drinking 

water 730 -0.0001 0.001 -0.005 -0.0001 0.003 

NS of Access to health care 730 0.003 0.006 -0.017 0.003 0.036 
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Table 3: Summary of DARR Statistics 

Statistic N Mean St. Dev. Min Median Max 
Energy usage 730 0.413 0.029 0.316 0.412 0.509 

Greenhouse gas 730 0.527 0.029 0.454 0.525 0.766 
Air pollution  730 0.609 0.022 0.540 0.609 0.816 
Forced labor 730 0.559 0.033 0.478 0.552 0.649 

Freedom of association, collective bargaining, right to strike 730 0.491 0.029 0.409 0.492 0.580 
Unemployment 730 0.562 0.022 0.507 0.562 0.626 

Poverty and inequality 730 0.447 0.037 0.345 0.446 0.568 
Corruption 730 0.626 0.041 0.499 0.628 0.734 

Indigenous rights 730 0.369 0.042 0.229 0.367 0.527 
Excessive working time 730 0.417 0.014 0.370 0.418 0.464 

Access to improved source of drinking water 730 0.457 0.060 0.232 0.453 0.657 
Access to health care 730 0.554 0.030 0.480 0.553 0.690 
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Table 4: Summary of DANSR Statistics 
Statistic N Mean St. Dev. Min Median Max 

NS of Energy usage 730 0.063 0.036 -0.098 0.061 0.179 
NS of Greenhouse gas 730 0.034 0.025 -0.042 0.032 0.165 

NS of Air pollution  730 -0.018 0.024 -0.140 -0.018 0.089 
NS of Forced labor 730 0.037 0.016 -0.003 0.037 0.106 

NS of Freedom of association, collective 
bargaining, right to strike 730 0.059 0.025 -0.028 0.061 0.167 

NS of Unemployment 730 0.035 0.017 -0.020 0.034 0.118 
NS of Poverty and inequality 730 0.018 0.026 -0.062 0.017 0.161 

NS of Corruption 730 0.043 0.015 -0.001 0.042 0.132 
NS of Indigenous rights 730 0.012 0.035 -0.100 0.013 0.152 

NS of Excessive working time 730 0.032 0.017 -0.018 0.031 0.096 
NS of Access to improved source of drinking 

water 730 -0.007 0.052 -0.224 -0.006 0.217 

NS of Access to health care 730 0.011 0.022 -0.059 0.012 0.118 
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