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Abstract

With the rapid advancement of information technology and data collection sys-

tems, large-scale spatial panel data presents new methodological and computational

challenges. This paper introduces a dynamic spatial panel quantile model that incorpo-

rates unobserved heterogeneity. The proposed model captures the dynamic structure of

panel data, high-dimensional cross-sectional dependence, and allows for heterogeneous

regression coefficients. To estimate the model, we propose a novel Bayesian Markov

Chain Monte Carlo (MCMC) algorithm. Contributions to Bayesian computation in-

clude the development of quantile randomization, a new Gibbs sampler for structural

parameters, and stabilization of the tail behavior of the inverse Gaussian random gen-

erator. We establish Bayesian consistency for the proposed estimation method as both

the time and cross-sectional dimensions of the panel approach infinity. Monte Carlo

simulations demonstrate the effectiveness of the method. Finally, we illustrate the ap-

plicability of the approach through a case study on the quantile co-movement structure

of the gasoline market.
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1 Introduction

Spatial panel data analysis concerns the spatial interactions of individuals and provides useful

tools to a wide range of applications; Housing Economics Beenstock and Felsenstein (2015),

Marketing Hunneman et al. (2022), Urban economics Glaser et al. (2022), to name a few.

This paper introduces new spatial panel data model, namely, dynamic spatial panel quantile

model with interactive effects, and investigates estimation and its theoretical property in the

context of Bayesian framework. There is a large body of studies on “linear” panel models

with interactive effects (e.g., Ando and Bai (2017), Bai (2009), Bai and Li (2012), Bai and

Liao (2016), Bai and Ng (2002, 2013), Hallin and Liška (2007), Harding et al. (2020), Moon

and Weidner (2015), Pesaran (2006), Stock and Watson (2002), Lu and Su (2016), among

others), as well as “linear” spatial panel data models (Aquaro et al. (2021), Baltagi (2011),

Bai and Li (2021), Kelejian and Prucha (2004), Lee (2004), Lin and Lee (2010), Li (2017),

Lu (2017) Qu and Lee (2015), Reich et al. (2011), Shi and Lee (2017), Yu et al. (2008),

among others). In contrast, however, studies that allow us to explore a quantile structure of

large panel data models with interactive effects are scant.

Recently, Ando and Bai (2020) studied a panel quantile model with interactive effects and

applied their method to the analysis of U.S. stock market data. Quantile regression (Koenker

and Bassett (1978)) is a useful tool for estimating the effect of explanatory variables on the

entire distribution of a response variable. Ando and Bai (2020)’s approach accommodates

quantile co-movements under the heterogeneous slope coefficients. To further accommodate

spatial interactions among the individual units, Ando et al. (2023) extended Ando and Bai

(2020) by introducing a spatial panel quantile model with with interactive effects. Because

these studies investigated static panel data, a natural direction is how to investigate the

dynamic versions of these models. This paper develops a new Bayesian method for analyzing

the dynamic spatial quantile panel model by jointly accommodating dynamic structure as

well as spatial interactions among individual time series. Our approach allows the quantile

2



analysis of the spatial and factor dependence under the assumption that the heterogeneous

slope coefficients.

Because of the dynamic structure of data and large number of individuals, the number

of parameters in the model is enormous. This poses several estimation challenges in the es-

timation when we develop a new Bayesian Markov chain Monte Carlo (MCMC) estimation

procedure. First, because the quantile function is implicit to its coefficients, a Gibbs sampler

does not exist. Other numeric methods such as importance sampling, Metropolis-Hastings

algorithm and Hamiltonian Monte Carlo methods are impractical in front of the large di-

mensionality and the data generating process’s recursive nature. We randomise the quantile

dynamics to create conditional conjugacy. Second, for standard Asymmetric Laplace rep-

resentation in a Bayesian quantile regression model, using the auxiliary inverse Gaussian

random variable Chhikara (1988) is likely to encounter the overflow problem when its kur-

tosis is high. We create a Chi square approximation to control for its tail behavior. Third,

the spatial parameter is structural, therefore no existing Gibbs sampler is available in the

literature. We borrow the idea from structural vector autoregression to propose a bimodal

mixture distribution and implement it as a Gibbs sampler. Lastly, the ultra high dimension

slows the computation of matrix operations. We apply the breadth-first-search algorithm

from Graphical theory to blockalise the spatial matrix to reduce computational cost. There-

fore, our novel MCMC algorithm expends not only the frontier of large-scale panel data but

also Bayesian literature.

To support our method theoretically, we establish the Bayesian consistency. We note

that such results for panel data models with interactive effects were never established be-

fore. To show such result, we will encounter several theoretical challenges, such as dynamic

nature of model, large dimensional incidental parameters due to the loadings and factors,

the nonsmooth objective function for the quantile regression, the nonlinearity arising from

the spatial term, as well as the separation from regression coefficients and the loadings and
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factors because of the rotational indeterminacy of the latter. Some of these theoretical chal-

lenges have been studied by some recent studies, such as Ando and Bai (2020); Ando et al.

(2023), Chen et al. (2021). Although these studies provide some useful tools to analyze the

current model but we note that these results are established under a frequentist framework

and we create a novel argument for our Bayesian frameowork.

Our contributions are summarized as follows. First, a dynamic spatial panel quantile

model with interactive effects under heterogeneous slope coefficients is introduced. Second,

a new Bayesian parameter estimation procedure is proposed. Third, Bayesian consistency is

developed. Finally, we apply the proposed model and the estimation method to study the

Australian gasoline market.

The paper is organized as follows. Section 2 introduces a new spatial panel quantile model

with interactive fixed effects, and then presents a set of assumptions. In Section 3, we intro-

duce new Bayesian MCMC estimation procedure. Section 4 provides Bayesian consistency

of the proposed method. In Section 5, the proposed method is applied to Australian gaso-

line market. Section 6 provides our concluding remarks. To save space, all technical proofs

are provided in the online supplementary document. The online supplementary document

also contains Monte Carlo simulation results, which indicate that the proposed estimation

procedure works well.

Notations Let ∥A∥ = [tr(A′A)]1/2 be the Frobenius norm of matrix A, where “tr” denotes

the trace of a square matrix, and let ∥A∥2 be its spectrum norm (the largest singular value of

A). In addition, for any N×N matrix ∥A∥1 is defined as ∥A∥1 = max1≤j≤N

∑N
i=1 |aij| where

aij is the (i, j)-th element of A. Similarly, ∥A∥∞ = max1≤i≤N

∑N
j=1 |aij|. For sequences an

and bn, the notation an ≲ bn means an = O(bn), that is, there exists C > 0 and for all n large

enough, an ≤ Cbn. We write cn = Op(dn) if cn/dn is stochastically bounded, and cn = op(dn)

if cn/dn converges to zero in probability.
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2 Dynamic spatial quantile models with interactive ef-

fects

2.1 Model

Suppose that, for the i-th unit (i = 1, ..., N) at time t (t = 1, ..., T ), its response yit is

observed together with a set of p explanatory variables {xit,1, ..., xit,p}. We consider the τ -th

quantile function of yit by jointly modeling spatial effects, time effects and common shocks.

To capture these effects simultaneously, we define the τ -th quantile function of yit as

Qyit

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
≡ ρi,τ

N∑
i ̸=j,j=1

wijQyjt

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ δi,τ

N∑
i ̸=j,j=1

wijQyj,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ γi,τQyi,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+

p∑
k=1

xit,kbik,τ +
r∑

k=1

ftk,τλik,τ +G−1
i,eit

(τ)

≡ ρi,τ

N∑
i ̸=j,j=1

wijQyjt

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ δi,τ

N∑
i ̸=j,j=1

wijQyj,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ γi,τQyi,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ x′

itbi,τ + f ′
t,τλi,τ (1)

for i = 1, . . . , N and t = 1, . . . , T . Here wij (i = 1, 2, · · · , N ; j = 1, 2, · · · , N) are pre-

specified spatial weights with wii = 0, ρi,τ and δi,τ are the heterogeneous spatial parameters

capturing the strength of the spillover effects, the coefficients γi,τ are the heterogeneous

temporal parameters, xit = (1, xit,1, ..., xit,p)
′ is (p + 1) -dimensional vector of explanatory

variables; Bτ = (b1,τ , b2,τ , . . . , bN,τ )
′, bi,τ = (bi,0,τ , bi,1,τ , ..., bi,p,τ )

′ is a (p + 1)-dimensional

vector of regression coefficients; f t,τ is rτ -dimensional unobservable common factors; λτ

is rτ -dimensional vector of factor loadings; Xt and Ft,τ are information on the explanatory

variables and the common factors up to time t; eit is the idiosyncratic error term and G−1
i,eit

(τ)
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is the τ -th quantile point of eit with Gi,eit(·) being the cumulative distribution function of

eit. We assume that eit is identically distributed over t while its distribution may vary over

i. We note that the τ -th quantile of the idiosyncratic error G−1
i,eit

(τ), which depends only on

i and τ , is absorbed by the term x′
itbi,τ since the first element of xit is 1.

The preceding quantile function (1) is associated with the following data-generating pro-

cess, provided that the right-hand side of the equation is an increasing function of uit,

yit,uit
= ρi,uit

N∑
j=1

wijyjt,uit
+ γi,uit

yi,t−1,uit
+ δi,uit

N∑
j=1

wijyj,t−1,uit
+ x′

itbi,uit
+ f ′

t,uit
λi,uit

,

where yit,uit
is τ = uit-th quantile and uit are i.i.d. U(0, 1). The coefficient of the constant

regressor absorbs the error term. This model builds upon the framework introduced by Ando

et al. (2023) by incorporating the dynamic structure of spatial panel data. The extended

model allows for the inclusion of both contemporaneous and dynamic spatial effects, thereby

enabling the capture of temporal spillover effects and peer influences in the spatial domain.

Remark 1 Koenker and Xiao (2006) considered autoregressive quantile model in the uni-

variate time series context. Their quantile function is expressed as the weighted sum of past

observed values of response variable. While their model is regarded as autoregressive in this

sense, their quantile function is not autoregressive. In contrast, our quantile function in (1)

includes the the weighted sum of past quantile function, and thus our quantile is autoregres-

sive.

Define the N×N matrix S(ρτ ) ≡ (I−ρτW )−1, where ρτ = diag(ρ1,τ , . . . , ρN,τ ), andW =

[wij] is the N ×N spatial weights matrix. Also, we define the N ×N matrix A(ρτ , δτ ,γτ ) ≡

(I−ρτW )−1(γτ +δτW ) where δτ = diag(δ1,τ , . . . , δN,τ ), γτ = diag(γ1,τ , . . . , γN,τ ). Stack the

quantile functions over cross sections by defining

Qt

(
Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
=

Qy1t

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
...

QyNt

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)


6



Then, model (1) can be rewritten as

Qt

(
Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
= A(ρτ , δτ ,γτ )Qt−1

(
Xt−1, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ S(ρτ )

 x′
1tb1,τ + f ′

t,τλ1,τ
...

x′
NtbN,τ + f ′

t,τλN,τ


=

t−1∑
h=0

Ph(ρτ , δτ ,γτ )

 x′
1,t−hb1,τ + f ′

t−h,τλ1,τ

...
x′
N,t−hbN,τ + f ′

t−h,τλN,τ

 ,

where the N ×N matrix Ph(ρτ , δτ ,γτ ) is given as

Ph(ρτ , δτ ,γτ ) ≡ A(ρτ , δτ ,γτ )
hS(ρτ ). (2)

The last expression is obtained by recursive substitution. We will impose restrictions on (2)

to ensure the sum to be well defined (referred to as stationarity). In addition, we assume

Qt(·) = 0 when t = 0. The effect of the initial condition is generally negligible if T is large.

Thus, an alternative expression of (1) is

Qyjt

(
τ |Xt, Bτ ,f t,τ ,Λτ ,ρτ ,γτ , δτ

)
=

t−1∑
h=0

N∑
k=1

pjk,h(ρτ , δτ ,γτ )
(
x′
k,t−hbk,τ + f ′

t−h,τλk,τ

)
, (3)

where pij,h(ρτ , δτ ,γτ ) is the (i, j)th element of Ph(ρτ , δτ ,γτ ) in (2).

To eliminate the rotational indeterminacy of the common factor structure, we need to

impose a restriction on Fτ = (f 1,τ , ...,fT,τ )
′ and Λτ = (λ1,τ , ...,λN,τ )

′. For example, Bai and

Li (2013) imposed the followings

1

T
F ′
τFτ = Irτ and

1

N
Λ′

τΛτ = Drτ , (4)

where Irτ is an rτ ×rτ identity matrix, and Drτ is a diagonal matrix whose diagonal elements

are distinct and are arranged in a descending order. We refer to Bai and Ng (2013) for

alternative restrictions on the common factor structure.

2.2 Assumptions

Below, we denote the true spatial parameters, the lag coefficients and the true regres-

sion coefficient as ρi,0,τ , δi,0,τ , γi,0,τ and bi,0,τ , respectively. Similarly, we denote F0,τ =
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(f 1,0,τ , ...,fT,0,τ )
′ and Λ0,τ = (λ1,0,τ , ...,λN,0,τ )

′ as the true factors and loadings. A set of

regularity conditions that are needed for theoretical analysis are given as follows.

Assumption A: Common factors

Let F be a compact subset ofRrτ . The common factors f t,0,τ ∈ F satisfy T−1
∑T

t=1 f t,0,τf
′
t,0,τ =

Irτ .

Assumption B: Factor loadings, the lag coefficients and regression coefficients

(B1) Let P ,D,G, B and L be compact subsets of R, R, R, Rp+1 and Rrτ , respectively. The

spatial parameters ρi,0,τ and δi,0,τ , the lag coefficients γi,0,τ , the regression coefficient

bi,0,τ , and the factor-loading λi,0,τ satisfy that ρi,0,τ ∈ P , δi,0,τ ∈ D, γi,0,τ ∈ G, bi,0,τ ∈ B

and λi,0,τ ∈ L for each i.

(B2) The factor-loading matrix Λ0,τ = (λ1,0,τ , . . . ,λN,0,τ )
′ satisfies N−1

∑N
i=1 λi,0,τλ

′
i,0,τ

p−→

ΣΛτ , where ΣΛτ is an rτ × rτ positive definite diagonal matrix with diagonal elements

distinct and arranged in the descending order. In addition, the eigenvalues of ΣΛτ are

distinct.

Assumption C: Idiosyncratic error terms

(C1): The random variable

εit,τ = yit −Qyjt

(
τ |Xt, Bτ ,f t,τ ,Λτ ,ρτ , δτ ,γτ

)
satisfies P (εit,τ ≤ 0) = τ , and is independently distributed over i and t, conditional on

Xt, B0,τ , F0,τ , Λ0,τ , ρ0,τ , δ0,τ and γ0,τ .

(C2): The conditional density function of εit,τ given {Xt, B0,τ , F0,τ ,Λ0,τ ,ρ0,τ , δ0,τ ,γ0,τ}, de-

noted as git(εit,τ ), is continuous. In addition, for any compact set C, there exists a

positive constant g > 0 (depending on C) such that infc∈C git(c) ≥ g for all i and t.
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Assumption D: Weight matrix

(D1): W is an exogenous spatial weights matrix whose diagonal elements of W are all zeros.

In addition, W is bounded by some constant C for all N under ∥ · ∥1 and ∥ · ∥∞.

(D2): The matrix (IN − ρτW )−1 satisfies

sup
ρτ∈P

(∥∥∥(IN − ρτW )−1
∥∥∥
1
∨
∥∥∥(IN − ρτW )−1

∥∥∥
∞

)
< C

where C is some positive constant.

Assumption E: Explanatory variables and design matrix

(E1): For a positive constant C, explanatory variables satisfy supit ∥xit∥ ≤ C almost surely.

(E2): Let Q0
t,τ = Qt(Xt, Ft,0,τ , B0,τ ,Λ0,τ ,ρ0,τ ,γ0,τ , δ0,τ ) and X (B0,τ ) be an N × T matrix

with its (i, t)-th entry x′
itb0,τ . Define uit,0,τ to be the (i, t)th element of U0,τ with

U0,τ = W (IN − ρ0,τW )−1
[
X (B0,τ ) + Λ0,τF

′
0,τ + (γ0,τ + δ0,τW )Q0

−1,τ

]
.

whereQ0
−1,τ = [Q0

0,τ ,Q
0
1,τ , . . . ,Q

0
T−1,τ ]. Let zit,τ = (uit,0,τ , Q

0
i,t−1,τ ,

∑N
j=1wijQ

0
j,t−1,τ ,x

′
it)

′

with Q0
i,t−1 being the i-th element of Q0

t−1, and Zi,τ = (zi1,τ , zi2,τ , . . . ,ziT,τ )
′. Further

define Ai,τ = 1
T
Z ′

i,τMFτZi,τ , Bi,τ = (λi,0,τλ
′
i,0,τ ) ⊗ IT , Ci,τ = 1√

T
[λi,0,τ ⊗ (MFτZi,τ )]

′

with MFτ = I − Fτ (F
′
τFτ )

−1F ′
τ . Let Fτ be the collection of Fτ such that Fτ = {Fτ :

F ′
τFτ/T = Irτ}. We assume that with probability approaching one,

inf
Fτ∈Fτ

λmin

[ 1

N

N∑
i=1

Ei,τ (Fτ )
]
> 0,

where λmin(A) denotes the smallest eigenvalue of matrix A, and Ei,τ (Fτ ) = Bi,τ −

C ′
i,τA

−1
i,τCi,τ .

(E3): For each i, we assume that there exists a constant c > 0 such that for each i, with

probability approaching one,

lim inf
T→∞

λmin

( 1

T
Z ′

i,τMF0,τZi,τ

)
≥ c.
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Assumption F: Stationary condition

The data generating process from (1) is assumed to be stationary. To ensure the stationarity,

it is assumed that c̄ < 1 where

c̄ = sup
ρτ∈P,δτ∈D,γτ∈G

∣∣∣λmax

(
A(ρτ , δτ ,γτ )

)∣∣∣ < 1.

where λmax(A) denotes the eigenvalue of A with the largest modulus.

Remark 2 Assumptions A and B on the factors and factor loadings are from Ando et al.

(2023), who study a spatial panel quantile model with a factor structure. Similar to Ando

and Bai (2020) and Ando et al. (2023), the factors and factor loadings are treated as pa-

rameters. Assumptions C and D on the idiosyncratic errors and the spatial weighting matrix

are standard assumptions in the literature. Assumption E is necessary for deriving the con-

sistency of the frequentist estimator (See Ando and Bai (2020) and Ando et al. (2023) for

similar assumptions). Assumption F is a stationary condition similar to Yu et al. (2008).

Similar to the investigation in Yu et al. (2008), a sufficient condition for Assumption F is

sup ∥A(ρτ , δτ ,γτ )∥2 < 1. The stationary condition is verified accordingly in both simulation

and empirical analysis.

3 Bayesian estimation

We have to estimate the unknown parameters ρτ , γτ , δτ , Bτ , Λτ , and Fτ simultaneously.

Let ϑτ = {ρτ , δτ ,γτ , Bτ ,Λτ , Fτ}. One can consider the following objective function

ℓτ (Y |X,ϑτ ) =
1

NT

N∑
i=1

T∑
t=1

qτ (yit −Qyit (τ |Xt, ϑτ )) (5)

where Qyit (τ |Xt, ϑτ ) ≡ Qyit(τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ ) is defined in (1), qτ (u) = u(τ −

I(u ≤ 0)) is the quantile loss function, Y ≡ {yit|i = 1, ..., N, t = 1, ..., T} and X ≡ {xit|i =

1, ..., N, t = 1, ..., T}.
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The quantile is highly nonlinear function of parameters ρτ , γτ , δτ and Bτ . Such nonlin-

earity costs the conditional conjugacy for inference. Any generic simulation methods such

as particle filter, Hamilton Monte Carlo or Metropolis-Hastings method may not be practi-

cal due to the ultra-high dimensionality of the parameter space. In this paper, we propose

to view the model from a stochastic quantile perspective and transform it to adapt to the

Bayesian inference methods.

In particular, we set

εit,τ = yit −Qyit

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
(6)

Qit = ρi,τ

N∑
j=1,j ̸=i

wijQjt + γi,τQi,t−1 + δi,τ

N∑
j=1,j ̸=i

wijQj,t−1 + x′
itbi,τ + f ′

t,τλi,τ + eqit,τ , (7)

where Qyit

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
is denoted as Qit in (7), and eqit,τ ∼ N(0, σ2

q,τ ). The

introduction of eqit,τ enable us to treat the quantile function as latent variable to improve

mixing of the Markov chain. One may consider this as analogy of choosing the stochastic

volatility model over the GARCH model in the Bayesian framework to improve inference

efficiency. Conditional on Qit, (7) provides conjugacy for the model parameters to alleviate

the computational enormously. Notice that (7) is a structural model.

3.1 Prior setting

We apply the same prior to the parameters for each quantile τ . So ignore τ for notational

simplicity. The parameter space includes:

1. ρi for i = 1, ..., N . This is the spatial parameter.

ρi ∼ N(mρ, h
−1
ρ ), i = 1, 2, ..., N.

2. γi for i = 1, ..., N . This is the lag parameter.

γi ∼ N(mγ, h
−1
γ ), i = 1, 2, ..., N.
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3. δi for i = 1, ..., N . This is the spatial lag parameter.

δi ∼ N(mδ, h
−1
δ ), i = 1, 2, ..., N.

4. bi for i = 1, ..., N . The regression coefficient is assumed to follow

bi ∼ N(mb, H
−1
b ), i = 1, 2, ..., N.

5. F . The latent factor is a T × r matrix, where r is the dimension of factor F . Each

column f j is a time series of a factor. Define fj,t as the jth factor at time t. Assume

a stationary AR(1) process as fj,t = ϕjfj,t−1 + efj,t, for j = 1, ..., r, where efj,t ∼ N(0, 1)

with a unit variance for identification purpose. Each efj,t is independent for different j

and t. Also, assume the initial condition fj,1 ∼ N(0, h−1
f ), for j = 1, ..., r.

6. ϕj for j = 1, ..., r. This is the autoregressive coefficient for the factors. We set

ϕj ∼ U(−1, 1), j = 1, ..., r.

7. Λ. The loading matrix is a N × r matrix. Each element λij

λij ∼ N(0, h−1
λ ).

The first r × r block is a lower triangular matrix such that

λii ∼ N(0, h−1
λ )1(λii > 0)

for i = 1, ..., r, and λij = 0 if j > i.

8. σ is the scale parameter for the asymmetric Laplace error term. σ ∼ G(vσ, sσ).

9. V . It is a N × T matrix of auxiliary variables. Each element Vit is used to create

conditional normality for the error term. By construction Vit ∼ Exp(1).
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10. σ2
q This is a tuning parameter. As σ2

q → 0, the stochastic quantile model used in

estimation converges to the original model. One can also use a data driven approach

by assuming σ2
q ∼ IG(vq/2, sq/2) and draw inference from the observations.

11. Q is a N × T matrix of quantile values. Because it works under the state space model

framework, We assume the initial state as Qyi0(τ) ∼ N(mq, v
2
q ) for i = 1, ..., N .

Remark 3 In specifying the priors, Λ is assumed to have a lower triangular form with

positive diagonal elements for identification purposes during the Markov chain Monte Carlo

process. However, this step is not strictly necessary, as it does not impact the identification

of the product ΛF . The same holds true for the factors; the prior does not violate model

assumption A or equation (4). We apply post-processing to ensure they conform to the

identification restriction.

3.2 MCMC sampling procedure

We briefly describe the procedure in this section, with detailed techniques available in the

Appendix. The computational challenge of our model arises from two main factors. First, the

high dimensionality of the quantile values and their associated dynamics require a significant

number of large matrix inversions. Second, the substantial heterogeneity in the model makes

generic methods, such as Metropolis-Hastings or particle filters, impractical due to their

high computational cost. Finally, the large dimension N and time period T result in a vast

number of observations, further intensifying the computational burden. Consequently, our

methods are designed to rely on the Gibbs sampler whenever possible. For instance, the two-

component mixture approximation of ρ and the randomization of the quantile state equation

are both tailored to ensure computational feasibility.

The MCMC steps for posterior inference are as follows. Each step is conditional on all

the other parameters. We ignore subscripts for illustration purposes.
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1. ρ does not have a conjugate representation. We revise Villani (2009) from the structural

vector autoregression literature to propose a two-component mixture approximation as

a Gibbs sampling step.

2. γ, δ and B are jointly Gaussian. In execution, we draw these three parts one at a time

to avoid the potential overflow problem associated with large matrices.

3. F . The factor has a state space representation. We apply the forward filtering and

backward sampling method to draw from its posterior jointly. The Woodbury matrix

identity is applied, so the computational cost is proportional to r << N .

4. ϕ is conditionally Gaussian.

5. Λ is conditionally Gaussian with the identification restrictions from the prior setting.

6. σ is a scalar, we apply a random-walk Metropolis-Hastings method.

7. V . Each element is the reciprocal of a random draw from an inverse Gaussian distribu-

tion. Due to the high skewness of the inverse Gaussian, it is prone to producing very

small values, which can lead to numerical zeros. In such cases, computing the inverse

results in infinite values. To address this issue, when the kurtosis is high, we simulate

from a Gamma distribution by matching its first two moments.

8. Q. We apply breadth-first-search algorithm (BFS) to partition the weight matrix into

blocks and conquer each block of Q’s for computational efficiency. The Q has a state

space representation, We apply the forward-filtering and back-ward sampling method.

This step is computationally intensive because of large N .

9. σ2
q . We can either tune it by setting it small until the results stabilise. In the applica-

tion, we set the value such that the posterior R2 in (7) is more than 98%. Otherwise, via
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conjugacy, it is also easy to draw from its conditional posterior as an inverse Gamma

distribution.

Proposition 1 The proposed MCMC sampling procedure with the use of (7) can produce

posterior samples from the posterior distribution

π(ϑτ |X, Y ) ∝ exp (−ℓτ (Y |X,ϑτ ))π(ϑτ ) (8)

by the use of importance sampling procedure.

Section 3.2 obtains the “pseudo” posterior p(ϑτ | X, Y ). Out simulation study has shown

that such computationally convenient MCMC is satisfactory. If the goal is to target the exact

posterior π(ϑτ | X, Y ) in (8), a practical way is still applying our method and assign weights

via the posterior kernel. For example, we have a sample {ϑ(g)
τ }Gg=1 drawn from p(ϑτ | X, Y ).

For each sample ϑ
(g)
τ , we compute the weight w(g) = π(ϑτ |X,Y )

p(ϑτ |X,Y )
. The collection {w(g), ϑ

(g)
τ }Gg=1 is

a proper distribution to infer any simulation-consistency posterior statistic. There is no need

to compute the posterior density p(ϑτ | X, Y ), a kernel density is sufficient. For example, to

compute E(ρi,τ | X, Y ), using the “pseudo” posterior, one can use

̂E(ρi,τ | X, Y ) =
1

G

G∑
g=1

ρ
(g)
1,τ .

To account for any potential bias associated with Section 3.2, we can use importance sampling

to correct the estimate:

̂E(ρi,τ | X, Y ) =

G∑
g=1

w(g)ρ
(g)
1,τ

G∑
g=1

w(g)

.

Note that computing the posterior kernel p(ϑτ | X, Y ) can be computationally expensive.

However, after obtaining a sample using our method, it remains feasible, as the importance

sampling process is parallelizable. A key aspect of successful importance sampling is having

a good proposal distribution, and our method plays a critical role in ensuring that the
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posterior distribution is precisely targeted. For practitioners, Section 3.2 provides a sufficient

approach, particularly when σ2
q is tuned for robustness.

3.3 Number of Factors

In Bayesian theory, the number of factors can be viewed as a random variable. Its posterior

can be inferred from by exploring the marginal likelihood of models with different value

of r. However, because of the high computational cost, we adopt the idea of the sparse

mixture approach if Malsiner-Walli et al. (2016) by setting a large but finite number of

factors. Each factor has a “switch” variables taking value of 0 and 1 indicating whether the

corresponding factor is selected. This construction follows the literature of stochastic search

variable selection dated back to Mitchell and Beauchamp (1988).

In particular, we revise (7) to have

Qit = ρi,τ

N∑
j=1,j ̸=i

wijQjt + γi,τQi,t−1 + δi,τ

N∑
j=1,j ̸=i

wijQj,t−1 + x′
itbi,τ + (sτ ◦ f t,τ )

′λi,τ + eqit,τ ,

(9)

where sτ is a rmax × 1 vector of 0’s and 1’s and the symbol ◦ means the Hadamard product.

The maximum number of factors is rmax. Each element sj,τ in vector sτ controls for whether

factor fj,τ is selected.

Define the prior of sτ = (s1,τ , ..., srmax,τ ) as

P (sj,τ = 1) = π, P (sj,τ = 0) = 1− π

for j = 1, ..., rmax. The posterior distribution of the number of factors is the distribution of

the sum of sτ .

Because the only difference between (7) and (9) is s, we only need to add one more step

for suit
and revise the step of F slightly in the original MCMC algorithm to infer the number

of factors as follows.
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1. Draw sk,τ from a simple Bernoulli distribution. Define

y∗it = Qit−

[
ρi,τ

N∑
j=1,j ̸=i

wijQjt + γi,τQi,t−1 + δi,τ

N∑
j=1,j ̸=i

wijQj,t−1 + x′
itbi,τ + (sτ ◦ f t,τ )

′λi,τ

]

p(sk,τ = m | ·) ∝ p(sk,τ = m)
N∏
i=1

T∏
t=1

fN(y
∗
it | 0, σ2

q ),

where m = 0 or 1, with the corresponding sk,τ being set to 0 or 1. There is a slight

abuse of notation. Namely, y∗it is different when sk,τ = 0 and 1.

2. To draw ft,τ , we split this into two parts.

(a) Only draw the active factors for sk,τ = 1.

(b) Conditional on the active factors, draw the other factors similar as in the MCMC

step. This approach follows the Reversible jump MCMC method in Green (1995).

Remark 4 In practice, we tune σ2
q to achieve an R2 level from (7) or (9). Alternatively,

if we do not tune but want estimate σ2
q we can monitor the R2 instead. For a high R2 (in

our application more than 98%), the parameters can be used as if they were drawn from the

true posterior of the model. Alternatively, one can use the posterior sample from this model

setting as a proposal distribution for an importance sampling scheme applied to the original

model. Because the importance sampling is parallelisable, such second stage computation is

much more affordable than any generic methods.

4 Asymptotic results

To provide a theoretical justification for the Bayesian method, this section presents results

on posterior consistency. A sequence of posterior distributions is considered consistent if, as

the length of the time series and the number of cross-sectional units increase, the posterior

converges to the degenerate measure at the true parameter value of the population density.

Intuitively, posterior consistency ensures that the information from the quantile objective
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function outweighs the prior information. Before analyzing the asymptotic behavior of the

posterior distribution, we first need to examine the average consistency of the frequentist

estimator. This is necessary to establish a set of proper conditions (conditions that have not

yet been fully explored) that guarantee the convergence of the estimated model to the true

population density.

Now, we investigate the consistency of the frequentist estimator, defined as the minimizer

of (5) subject to a normalisation condition. Recall ϑτ = {ρτ , δτ ,γτ , Bτ ,Λτ , Fτ}, and ϑ̂τ =

{ρ̂τ , δ̂τ , γ̂τ , B̂τ , Λ̂τ , F̂τ} denotes the frequentist estimator. A set of assumption A–F leads to

the following result.

Theorem 1 Suppose that the number of common factors in (1) is correctly specified. Under

Assumptions A–F, log(N)/T → 0 as N, T → ∞, the frequestist estimator is the consistent

estimator for their true values in the sense that

1

N

N∑
i=1

∥ρ̂i,τ − ρi,τ,0∥2 = Op(δ
2
NT ),

1

N

N∑
i=1

∥γ̂i,τ − γi,τ,0∥2 = Op(δ
2
NT ),

1

N

N∑
i=1

∥δ̂i,τ − δi,τ,0∥2 = Op(δ
2
NT ),

1

N

N∑
i=1

∥b̂i,τ − bi,τ,0∥2 = Op(δ
2
NT ),

1

NT
∥Λ̂τ F̂

′
τ − Λτ,0F

′
τ,0∥2 = Op(δ

2
NT ). (10)

where δNT = max( 1√
N
, 1√

T
).

Remark 5 The last claim 1
NT

∥Λ̂τ F̂
′
τ − Λτ,0F

′
τ,0∥2 = Op(δ

2
NT ) further implies

1

N

N∑
i=1

∥λ̂i,τ − λi,τ,0∥2 = Op(δ
2
NT ),

1

T

T∑
t=1

∥f̂ t,τ − f t,τ,0∥2 = Op(δ
2
NT ).

The next theorem also plays an important role when we investigate the consistency of

our Bayesian MCMC procedure. Theorem 2 implies that it is ideal to set the number of

common factors equal to or greater than the number of common factors when one’s focus

is the consistent estimation of parameters ρτ , δτ , γτ and Bτ . To obtain the claim, we need

additional assumption.
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Assumption G: Identification of Bτ for over-fitted model

Let Fτ (k) be the common factor matrix with k > r and r being the true number of common

factors, Zτ (ϕτ ) be the N × T matrix with its (i, t)th entry equal to z′
it,τϕi,τ , where ϕτ =

(ϕ1,τ ,ϕ2,τ , . . . ,ϕN,τ )
′ and ϕi,τ = (ρi,τ , γi,τ , δi,τ , b

′
i,τ )

′. Here zit,τ is defined in Assumption

E.2. For any nonzero ϕτ , there exists a positive constant c̆ > 0 such that with probability

approaching one,

inf
Fτ (k),Fτ (k)′Fτ (k)/T=Ik

1

NT
∥MΛ0,τZτ (ϕτ )MFτ (k)∥2 ≥ c̆

1

N

N∑
i=1

∥ϕi,τ∥2,

where MΛ0,τ = I − Λ0,τ (Λ
′
0,τΛ0,τ )

−1Λ′
0,τ .

Theorem 2 Suppose that the specified number of common factors in (1) is larger than the

true number of common factors. Under Assumptions A–G, log(N)/T → 0 as N, T → ∞,

the corresponding frequestist estimator still satisfies the claims in (10).

Now, our concern is the sequence of posterior distributions π(ϑτ |Y,X) constructed by

the size of T ×N panel data, generated from the true density f(Y |X,ϑτ,0). In this paper, we

show that the constructed posterior forms a Hellinger-consistent sequence. In regards to the

posterior consistency based on Hellinger distance, we refer to Barron et al. (1999), Ghosal

et al. (1999), Walker and Hjort (2001).

Recall the pseudo-likelihood based density function:

f(Y |X,ϑτ ) ∝ exp

[
− 1

NT

N∑
i=1

T∑
t=1

qit,τ (ϑτ )

]
,

where qit,τ (ϑτ ) ≡ qτ (yit − Qyit(τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ )). We establish Bayesian consis-

tency under the pseudo-likelihood f(Y |X,ϑτ ), in the sense that, for any µ > 0,

πN,T,τ ({ϑτ : H(f(Y |X,ϑτ ), f(Y |X,ϑτ,0)) > µ}) → 0 as N, T → ∞, (11)

where ϑτ,0 is true value of ϑτ , πN,T,τ (·) is defined as

πN,T,τ (A) =

∫
A

f(Y |X,ϑτ )

f(Y |X,ϑτ,0)
π(ϑτ )dϑτ ,
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where A ⊂ Θ is the subset of parameter space Θ, and for two density functions h(y) and

g(y), the Hellinger distance is defined as H(h, g) =
{∫

(g1/2(y)− h1/2(y))d(y)
}2
. To obtain

the result in (11), we need an additional condition.

Assumption H: Kullback–Leibler property

Let Kε(ϑτ,0) be a Kullback–Leibler neighborhood of ϑτ,0 such that ϑτ satisfies∫
log{f(Y |X,ϑτ,0)/f(Y |X,ϑτ )}f(Y |X,ϑτ,0)dY < ε.

Then, the prior density π(ϑτ ) assigns positive mass on all Kullback–Leibler neighborhoods

of the pseudo-likelihood based density under the true value f(Y |X,ϑτ,0), i.e.,

π(Kv(ϑτ,0)) > 0.

Theorem 3 Under Assumptions A–H, as N, T go to infinity with N/T → 0, then result

(11) holds.

When Bayesian consistency is considered important, the above theorem offers guidance

for designing an appropriate prior distribution. The prior distribution discussed in Section 3

is specifically constructed to satisfy Assumption H. As a result, we expect that the posterior

mean under our prior will converge to the true parameter values as both N and T tend to

infinity. This expectation is confirmed through our simulation study.

Remark 6 A common question is about the asymptotic properties of the posterior distribu-

tion regarding the number of common factors in our MCMC procedure. When the number

of common factors is strictly smaller than the true number, there exists a positive constant

such that the expected quantile loss is larger than that under the true number of common

factors. As a result, our MCMC procedure asymptotically eliminates posterior samples with

r smaller smaller than the true number of common factors as both N and T ten to infinity.
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5 Analysis of gasoline price

We apply our method to the fuel prices reported by retailers in Queensland, a state located

in the northeast of Australia. In Queensland, an aggregation system for fuel price reporting

has been established under Section 4 of the Fair Trading (Fuel Price Reporting) Regulation

2018.1 As a result, all fuel retailers in Queensland (including all fuel stations) are required

to report their fuel prices as part of the Queensland fuel price reporting scheme, which

helps motorists find the cheapest fuel prices. This requirement has been in effect since 3

December 2018. The data is publicly available at https://www.data.qld.gov.au/dataset/

fuel-price-reporting.

Figure 1 shows the locations of these stations across Queensland, as well as their brands.2

In total, there are 1011 registered stations in Queensland.

Figure 1: Queensland Fuel Stations

1See https://www.epw.qld.gov.au/about/initiatives/fuel-price-reporting
2The brand small aggregates the smaller brands with fewer than 5 stations.
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Figure 2 displays the locations of fuel stations in Brisbane, the capital city of Queensland,

along with their respective brands. It is evident that many stations are situated close to one

another, particularly in the municipal area.

Figure 2: Brisbane (Queensland’s capital city) Fuel Stations

5.1 Data

We analyze unleaded gasoline, as in Pinkse et al. (2002), because it has the largest market

share and is nearly a homogeneous product. Our data spans from February 1, 2019, to

September 30, 2021, with a total of T = 973 days and no missing values. This sample

includes five lockdown periods in Queensland during the Covid-19 pandemic.

Figure 3 shows the average fuel prices for each brand over time, revealing clear seasonality.

The significant drop in fuel prices in 2020 corresponds to the longest lockdown period, from

March 26 to the end of April. Additionally, when aggregating over time, Figure 4 highlights

the price heterogeneity across brands.
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Figure 3: Average price by brands over time
The price unit is 1/10 cent per liter. Namely, 1200 means 1.2 Australian dollar per litre.

In the following analysis, we exclude small brands with fewer than 5 stations and stations

located on islands. After this cleaning process, we are left with N = 946 stations. Through-

out the sample period, no new stations were built, nor were any stations decommissioned.

While some stations changed brands, we account for the brand effect in the estimation.

5.2 Empirical model specification and estimation

We apply the following empirical model in (1) to analyze the data.

Qyit

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
≡ ρi,τ

N∑
i ̸=j,j=1

wijQyjt

(
τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ δi,τ

N∑
i ̸=j,j=1

wijQyj,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
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Figure 4: Average price by brands

+ γi,τQyi,t−1

(
τ |Xt−1, Ft−1,τ , Bτ ,Λτ ,ρτ ,γτ , δτ

)
+ Covidt × bcovid,i,τ + Brandit × bbrandit,τ

+Yeart × bYearit,τ +Montht × bMonthit,τ +DayofWeekt × bDayofWeekit,τ +
r∑

k=1

ftk,τλik,τ +G−1
i,eit

(τ)

(12)

In the above model, the subscript i refers to fuel station i, and t represents time (day).

The independent variables in this model include several time effects: Yeart, Montht, and

DayofWeekt. The year effect captures any overall trend, while the month and day-of-the-

week effects capture explicit seasonal variations. Each station i has its own parameter for

these time variables. For instance, the effect of the year 2021 differs for station 1 compared

to station 2.

The brand Brandit dummy variables capture the brand effect. Note that some stations

changed brands during the sample period, which is why a double subscript is used for this

variable. We include all brand dummy variables and exclude the intercept for identification

purposes, so the station-specific effect is naturally incorporated.
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The variable Covidt is a dummy variable that takes the value 1 if time t falls within

a lockdown period and 0 otherwise. Details of the lockdown periods are provided in the

appendix. Briefly, there was only one long lockdown period in 2020, from March 26 to the

end of April, with all other periods being less than one week in duration.

For the weight matrix W , we consider driving distance rather than geographic distance,

taking into account traffic conditions and speed limits in different areas. To compute the av-

erage driving time between two stations, we use the Open Source Routing Machine (OSRM).

In this application, if two stations are within a 5-minute driving distance of each other, they

are classified as neighbors. We normalize each row of the matrix W such that the sum of

the elements in each row equals 1. Specifically, if station 1 has three neighbors (stations 2,

7, and 9), then W1,2 = W1,7 = W1,9 =
1
3
, and all other W1,j = 0.

The prior is set to be informative but covers a broad range of the parameter space, as in

the simulation. The detailed settings can be found in the appendix.

5.3 Results

Due to the large number of parameters in the model, such as the number of ρ, δ, γ, and b,

Λ, F , which totals 3N +N(p+1)+ rf (T +N) = 44, 597 in our application, we do not store

all simulated values during the MCMC process. Instead, we focus on the posterior means,

which allows us to accumulate values with minimal memory usage. This approach makes it

straightforward to evaluate uncertainties. For example, if posterior variance is required, we

can save the sum of the squared values, then use the sample mean of the squared values and

the sample mean to compute the sample variance. Any moment-based posterior statistics

can be derived in this way.

Figure 5 presents the histogram of the posterior means of ρi,τ for all i at the quantiles

τ = (0.01, 0.05, 0.5, 0.95, 0.99). Without imposing any restrictions, the distribution of ρt,τ

reveals two key characteristics. First, the values are positive, indicating that positive spillover
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effects exist between fuel prices at nearby stations. Second, the heterogeneity patterns

are consistent across different quantiles. Some stations exhibit greater sensitivity to their

neighbors (larger ρ values), while others show minimal sensitivity, with ρ values close to zero.

Figure 5 underscores the need for a heterogeneous coefficient model.

Figure 5: Distributions of ρ

Figure 6 shows the distribution of the posterior means of the Covid lockdown coefficients

at different quantiles. It is clear that the distributions of these coefficients differ significantly

across quantiles. For instance, the histogram for τ = 0.05 is right-skewed, while the his-

togram for τ = 0.99 is left-skewed. The mode is around zero. This is not surprising, as the

factors are intended to capture any systematic price changes. Figure 6 demonstrates that

the lockdowns have caused changes in prices, not only in terms of dispersion but also in how

these price responses vary across different quantiles.
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Figure 6: Distribution of Covid Coefficients

Figure 7 displays the average brand premiums across different quantiles. It is important

to note that each station has its own distinct brand premium, which can be interpreted as

the average station effect within the same brand. Similar patterns emerge across the brand

premiums. For instance, Pacific Petroleum consistently has the lowest values, while United

Petroleum consistently has the highest values across all quantiles.

Similar to the spatial coefficient ρi,τ , the lag coefficient γi,τ and the lag-spatial coefficient

δi,τ demonstrate a strong pattern of heterogeneity, while exhibiting similar patterns across

quantiles, respectively. Due to page limitations, these are not shown here.

The systemic factors and their effects on each time series are plotted in Figure 8. Each

subplot represents N = 946 time series, depicting λ′
i,τ ft,τ . It is evident that the factor

structure captures the seasonality present in the data. Since the simulation study does not

indicate the correct number of factors, we refrain from analyzing individual factors in this

application.

We compute the average variation from the posterior mean of the contemporaneous

effect. Specifically, we consider the term ρi,τ
∑N

i ̸=j,j=1 wijQyjt (τ |Xt, Ft,τ , Bτ ,Λτ ,ρτ ,γτ , δτ )
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Figure 7: Average Brand Premiums

Figure 8: Posterior mean of ΛF

28



from equation (12). The ratio of the average variation of this term to the average vari-

ation of the posterior values of the quantiles is approximately 30% for all quantiles in

(0.01, 0.05, 0.5, 0.95, 0.99). This suggests that the contemporaneous spatial effect plays a

significant role in explaining the quantiles.

6 Conclusion

In this paper, we introduced a novel dynamic spatial panel quantile model with interac-

tive effects. The model is capable of simultaneously addressing multiple features, including

spatial effects (spillover effects), heterogeneous regression coefficients, and unobservable het-

erogeneity that vary across quantiles. To estimate this model, we proposed a new Bayesian

estimation procedure, and we established Bayesian consistency to justify the method. We

applied the proposed model and method to analyze gasoline price data in Australia.

Recently, Ando et al. (2024) developed a scenario-based quantile network connected-

ness framework that accommodates various economic scenarios. This is achieved through

a scenario-based moving average representation of the model, where forecast error variance

decomposition is conducted under pre-specified future scenarios. In a similar vein, the expres-

sion in (3) allows for the implementation of scenario-based quantile network connectedness.

This represents an interesting direction for future research.

Supplementary Materials

All technical proofs of theoretical results and some numerical results are delegated to the

supplementary document.
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Hallin, M. and R. Liška (2007). The generalized dynamic factor model: determining the

number of factors. Journal of the American Statistical Association 102, 603–617.

Harding, M., C. Lamarche, and M. Pesaran (2020). Common correlated effects estimation of

heterogeneous dynamic panel quantile regression models. Journal of Applied Economet-

rics 35 (3), 294–314.

31



Hunneman, A., J. Elhorst, and T. Bijmolt (2022). Store sales evaluation and prediction using

spatial panel data models of sales components. Spatial Economic Analysis 17, 127–150.

Kelejian, H. H. and I. R. Prucha (2004). Estimation of simultaneous systems of spatially

interrelated cross sectional equations. Journal of Econometrics 118, 27–50.

Koenker, R. and G. Bassett (1978). Regression quantiles. Econometrica 46, 33–50.

Koenker, R. and Z. Xiao (2006). Quantile autoregression. Journal of the American Statistical

Association 101 (9), 980–990.

Lee, L. (2004). Asymptotic distributions of quasi-maximum likelihood estimator for spatial

autoregressive models. Econometrica 72 (6), 1899–1925.

Li, K. (2017). Fixed-effects dynamic spatial panel data models and impulse response analysis.

Journal of Econometrics 198 (1), 102–121.

Lin, X. and L. Lee (2010). Gmm estimation of spatial autoregressive models with unknown

heteroscedasticity. Journal of Econometrics 157, 34–52.

Lu, L. (2017). Simultaneous spatial panel data models with common shocks. RPA working

paper RPA17-03, Federal Reserve Bank of Boston.

Lu, X. and L. Su (2016). Shrinkage estimation of dynamic panel data models with interactive

fixed effects. Journal of Econometrics 190 (1), 148–175.
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