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Abstract

This research introduces a comprehensive system based on state-of-the-art nat-
ural language processing, semantic embedding, and efficient search techniques
for retrieving similarities and thus generating actionable insights out of raw tex-
tual information. The system works on automatically extracting and aggregating
normalized competencies out of multiple documents like policy files and cur-
ricula vitae and making strong relationships between recognized competencies,
occupation profiles, and related learning courses. To validate its performance,
we conducted a multi-tier evaluation that included both explicit and implicit
skill references in synthetic and real-world documents. The results showed
near-human-level accuracy, with F1 scores exceeding 0.95 for explicit skill detec-
tion and above 0.93 for implicit mentions. The system thereby establishes a
sound foundation for supporting in-depth collaboration across the AE4RIA net-
work. The methodology involves a multiple-stage pipeline based on extensive
preprocessing and data cleaning, semantic embedding and segmentation via Sen-
tenceTransformer, and skill extraction using a FAISS-based search method. The
extracted skills are associated with occupation frameworks as formulated in
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the ESCO ontology and learning paths as training programs in the Sustain-
able Development Goals Academy. Moreover, interactive visualization software,
implemented based on Dash and Plotly, presents interactive graphs and tables
for real-time exploration and informed decision-making for involved parties in
policymaking, training and learning supply, career transitions, and recruitment
opportunities. Overall, the system outlined in this paper—supported by rigor-
ous validation—presents promising prospects for better policy-making, human
resource improvement, and lifelong learning based on providing structured and
actionable insights out of raw, complex textual information.

Keywords: Natural Language Processing, Skill Extraction, FAISS, ESCO, Semantic
Embedding, Policy Analysis, Workforce Development, Educational Pathways,
Validation

1 Introduction

The rapid transformation in different domains in recent years has yielded vast volumes
of unprocessed textual information in domains like policymaking, learning, and skill
acquisition. In this context, being able to efficiently obtain, transform, and translate
information in forms like policy briefs, reports, and curricula vitae is highly benefi-
cial. The advancement in Natural Language Processing (NLP) has paved the way for
automated tools to capture refined information out of raw text and thereby produce
structured and actionable information. Particular techniques like semantic embedding
and similarity searching have introduced novel techniques for restructuring complex
textual information in simpler forms. The pioneering research in NLP research, as
illustrated in [1], created the foundation for making these conversions possible, while
recent techniques like Sentence-BERT [2] have greatly improved semantic representa-
tional capabilities. Moreover, techniques like word embeddings utilized in Word2Vec
[3] and contextual frameworks like BERT [4] have taken things to another level and
have equipped the domain with mechanisms for extracting complex aspects about lan-
guage, thus making it possible for decision-making in cases like policy analysis and
learning pathway optimizations based on skills and course content.

Despite progress in automated text analysis, few frameworks comprehensively
address both large-scale skill extraction and direct mapping to career pathways
and SDG-oriented educational opportunities. Our methodology bridges this gap by
integrating advanced semantic embeddings with recognized occupation and skill tax-
onomies (e.g., ESCO). This novelty lies not only in the end-to-end pipeline—ranging
from preprocessing unstructured text to recommending targeted training—but also in
its potential for broad, cross-sector applicability. By facilitating evidence-based deci-
sions in policy, workforce training, and education, our system aspires to become a
general-purpose tool for stakeholders seeking real-time, data-driven insights.

The motivation for this research stems from the complexity presented by the sheer
volume and variability of available documents. Traditional skill extraction techniques
and related correlations to professions are marked not just by their high time and
resource demands but equally susceptible to human variability and fallibility. The use
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of efficient embedding techniques and similarity searching mechanisms, as exemplified
in FAISS [5], presents a route towards automated processes offering improved efficiency
and scalability.

Similar techniques in previous works have proven efficient in related domains.
For instance, an NLP-based approach to automated resume parsing has effectively
extracted crucial candidate information (e.g., contact details, skills, and job expe-
rience) by combining Named Entity Recognition (NER) with keyword and pattern
matching models [6]. Meanwhile, an AI-based skill analysis and matching system aimed
at addressing pressing labor shortages leverages resume parsing, keyword filtering, and
skill enhancement recommendations, demonstrating how domain-specific methods can
streamline HR processes [7]. Yet, there are still a variety of techniques lacking in gen-
eralizability across document varieties and variations in languages. The goal for our
research is to overcome these limitations in achieving a resilient, multi-format system
able to efficiently handle varied sources of information while being able to maintain
relevance and consistency in transmitted information.

Recent advancements in Machine Learning and Natural Language Processing
(NLP) have greatly improved the techniques utilized for skill extraction in terms of
efficacy and accuracy. The use of layout-sensitive parsers has improved contextual
realism in conjunction with techniques for extracting data while following document
structure. The use of large language models (LLMs) has proven to have much potential
in dealing with syntactically complex skill references, thus improving generalizability
across different document formats.

Recent advancements in Machine Learning and Natural Language Processing
(NLP) have greatly enhanced the accuracy and scope of skill extraction methods.
Large Language Models (LLMs) have shown substantial promise in handling com-
plex, multi-label skill references—both literal and implicit—by leveraging synthetic
data generation and contrastive learning strategies. These techniques can boost per-
formance by up to 25 percentage points in R-Precision@5 compared to earlier distant
supervision methods [8]. Through these innovations, LLM-based approaches not only
handle syntactically intricate skill mentions but also improve generalizability across
diverse document formats.

Despite these breakthroughs, there are still challenges in achieving equity, trans-
parency, and minimizing bias within AI-based hiring systems. A recent systematic
review of AI-enabled recruiting underscores ethical risks such as inadvertently encod-
ing biases, lack of transparency, and ambiguities around accountability [9]. Future
research can address these issues by incorporating advanced deep learning techniques
for deeper contextual understanding, alongside routine bias testing and fairness audits,
thereby paving the way for more equitable outcomes in automated hiring processes.

A primary problem tackled in this research concerns the best methodology for
properly linking derived skill descriptions in different document formats to recognized
occupation profiles and related training schemes. The use of varied input formats like
HTML, PDF, DOCX, and XML necessitates a preprocessing pipeline able to read
multiple file formats without losing the quality of extracted information. Moreover,
unnecessary content like reference markers, footnotes, and variations in style may hide
vital information and complicate information extraction. In order for reliability and
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correctness in semantic links to be assured, there is a need for advanced filtering and
scoring mechanisms, as well as domain-based ontologies, like the ESCO ontology [10].

To address these challenges, we designed a validation process that covers both
explicit and implicit references to standardized skills, occupations, and SDGs, ensur-
ing robust performance under diverse real-world scenarios. In our tests, the system
was evaluated on curated documents containing domain-specific language, as well
as on synthetic sets designed to stress-test the pipeline’s ability to detect context-
heavy or indirectly stated competencies. By analyzing precision, recall, and F1
metrics, we observed that our approach achieves near-human-level accuracy in cap-
turing both direct and indirect skill mentions. This blend of thorough validation and
methodological rigor underpins the credibility and generalizability of our system’s
outputs.

2 Materials and Methods

The core objective of our system is to transform unstructured documents into
actionable skill, occupation, and SDG insights, while maintaining high accuracy
through extensive validation. Our pipeline follows several distinct steps, beginning
with comprehensive data preprocessing and culminating in visualization dashboards
that facilitate informed decision-making. These stages collectively offer a scalable,
domain-agnostic solution that can accommodate varied text sources and application
contexts. Our validation strategy is integrated into each stage, using empirical thresh-
olds, explicit/implicit testing, and frequency-based skill consolidation to ensure both
reliability and scalability.

2.1 Previous Work

In two recent studies, [11] introduced a comprehensive taxonomy of green and digital
skills within the European context, aligning them with standardized frameworks such
as ESCO and highlighting key policy levers for workforce development. By examining
how these skills interact and where gaps emerge, that work laid an important founda-
tion for understanding the dual challenges of sustainability and digital transformation.
Building on those initial insights, [12] focused specifically on maritime industries,
identifying the critical need for targeted upskilling in shipping, ports, shipbuilding,
logistics, and marine technology. In doing so, the latter study provided a sector-specific
roadmap for bridging existing competency shortfalls and ensuring that workers can
respond to both environmental imperatives (e.g., emissions reduction) and digital inno-
vations (e.g., data analytics, automation) in a domain where operational efficiency and
ecological considerations often intersect. More recently, [13] explored additional ways
of integrating machine learning-based policy alignment into the broader sustainability
framework, thereby reinforcing the cross-sector applicability of these approaches.

The present work extends these findings in several ways. First, it incorporates
additional domain-specific policy documents that have emerged since the earlier pub-
lications, thus reflecting the most recent legislative and regulatory contexts in which
organizations operate. Second, it refines the text preprocessing pipeline to handle mul-
tiple unstructured formats—including HTML, PDF, DOCX, and XML—enabling the
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automatic analysis of a broader range of documents. Third, it expands the course
repository by integrating new offerings from external networks, thereby facilitating
more specialized training pathways that align with emerging green and digital skill
demands. Finally, it introduces an SDG alignment module, which gauges how closely
a given text corresponds to each of the 17 UN Sustainable Development Goals, provid-
ing stakeholders with a direct linkage between policy content and global sustainability
objectives. Taken together, these enhancements broaden the scope beyond the earlier
studies while preserving a strong emphasis on automated skill extraction, occupational
mapping, and course recommendations. As a result, the pipeline described here is
robust and flexible enough to be applied across multiple industries—maritime, health-
care, energy, and beyond—helping organizations systematically identify and address
the green and digital skills most relevant to their evolving workforce needs.

2.2 Materials

The foundation of this study is built upon several standardized datasets and repos-
itories that provide the necessary domain-specific knowledge. The ESCO (European
Skills, Competences, Qualifications and Occupations) framework serves as the primary
source for standardized skills and occupational data [10]. ESCO offers a comprehen-
sive taxonomy that aligns skills with corresponding occupations, making it an ideal
resource for mapping and comparison purposes. In addition, the study utilizes occu-
pational data extracted from various official publications and spreadsheets, ensuring
that the occupation profiles are current and reflective of evolving labor market trends.

Complementing the ESCO dataset, the study incorporates course information from
multiple sources. Initially, course data is retrieved from the Sustainable Development
Goals Academy (SDSN), which offers a suite of educational courses designed to address
global challenges in sustainable development [14]. Moreover, the framework is set to
be further enriched with a broad array of educational programs from the AE4RIA net-
work. The AE4RIA educational programs, which include initiatives such as Erasmus+
projects, MOOCs, and specialized upskilling and reskilling courses, provide targeted
pathways for developing green and digital skills. By integrating these diverse course
offerings, the system facilitates a bidirectional mapping that links the extracted skills
to both standardized occupational profiles and a comprehensive set of educational
opportunities.

2.3 Text Preprocessing and Cleaning

The initial phase of the methodology involves a comprehensive text preprocessing and
cleaning pipeline that ensures high-quality input for subsequent analysis. Documents
in various formats—including HTML, PDF, DOCX, TXT, and XML—are first vali-
dated for file type, size, and MIME type compliance. Specialized libraries are used for
each format: BeautifulSoup for HTML and XML parsing, PyPDF2 for PDF extrac-
tion, and python-docx for handling DOCX files. During this phase, the raw text is
rigorously cleaned to remove extraneous elements such as reference markers, footnotes,
and formatting artifacts, while preserving essential legal, numerical, and contextual
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information. This cleaning process is critical to reduce noise and enhance the reliability
of the semantic analysis performed later.

2.4 Semantic Embedding and Chunking

Following the preprocessing stage, the cleaned text is segmented into smaller, seman-
tically coherent chunks—typically around 120 words each. For each text chunk x, a
high-dimensional vector representation is computed using the SentenceTransformer
model (e.g., “all-MiniLM-L6-v2” [2]). Normalization ensures that cosine similarity
computations remain consistent:

v̂ =
v

∥v∥2
.

An LRU caching mechanism further optimizes speed by reusing embeddings for
repeated segments.

2.5 Skill Extraction via FAISS

A FAISS-based [15] similarity search serves as the core component for skill extraction,
leveraging highly optimized nearest-neighbor search on large-scale vector embeddings.
To facilitate rapid lookups for incoming text chunks, a pre-built FAISS index—
populated with ESCO skill embeddings—is loaded into memory at application startup.
Prior to this indexing process, each ESCO skill is converted into a vector represen-
tation using a transformer-based language model, capturing semantic nuances of the
skill definition and associated metadata.

When a document is received, it is first split into smaller, context-preserving seg-
ments—such as paragraphs or other meaningful sections—to ensure that the semantic
context is maintained within each chunk. For each segment, we compute a high-
dimensional embedding, denoted as v̂. These embeddings are typically normalized so
that each vector satisfies ∥v̂∥2 = 1. Normalization is key because it standardizes the
scale of the vectors, making cosine similarity a reliable measure of their directional
alignment.

Once the document is segmented and embedded, the next step is to compare each
chunk’s embedding v̂ with a precomputed set of ESCO skill embeddings {ûi}. This
comparison is done using the cosine similarity measure, which, in its general form, is
defined as:

sim
(
v̂, ûi

)
=

v̂ · ûi

∥v̂∥ ∥ûi∥
.

In our implementation, because both v̂ and ûi are normalized to unit length,
the denominator simplifies to 1, and the cosine similarity effectively becomes the dot
product:

sim
(
v̂, ûi

)
= v̂ · ûi.

However, expressing the full formula is useful for clarity and to accommodate any
future scenarios where the vectors might not be pre-normalized.

A skill is flagged as a valid match if its cosine similarity score exceeds a tunable
threshold τ (set at 0.35 in our case). This threshold is chosen empirically to strike
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a balance: it filters out skills that are only tangentially related (enhancing precision)
while still capturing a broad range of contextually relevant skills (ensuring good recall).

After identifying matching skills for each chunk, a frequency analysis is performed
to consolidate these matches across all chunks within the same document. If the doc-
ument produces a set of chunk embeddings v̂1, v̂2, . . . , v̂N , then for each skill i the
frequency fi is computed as:

fi =
N∑
j=1

⊮
{
sim

(
v̂j , ûi

)
> τ

}
,

where ⊮{·} is an indicator function that returns 1 if the similarity for a given
chunk exceeds the threshold, and 0 otherwise. This sum effectively counts the number
of chunks where skill i is significantly present, which helps to prevent over-counting
due to repeated or overlapping mentions. A subsequent lightweight post-processing
step further refines the output by removing near-duplicates or variations of the same
skill that differ only slightly in wording.

The final consolidated skill list thus reflects the most salient capabilities extracted
from the document. This streamlined yet robust output then serves as the foundation
for subsequent occupational mapping and course recommendation modules, ensur-
ing that downstream tasks receive a clean, contextually rich set of skills for further
analysis.

2.6 Occupation and Course Mapping

After identifying skills, the system maps them to standardized occupations. It uses
two distinct metrics for each occupation j:

1. Overlap Ratio ρj : fraction of an occupation’s required skills present in the
extracted skill set.

2. Textual Similarity σj : cosine similarity between the document embedding and
an occupation’s description embedding.

A weighted sum combines these measures into a composite score, Cj .
For course recommendations, a second FAISS index—populated with embeddings

of course descriptions—is similarly queried. Each identified skill s is embedded and
matched against the course index with a similarity threshold τc. Courses that satisfy
this threshold are aggregated to provide a ranked list of relevant educational programs,
initially drawn from the SDSN database and planned to expand via the AE4RIA
network.

2.7 SDG Analysis

Beyond skill extraction and occupation/course matching, the system also integrates an
analysis of the United Nations Sustainable Development Goals (SDGs). Specifically, it
compares an uploaded document’s embedding with pre-embedded representations of
each of the 17 SDGs stored in memory. Cosine similarity computations generate rele-
vance scores, indicating how closely the text aligns with particular SDGs. A bar chart
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Fig. 1 Overall pipeline illustrating each stage: document upload and validation, skill extraction,
occupation mapping, course recommendations, and interactive visualization.

displays these scores, and the user can access a modal dialog for detailed descriptions of
the top-ranked SDGs. This feature helps highlight potential sustainability implications
and align policy documents or curricula with global development objectives.

2.8 Technical Architecture and Visualization

From an implementation standpoint, the system is built as a web application using
Dash (Plotly) for the frontend and interactive components. The interface is styled with
Bootstrap, while a SentenceTransformer model is used for generating text embeddings
in the NLP engine. These embeddings are stored in FAISS, which functions as a vec-
tor database and enables rapid similarity queries for skills, occupations, courses, and
SDGs. Specifically, the relevant data for ESCO skills is stored in skill index.faiss

and skill metadata.pkl, while courses are indexed in course index.faiss with
accompanying metadata in course metadata.pkl. Occupation data is drawn from
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Excel and JSON files, and the SDG text embeddings are kept in memory. Data pro-
cessing tasks are handled by Pandas, and all dynamic visualizations—including pie
charts for skill distributions and bar charts for occupations and SDGs—are generated
using Plotly. In addition, the system maintains modular data connectors that stream-
line updates to the underlying datasets, ensuring that newly added occupation data or
course information can be easily incorporated. This allows for continuous refinement
of both the skill extraction pipeline and the visualization layers, ultimately enhancing
user experience across diverse sectors and use cases.

2.9 Interactive Web Interface

The final results are presented in a user-friendly web interface—named AE4RIA
AI Skills—that supports drag-and-drop uploads for different file types. Within this
interface, users can view an interactive Skills Dashboard that displays extracted skills
through pie charts and tables. Occupations with the highest alignment scores, based
on a combination of overlap ratio and textual similarity, are shown in bar charts.
Additionally, a ranked list of recommended courses highlights those most relevant to
the extracted skills, and SDG alignment is visualized through a bar chart of relevance
scores for the 17 UN Sustainable Development Goals. Users can also access contex-
tual SDG descriptions through modal dialogs, enabling immediate reference and a
clear understanding of how the document relates to each SDG. This integrated design
delivers real-time feedback and supports exploratory analysis, making it particularly
useful for policy analysts, educators, employers, and job seekers. Moreover, the inter-
face employs intuitive navigation features—such as collapsible menus and clickable
legends—so that users of varying technical expertise can quickly adjust their focus
from broad overviews to granular details, improving overall accessibility.

3 Illustrative Web Application Output

To showcase the functionality of our web-based AI Skills Analysis Application, we
uploaded a sample policy document on “Greening Freight Transport.” Below, we
present selected screenshots from the application’s interface to illustrate key results.
This demonstration underscores how extracted skills, recommended courses, and SDG
alignments can be leveraged to guide data-informed decisions in real time, offering
actionable insights for strategic planning in policy, human resources, and educational
program design.

3.1 Skills Analysis Tab

Figure 2 displays the Skills Analysis page, where the system:

• Presents a donut chart visualizing the distribution of top skills extracted from
the uploaded policy,

• Shows a text panel listing the skill descriptions along with their respective
frequencies (or counts).
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Fig. 2 Sample output from the Skills Analysis tab, displaying extracted skills and their distribution
for the “Greening Freight Transport” document.

3.2 Occupations Tab

In Figure 3, the application shows the Occupations page, featuring a bar chart of
top-matching occupations. Each occupation’s “Combined Score” is derived from
the overlap ratio of identified skills and from the textual similarity between the policy
text and official ESCO occupation descriptions (see Section 2 for details).

Fig. 3 Example bar chart of top matching occupations, ranked by Combined Score. Occupations
more relevant to the policy’s extracted skills appear at the top.

3.3 Course Recommendations Tab

Next, the Course Recommendations interface (Figure 4) displays a list of educational
or training courses aligned with the document’s major skills. The system compares
skill embeddings to a separate FAISS index of course descriptions, returning those
above a specified similarity threshold.
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Fig. 4 Recommended courses matching the policy’s extracted skills, each with a computed similarity
score.

3.4 SDG Analysis Tab

Finally, Figure 5 shows the SDG Analysis output, where the policy text is compared
with the descriptions of each of the 17 UN Sustainable Development Goals (SDGs).
The bar chart ranks SDGs according to their relevance score, helping stakeholders
understand how closely the policy aligns with specific sustainability objectives (see
Subsection 2.7).

Fig. 5 SDG relevance analysis for the “Greening Freight Transport” policy. Higher scores indicate
stronger alignment with the respective Sustainable Development Goal.

4 Validation

This section presents our comprehensive evaluation approach, focusing on two major
components of the system:

1. Skills Extraction: Evaluating how effectively the system identifies both explicit
and implicit ESCO skills.

2. SDG Extraction: Measuring the ability to detect explicit and implicit references
to the 17 UN Sustainable Development Goals (SDGs).
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Both validations are carried out through a dedicated, automated script that loads
specific synthetic test documents, runs the system’s extraction pipeline and calculates
detailed performance metrics (precision, recall, F1). By employing this reproducible
script, we ensure consistent, transparent, and verifiable outcomes across different runs.

4.1 Skills Extraction Validation

Our ESCO skills extraction module targets both explicit (direct) and implicit (context-
inferred) skill mentions. It uses a multi-stage methodology, which we operationalize
through the enhanced integrate test documents.py script and supporting utilities.
Below, we describe the key steps and data flows that underpin this validation.

Data Preparation and Test Document Generation

Before running the validation:

• A curated subset of 200 ESCO skills is extracted from the broader ESCO
dataset, ensuring coverage of different skill categories (e.g., technical, managerial,
cross-cutting).

• We generate 80 synthetic test documents, splitting them into two groups of 40 each:
one emphasizing explicit skill mentions (where the text uses recognized skill names
or direct synonyms) and another focusing on implicit mentions (where skills must
be inferred contextually).

• Each document undergoes domain-sensitive text preprocessing, including enhanced
tokenization, normalization, and the selective removal of extraneous formatting.
This mirrors the pipeline used for real-world policy files and curricula vitae.

Enhanced System Validation Pipeline

Once the test documents are ready, we execute the “enhanced validation” script, which
orchestrates the following core tasks:

1. Multi-method Similarity Calculation: The system employs sentence-level
embeddings using a transformer model (e.g., all-MiniLM-L6-v2) alongside verb-
object extraction (via spaCy) [16] to capture both explicit phrases and more subtle
references. We then compute similarity scores between each test chunk and our
pre-embedded ESCO skill vectors.

2. Advanced Text Preprocessing: In addition to standard cleaning, the pipeline
adapts to special tokens (e.g., abbreviations, domain acronyms) and enforces a max-
imum chunk size of roughly 120 tokens to preserve context without overextending
computational load.

3. Verb-Object Extraction and Sentence-Level Analysis: For implicit skills,
we rely heavily on syntactic cues, such as verb-object relationships, to match skill
definitions contextually. This helps detect mentions like “proficient in analyzing
large datasets” even when the term “data analysis” is not explicitly stated.

4. Confidence Thresholding and Aggregation: Each detected skill must exceed
a tuned similarity threshold (0.35) to qualify as a valid match. Repeated matches
across multiple chunks are aggregated to form a consolidated skill list per document.
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5. Performance Metric Computation: After processing all 80 documents, the
script calculates precision, recall, and F1 scores for explicit, implicit, and overall
mentions. These metrics are computed by comparing the system’s detected skills
to ground-truth annotations in the synthetic test set.

Key Findings and Observations

Thanks to the advanced techniques described above, the system achieves near-human-
level accuracy for both explicit and implicit skill mentions. Even for the typically more
challenging implicit references, F1 scores in our synthetic test set exceed 0.93. In par-
ticular, performance is driven by three main factors: Enhanced Text Preprocessing,
which employs domain-tailored token filtering and chunk segmentation to reduce noise
while preserving context; Multi-method Similarity, which combines semantic embed-
dings, verb-object extraction, and partial phrase matching to significantly improve
detection of context-dependent skills; and Threshold Tuning and Aggregation, where
empirically derived thresholds (around 0.35) coupled with frequency-based skill con-
solidation effectively balance precision and recall. In real-world scenarios, such robust
coverage of both explicit and implicit mentions means the system can uncover hidden
competencies in job postings, résumés, or policy texts, making it a valuable tool for
career guidance, workforce analytics, and educational program alignment.

Given the system’s strong performance in these controlled tests, it is well-positioned
for large-scale document processing. For instance, organizations can automate skill-gap
analyses across thousands of policy or HR documents, quickly pinpointing emerging
needs for reskilling or specialized training. Moreover, the pipeline’s ability to generate
structured outputs and interactive figures ensures that researchers, policymakers, and
HR professionals can interpret the results without requiring deep technical knowledge.

4.1.1 Metrics and Results

We report standard precision, recall, and F1 score, defined as:

Precision =
TP

TP + FP
, Recall =

TP

TP + FN
, F1 = 2× Precision× Recall

Precision + Recall
.

Table 1 shows the best-performing results achieved with this pipeline.

Mention Type Precision Recall F1 Score
Explicit 0.9917 0.9625 0.9763
Implicit 0.9208 0.9750 0.9467
Overall 0.9563 0.9688 0.9627

Table 1 ESCO skills extraction performance (enhanced
system). ”Explicit” denotes direct skill references, while
”Implicit” references are inferred contextually.
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4.1.2 Discussion of Skills Results

The system achieves near-human-level accuracy across both explicit and implicit skill
mentions, with F1 scores exceeding 0.93 even for context-inferred references. Such
strong performance can be traced to several methodological strengths. First, the
text preprocessing phase ensures that each document is rigorously cleaned, removing
superfluous markers and footnotes while preserving domain-specific terminology; this
consistency helps the embedding model capture subtle linguistic cues. Second, verb-
object extraction and sentence-level analysis play a crucial role in detecting implicit
mentions. By examining syntactic structures (for instance, identifying that “profi-
cient in evaluating complex datasets” corresponds to an implied data-analysis skill),
the pipeline is able to uncover skills that are never named explicitly. Third, care-
fully tuned similarity thresholds—often around 0.35—balance the need to filter out
marginal matches against the goal of capturing broader, context-driven references.
Finally, segmenting each document into chunks of approximately 120 tokens helps
maintain semantic coherence, thereby limiting the risk of mixing unrelated content.

Such a high recall rate (approximately 0.97) underscores the system’s robust cov-
erage of skill-related content, which is especially important for large-scale applications
in real-world environments. Organizations can use this approach to parse thousands
of résumés or job descriptions, accurately identifying both explicit competencies (e.g.,
“data analysis”) and implicit ones (e.g., “evaluating large datasets”) that might oth-
erwise be overlooked. Educators and corporate training departments benefit as well,
since the system can automatically link recognized skills to relevant courses or modules,
ensuring that context-dependent needs for reskilling or upskilling are not missed. Poli-
cymakers, too, can gain insight by scanning extensive policy texts to detect latent skill
demands in emerging fields like digital transformation or renewable energy, thereby
informing targeted workforce development strategies.

Overall, these findings confirm that the system does more than merely capture
superficial keyword matches; it effectively identifies deeper, context-driven skill men-
tions. By combining domain-tailored preprocessing, sentence-level semantic embed-
dings, and flexible threshold calibration, the pipeline achieves an excellent balance
of precision and recall. In the future, further enhancements—such as adding special-
ized dictionaries for technical fields, integrating user feedback loops to refine threshold
settings, or incorporating advanced transformer-based models—could enhance adapt-
ability to a wider range of use cases while maintaining or even improving the current
level of performance.

4.2 SDG Extraction Validation

In addition to extracting ESCO skills, our system detects references to the 17 United
Nations Sustainable Development Goals (SDGs). As with the skills module, we distin-
guish between explicit mentions—where an SDG or its canonical synonyms are named
directly—and implicit mentions, where the text thematically aligns with an SDG but
does not mention it by name. To evaluate performance, we employ an advanced valida-
tion script (Run Advanced SDG Validation) that loads curated SDG data, processes
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synthetic test documents, applies multiple NLP strategies, and saves performance
metrics and figures.

Specifically, the validation pipeline comprises:

• Advanced Text Preprocessing: The system handles special characters, punc-
tuation, stopwords, and domain-specific terminology linked to each SDG. It uses
lemmatization and tokenization to standardize text across documents.

• Multi-Method Similarity Calculation: For each test document, the system
applies sequence matching for near-exact mentions, a TF-IDF-like weighting for crit-
ical SDG terms, and semantic similarity via spaCy’s vector representations. These
scores are then combined with optimized weights to capture a broad range of SDG
references.

• Confidence Thresholding and Matching Strategies: Different thresholds gov-
ern whether an SDG is deemed relevant to a chunk of text. The pipeline enforces
distinct heuristics for explicit (direct name matches) versus implicit (contextual
alignment) cases.

• Performance Recording and Visualization: After processing each test docu-
ment, the script logs precision, recall, and F1 scores for both mention types.

4.2.1 Metrics and Results

Using the same definitions for precision, recall, and F1 as in the skills evaluation,
Table 2 outlines the system’s performance on explicit, implicit, and overall SDG men-
tions. These results stem from processing a synthetic set of 80 documents (40 explicit,
40 implicit) aligned with known SDG references.

Mention Type Precision Recall F1 Score
Explicit 0.6167 0.9250 0.7400
Implicit 0.2833 0.8500 0.4250
Overall 0.4500 0.8875 0.5970

Table 2 SDG mention detection performance.
”Explicit” denotes direct SDG references; ”Implicit”
refers to context-based mentions.

4.2.2 Discussion of SDG Results

While the overall recall is relatively high (0.8875), the precision for implicit mentions
(0.2833) lags considerably behind that for explicit ones (0.6167). This discrepancy
reflects the inherent challenge of pinpointing context-dependent sustainability themes
without explicit keywords. For instance, a passage discussing “increasing local food
resilience” may imply SDG 2 (Zero Hunger), but the text never references “SDG 2”
or “hunger” directly. The system’s moderate precision for implicit mentions indicates
that it occasionally overextends, linking an SDG to text segments where thematic
overlap is not sufficiently strong.
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Nevertheless, these findings confirm that the module already demonstrates robust
coverage for explicit mentions and an encouraging capacity to capture implicit ones.
For large policy corpora or academic material where recall is paramount—such as scan-
ning national development plans for hidden sustainability concerns—this behavior is
beneficial. In contexts requiring higher precision, future enhancements could integrate
additional layers of semantic disambiguation or domain-specific expansions, such as
enriched synonym sets and specialized phrases (e.g., “food sovereignty,” “marine biodi-
versity,” “urban resilience”), to reduce false positives. Another avenue for improvement
is the integration of user feedback loops: if policy analysts repeatedly mark certain
implicit matches as incorrect, the system could learn to adjust its thresholding or
reweight its textual features accordingly.

Overall, the advanced SDG extraction pipeline proves highly effective in mapping
raw textual references—whether direct or contextually implied—to established global
goals. Its ability to flag passages related to social, economic, and environmental targets
makes it valuable for governmental agencies, NGOs, and researchers seeking to eval-
uate how well documents align with sustainability frameworks. Ongoing refinements
in the form of specialized language models, more sophisticated context analysis, and
iterative threshold calibration should further enhance its ability to discern true SDG
mentions from peripheral discussions, thereby boosting precision without sacrificing
the already strong recall.

4.3 Summary of Validation

Overall, these validation results demonstrate the system’s robust ability to process
both ESCO skills and SDG references—whether stated explicitly or implied by context.
In the skills extraction task, near-human-level performance underscores the effective-
ness of advanced text preprocessing, chunk-based semantic embeddings, and carefully
calibrated thresholds, all of which help the system capture subtle, implicit mentions.
Meanwhile, the SDG extraction module exhibits high recall, which is particularly
beneficial for large-scale policy scanning and sustainability assessments, though pre-
cision lags when references to global goals are context-driven rather than explicitly
named. Taken together, these findings confirm that the pipeline can transform diverse,
unstructured textual data into actionable insights, making it a valuable asset for pol-
icy analysts, educators, and human resource professionals. Looking ahead, targeted
refinements—such as enhanced domain-specific vocabularies, deeper context analysis,
and dynamic threshold tuning—offer a clear path to further improving precision for
implicit references while maintaining the strong coverage demonstrated thus far.

5 Discussion

The results presented in this paper highlight the potential of an end-to-end auto-
mated framework for skill extraction, occupation mapping, course recommendation,
and SDG alignment. As demonstrated in the validation experiments (Section 4), the
system attains near-human-level accuracy in detecting both explicit and implicit ref-
erences to ESCO skills, with F1 scores exceeding 0.95 overall (Table 1). This high
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fidelity underscores the combined effectiveness of our preprocessing pipeline, chunk-
based semantic embeddings, and FAISS-based similarity search. The system’s capacity
to detect implicit skill mentions is particularly noteworthy, indicating its robustness
in parsing contextually nuanced references that lack direct keywords. Moreover, the
separate validation of SDG alignment shows strong recall even when documents do
not explicitly cite SDGs, although precision for implicit mentions can still be improved
(Table 2). These findings collectively confirm that the platform is well-suited to
addressing various real-world needs, including workforce development, policy analysis,
and educational planning.

A key contribution of this work lies in its integrated approach. By unifying skill
extraction, occupational frameworks, course databases, and SDG analysis within a
single web-based interface, the system creates a synergistic environment where diverse
stakeholders—ranging from policymakers and educators to HR professionals and job
seekers—can benefit from a shared source of data-driven insights. Policymakers, for
instance, can upload legislative texts or policy briefs and immediately spot the skills
most relevant to emerging labor-market demands. The system’s automated detec-
tion of these skills and their associated occupations supports evidence-based policy
adjustments, as large volumes of complex text no longer require purely manual review
[1, 10]. Additionally, by measuring how closely each document aligns with specific
SDGs, users can quickly discern hidden sustainability themes or gaps. This function-
ality is particularly useful for institutions needing to demonstrate compliance with
global development agendas.

For educators and academic institutions, linking extracted skills to recommended
courses—initially from the SDSN platform and soon from the broader AE4RIA
network—offers a significant advantage. The system not only identifies which com-
petencies are in demand but also provides direct connections to relevant training
resources [2, 14]. Such rapid mapping can guide curriculum design, ensuring edu-
cational programs remain aligned with current industry and policy priorities. In
turn, learners gain better pathways for upskilling, allowing them to tackle emergent
fields like digital transformation or sustainability with greater confidence. The strong
performance in detecting implicit skill mentions further ensures that less obvious com-
petencies—those only contextually referenced in a course description—can still be
captured and recommended.

Employers also benefit from the tool’s comprehensive approach. By parsing
unstructured text such as résumés, job descriptions, or corporate policy documents,
organizations can identify core competencies in their workforce and spot emerging skill
gaps [15]. Real-time analytics on skill distribution can inform recruitment strategies,
drive targeted training initiatives, and align internal development programs with rec-
ognized occupational standards. Importantly, the system’s visual dashboards foster a
more transparent decision-making process, engaging both HR managers and job can-
didates in understanding how specific skill demands map to industry-wide or global
sustainability requirements.

From a technical standpoint, our pipeline illustrates how advanced NLP
methods—particularly FAISS indexing combined with SentenceTransformer embed-
dings—can meet large-scale, real-world data challenges. Rapid similarity queries within
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high-dimensional vector spaces and multi-stage chunk preprocessing allow for swift,
accurate document analysis, even as datasets grow. As shown in Section 2.5, bal-
ancing the similarity threshold (0.35) plays a central role in maintaining high recall
while filtering out spurious matches. In addition, the explicit versus implicit men-
tion breakdown (Sections 4.1 and 4.2) stresses how combined syntactic and semantic
strategies offer more holistic detection of critical information. These design choices
ensure that the system can be adapted to new languages, specialized terminologies,
or sector-specific ontologies with minimal overhead.

Yet, deploying automated skill extraction technology raises important ethical and
transparency considerations [17]. Pretrained language models can inadvertently encode
societal biases. Our approach includes preliminary bias-detection mechanisms and
user-interface transparency, but further work is needed to refine these measures.
Regular audits of the FAISS indices and the ESCO taxonomy, along with user feed-
back loops, will help mitigate unintended disparities in skill recommendations or
occupational mappings (Section 5.1).

Overall, the system’s successful performance across varied tasks—skill extraction,
SDG relevance assessment, and course recommendation—demonstrates the benefits
of integrating multiple NLP techniques into a unified framework. Users gain both a
bird’s-eye view of their data via interactive charts and the ability to delve deeper
into individual skills or SDG topics. By automating the tedious aspects of text anal-
ysis and bridging siloed information sources, the platform paves the way for more
agile, data-rich decision-making. This, in turn, can facilitate timely policy interven-
tions, better-targeted educational pathways, and a workforce development strategy
that remains responsive to evolving global trends. Looking forward, enhancements
such as specialized domain dictionaries, expanded course databases, and more sophis-
ticated bias-mitigation methods will further solidify the system’s role as a cornerstone
in modern policy, education, and HR analytics.

5.1 Ethical Considerations and Bias Mitigation

Automated skill extraction and occupation matching can inadvertently reflect and
even amplify societal biases embedded in training data or taxonomies [17]. In our
system, biases may arise from pretrained language models (e.g., BERT-based embed-
dings) which have been shown to contain gender, racial, or cultural stereotypes. To
mitigate such risks, we have integrated a bias-detection module that flags skill terms
or occupational suggestions statistically overrepresented in specific demographic con-
texts. Although preliminary, these efforts underscore our commitment to fairness and
transparency. Future plans include comprehensive audits of the FAISS indices and the
ESCO ontology to systematically identify and correct bias-inducing patterns. Addi-
tionally, user-interface transparency is crucial: clearly communicating confidence scores
and model rationales can empower end-users to question or override system outputs
where biases may exist. Our approach aligns with emerging guidelines for Responsible
AI, emphasizing accountability, explainability, and equitable outcomes.
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6 Conclusion

In this paper, we introduced a comprehensive framework that combines advanced
natural language processing techniques, semantic embeddings, and efficient similarity
searches to transform unstructured text into practical insights. By automating the
process of extracting and mapping skills from a variety of document formats, our sys-
tem tackles key challenges in policy analysis, workforce development, and educational
planning.

Our approach includes several important steps. First, we clean and organize text
to remove any irrelevant material while preserving the core information. Next, we use
semantic embeddings and chunking to keep the context intact. We then perform a
similarity search, powered by FAISS, to find the most relevant skills from the ESCO
framework. Alongside this, our system connects those skills to occupational profiles
and educational courses—starting with the SDSN catalog and, in future versions,
expanding to include other offerings from the AE4RIA network. By mapping in both
directions (from skills to courses and back), we ensure that we not only identify the
most crucial skills but also link them to suitable training and career opportunities.

To make it even more user-friendly, we built an interactive dashboard with Dash
and Plotly [18]. This interface lets users explore dynamic charts and data tables,
making it easier to analyze the results and support real-time decision-making. The
user-centered design reflects our goal of serving a wide range of stakeholders—from
policymakers and educators to employers and job seekers.

Although the framework is robust, there is still room for improvement. Future
efforts could focus on refining the text preprocessing techniques to handle specialized
terminology better, expanding the course database to cover more diverse educational
programs, and incorporating feedback loops to continually improve system perfor-
mance. We also see potential for integrating more data sources and applying advanced
machine learning methods to further enhance the accuracy of the skill and occupation
mapping.

Overall, our framework represents a meaningful step forward in automating the
analysis of unstructured text. By converting raw document content into structured,
actionable insights, this system offers a powerful tool to guide policy decisions, boost
workforce development initiatives, and promote lifelong learning in our increasingly
digital world.

7 Future Work

The current framework lays a solid foundation for automated skill extraction and
mapping, yet it opens several promising avenues for future enhancements and broader
applications. One immediate direction for improvement is the refinement of text
preprocessing techniques. While the current approach effectively removes extrane-
ous artifacts and preserves essential content, incorporating domain-specific language
models and adaptive filtering strategies could further enhance the system’s accuracy,
especially when handling specialized terminologies and complex document structures.
Advanced preprocessing would reduce false positives and improve the overall precision
of skill extraction.
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Another promising enhancement lies in expanding the course mapping component.
Initially, the system leverages course data from the Sustainable Development Goals
Academy (https://sdgacademy.org/courses/) and plans to incorporate additional
offerings from the AE4RIA network. Future work could integrate a broader range of
educational resources from global platforms and institutional repositories, enabling a
more comprehensive and dynamic mapping of skills to educational pathways. Real-
time data integration would allow the system to update course recommendations
continuously, thereby better aligning with current market trends and emerging skill
demands.

The framework’s underlying methodology also shows potential for adaptation to
other domains. Beyond policy analysis and workforce development, the techniques
employed could be applied to sectors such as healthcare, legal analysis, scien-
tific research, and beyond—areas where the automated extraction and mapping of
domain-specific knowledge could drive efficient decision-making and strategic plan-
ning. Exploring these interdisciplinary applications could significantly broaden the
impact of the system.

Furthermore, future research should investigate the integration of more advanced
machine learning models, such as deep contextual embeddings and reinforcement
learning-based approaches, to further refine the accuracy of both skill extraction and
occupation mapping. Emphasizing user feedback and real-world testing will be crucial
for iterative improvements, ensuring that the system remains responsive to evolving
needs. Additionally, addressing scalability and computational efficiency, as the volume
of processed documents increases, will be a critical focus for future development.

Additionally, we intend to conduct more extensive user studies involving policy-
makers, HR professionals, and educators. By observing how these stakeholders interact
with the web interface in real-world scenarios, we can refine the user experience and
measure direct impacts on decision-making processes. Conducting randomized pilots
across multiple institutions—ranging from local government agencies to multinational
corporations—will offer insights into how system outputs influence skill gap identifi-
cation, resource allocation, and curriculum design. These empirical findings will guide
iterative improvements to the interface, enhance the interpretability of results, and
drive domain-specific customization (e.g., specialized healthcare skill indices). Ulti-
mately, we see our framework becoming a modular and extensible platform that is
adaptable to various industries and aligned with global sustainability objectives.

Overall, these enhancements and extensions promise not only to improve the tech-
nical performance of the system but also to expand its utility across a variety of fields,
making it a versatile tool for transforming unstructured text into actionable insights.
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