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ABSTRACT

To study the elasticities of import demand function, we build a heterogeneous panel with data of 40 countries and use panel unit root tests (Im, Pesaran and Shin, 1997) and panel cointegration tests (Pedroni, 2004). We test our model with two previously used activity variables: GDP and GDP minus Export for a performance comparison. To estimate our elasticities, we make use of two modified panel version of FMOLS and DOLS developed by Pedroni (1996, 2000, 2001). Our tests prove that GDP outperforms GDP minus Exports as an activity variable in the cointegration context. FMOLS and DOLS give close results when we do individual estimates. When we use between-dimension estimators, we get conflicting results. Then, we split our sample into developed and developing countries and show that income elasticity in developing countries are not different than unity on average and are higher than in developed countries contradicting previous literature results.
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I INTRODUCTION

Many attempts have been made to estimate the Import Demand Function (IDF, hereafter) in different countries. The importance of this applied exercise stems from the effect of foreign trade and trade policy on the local economy. Also, devaluation in many countries is based on the negative effect it has on real exchange rate, which in turn discourages imports and improves trade balance. Thus, the value of import elasticity with respect to major macroeconomic factors reveals the degree to which the local economy is subject to foreign countries’ disturbances and the effectiveness of a devaluation policy.

Among the earliest papers in this field of applied research is Thursby and Thursby (1984) where the authors estimated different specifications of the IDF for five developed countries. They concluded that including lagged values of the dependent variables improves the model specification. Goldstein and Khan (1985) presented a detailed literature review on the Import and Export functions, their specifications, estimation methodologies and the problems arising from the choice of variables and simultaneity. Both papers however, are dated before the development of the cointegration literature. Cointegration technique is important in the case of IDF because of the presence of unit root in the related data series. Clarida (1994) used these econometric advances to estimate the US import elasticity of non-durable goods. Instead of an ad-hoc model, he estimated an IDF based on a simple rational expectations general equilibrium model. To tackle the problem of simultaneity, he applied a technique developed by Phillips and Loretan (1991), which consists of
including a lagged value of the deviation from the long run relationship. His results showed that US income and price elasticities of imports are 2.20 and –0.94 respectively. Reinhart (1995) estimated price and income elasticities of imports for 12 developing countries with 25 observations each. Her model suggested that the right scale variable is permanent income or a measure of wealth for which she used GDP as a proxy. She applied a dynamic estimator proposed by Stock and Watson (1990). Her estimates proved to be sensible. Moreover, she found evidence of Houthakker and Magee (1969) results; that is, the developing countries' income elasticity of imports is lower than developed countries' (which in her model are equal to the exports of the developing countries). However, the data of some countries in her sample did not show proper behavior in terms of cointegration. Hence, she pooled the observations into regional blocks in order to highlight the characteristics of each block. She found out that Houthakker and Magee (1969) results re-emerged in Asian and Latin American countries, but not in Africa. Senhadji (1997) used Philips and Hansen (1990) FMOLS technique to estimate the IDF idiosyncratic parameters for a set of 77 countries. His simple model suggested that the scale variable is GDP minus exports (GDPX). He included a lagged adjustment term into his model as suggested by previous studies, and concluded that the average long run income and price elasticities are 1.45 and –1.08 respectively. The data span varied between 27 and 34 annual observations depending on the data availability for each country.

A central point in IDF is the unitary elasticities. Reinhart's (1995) and Senhadji's (1997) models assume that import elasticities with respect to price and income are
respectively equal to one and minus one respectively. This may not be true (Reinhart, 1995) however, because of 1) the over simplified theoretical model, 2) the noise introduced by the use of proxies, and 3) the assumption that imports consist of final goods only, which is not too realistic.

In the context of panel studies like ours therefore, it is likely that these same factors have varying effects across each country in the panel which strongly suggests that the panel in our hand is heterogeneous. Accordingly, this paper calls upon recent developments in heterogeneous panel econometrics, which have opened wide the gate of applied research especially in developing countries where short time series data are an important obstacle for empirical research. To overcome the heterogeneity problem and reduce the small samples distortions, we build a heterogeneous panel to study the characteristics of the IDF and estimate its elasticities. Specifically, after pooling the data of 40 countries, we use the methodology proposed by Im, Pesaran, and Shin (1997, IPS hereafter) to test for the existence of unit root in our data series as predicted by the theory taking into account its heterogeneous characteristics in terms of fixed effect and autocorrelation parameter. Then, we verify the null of no cointegration hypothesis amongst our data series using Pedroni’s (2004) cointegration tests. These tests take the heterogeneous dynamic features of the series into account and do not constraint the cointegration vectors to be the same across the members. Ignoring these series features will have serious effects as we are going to see.

Other recent econometric techniques that we make use of are developed by Kao and Chiang (1997) and Pedroni (1996, 2000). The former proposed a parametric DOLS
panel estimator that pools the data along the within-dimension. They showed that this estimator has the same asymptotic distribution as the adjusted FMOLS within-dimension panel estimator proposed by Pedroni (1996). Yet, both estimators show relatively large distortions in small-size samples. Consequently, Pedroni (2000, 2001) showed that between-dimension (group-mean) panel FMOLS and DOLS estimators demonstrate minor size distortions in small samples. The between-dimension estimators have two advantages in heterogeneous panels. First, they allow greater flexibility in hypothesis testing. Second, they provide an estimate of the cointegrating vectors’ mean. The details of those estimators are left to section (2).

Our results show that all our panel variables are non-stationary. The cointegration analysis reveals that GDP outperforms GDPX as an activity variable. The individual elasticities are in general conformed to the theory with few exceptions and most of them are significantly different from unity. FMOLS and DOLS results are close to each other. With panel estimators however, they provide contradicting results. To further investigate the elasticities' characteristics, we split our sample into developing and developed countries and found that income elasticities in developing countries are equal to one on average, but unlike previous studies, are higher than those of developed countries.

The remaining of this paper is organized as follows: section (2) provides the theoretical background, the specification of the IDF model, and discusses the econometrical issues; section (3) presents the results of the tests and estimation while section (4) concludes.
II THE MODEL AND THE METHODOLOGY

The following subsection (1) discusses the theoretical model behind our IDF. We use a simple model developed by Reinhart (1995) and compare the equation she used for estimation with the one used by Senhadji (1997). Even if her basic model is not exactly the same as Senhadji's, we still can use it to compare both IDF's. Subsection (2) discusses the econometric aspects of our paper.

1) THE THEORETICAL MODEL

We assume an infinitely lived representative rational agent in a small open economy. At each period $t$, she consumes a non-traded home good $h_t$ and an imported good $m_t$. She has a stochastic endowment of the home good, $q_t$, and of the export good, $x_t$. At each period, her total endowment (or GDP) is therefore, $q_t + x_t \left( \frac{p_x}{p} \right)$, where $p_x$ is the price of exports, $p$ is the price of the home good or the numeraire, and the price ratio $\left( \frac{p_x}{p} \right)_t$ is the relative price of exports. She chooses quantities of the home good and imported good that maximize an infinite utility function. In a discrete time setting, her problem is presented as

$$\text{Max} \left\{ \sum_{t=0}^{\infty} \beta^t \left[ \alpha \ln(h_t) + (1-\alpha) \ln(m_t) \right] \right\}$$

subject to the following constraint:
In this model, \( \beta \) is the time preference parameter and is less than unity. \( A_t \) is the total foreign bonds (which can be negative in case of debt) detained by the agent at period \( t \) and is expressed in terms of the export good. \( r^* \) is the world interest rate, and

\[
\text{In this model, } \beta \text{ is the time preference parameter and is less than unity. } A_t \text{ is the total foreign bonds (which can be negative in case of debt) detained by the agent at period } t \text{ and is expressed in terms of the export good. } r^* \text{ is the world interest rate, and}
\]

\[
\begin{pmatrix}
\frac{p_s}{p} \\
\frac{p_m}{p}
\end{pmatrix}
\]

is the relative price of import. The two first order conditions with respect to \( h_t \) and \( m_t \) are:

\[
\frac{\alpha}{h_t} = \lambda_t \tag{3}
\]

\[
\frac{1 - \alpha}{m_t} = \left( \frac{p_m}{p} \right) \lambda_t \tag{4}
\]

where \( \lambda_t \) is the Lagrange multiplier. Equations (3) and (4) yield the following relationship:

\[
m_t = \frac{1 - \alpha}{\alpha} h_t \tag{5}
\]

Rewriting (5) in logarithm, we obtain
\[ \ln(m_t) = c + \ln(h_t) - \ln\left( \frac{p_m}{p} \right)_t \]  \hspace{1cm} (6)

where \( c = \ln\left( \frac{1-\alpha}{\alpha} \right) \). Since GDP is equal to \( q_t + x_t \left( \frac{p_t}{p} \right)_t \), and since \( q_t = h_t \) is a clearing condition, it follows that

\[ \ln(m_t) = c + \ln\left( GDP - x_t \left( \frac{p_t}{p} \right)_t \right) - \ln\left( \frac{p_m}{p} \right)_t. \]  \hspace{1cm} (7)

On the other hand, since the major interest is to estimate the long run elasticities of imports, Reinhart takes into account the steady state budget constraint, that is

\[ A \left( \frac{p_x}{p} \right) = q + x_t \left( \frac{p_x}{p} \right)_t + (1 + r^*)A \left( \frac{p_x}{p} \right) - h - m \left( \frac{p_m}{p} \right)_t. \]  \hspace{1cm} (8)

Rearranging (8) and taking into account the market clearing condition \( q = h \), we obtain

\[ m = \left[ x \left( \frac{p_x}{p} \right)_t + r^* A \left( \frac{p_x}{p} \right)_t \right] \left( \frac{p_m}{p} \right)_t. \]  \hspace{1cm} (9)

Rewriting (9) in log, we obtain
\[
\ln(m) = \ln\left( (x + r^* A) \left( \frac{P_x}{P} \right) \right) - \ln\left( \frac{P_m}{P} \right).
\]

Equation (10) states that, in the long run, imports have a positive relationship with the wealth or permanent income and a negative relationship with their relative prices. While Reinhart (1995) estimates (10) as the IDF, Senhadji (1997) uses (7). But he added, on an \textit{ad hoc} basis, a partial adjustment term as suggested by Thursby and Thursby (1984) to add dynamics to his model.

The difference between both equations is reflected on the choice of the activity variable. While (7) uses GDPX, (10) uses exports plus interests on net assets. Reinhart used GDP as a proxy for wealth because of data limitations. In this paper, we estimate IDF using both specifications of the activity variable and compare the performance of each.

A common aspect to both models is that they predict that elasticities with respect to the activity variable and price to be one and minus one respectively. As stated above, this may not be true. There are many reasons to believe that those elasticities may not be equal to one. For instance, if we use a utility function with constant elasticity of substitution, we would have found that import elasticity will depend on the intratemporal elasticity of substitution. Also, proxies such as GDP or relative price of imports may introduce a measurement error which deviate those elasticities from unity. Another argument against unit elasticity is the type of imported goods. In our model, imports consist of final goods. In real data, imports include final and intermediate goods and raw materials as well. It is plausible to think that those
factors have different effects in different countries, which leads us to assume that our panel is heterogeneous.

2) THE ECONOMETRIC METHODOLOGY

As mentioned above, we use IPS (1997) unit root tests. Two tests have been proposed, the LM-bar test and the t-bar test. Both allow for heterogeneity across members and residuals serial correlation. Their null hypothesis assumes that $\lambda_i = 1$ (where $i$ indicates the cross sectional member) against the alternative that $\lambda_i < 1$ in some or all "$i"s in

$$\Delta x_{i,t} = \mu_i + \theta_{i,t} - (1 - \lambda_i)x_{i,t-1} + \sum_{j=1}^{p_i} \rho_{i,j} \Delta x_{i,j} + \nu_{i,t}$$

(11)

where $x_{i,t}$ is the time series to be tested, $\Delta x_{i,t}$ is the first difference of $x_{i,t}$ and $\mu_i$ is the fixed effect. $\theta_i$ allows for an idiosyncratic linear trend for each group while $\nu_{i,t}$ is i.i.d. Monte Carlo experiments show that IPS (1997) tests outperform Levin and Lin (1993) test. They have greater power and better small-sample properties. Moreover, IPS (1997) showed that t-bar test has better performance over LM-bar test when N and T are small.

While the same unit root test can be applied for both raw and residuals data in conventional time series with proper adjustments to the critical values when applied to residuals, Pedroni (2004) observed that testing for residuals' unit root in panel data is not so straightforward. He proved that if the regressors are not strictly exogenous and if the cointegrating relationship is not constrained to be homogeneous across members, then proper adjustments should be made to the test statistics themselves.
Otherwise, the test becomes divergent asymptotically; that is, as the sample size grows large, one is certain to reject the null of no cointegration regardless of the true relationship. Moreover, he showed that imposing homogeneity falsely across members generates an integrated component in the residuals making them non-stationary leading an econometrician to conclude that her variables are not cointegrated even if they truly are.

For these reasons, he defines two sets of statistics. The first one consists of three statistics $Z_{iwT}$, $Z_{\rho_{ST}-1}$ and $Z_{t_{ST}}$. These statistics are based on pooling the residuals along the within-dimension of the panel. They are respectively analogous to the “panel variance ratio”, “panel rho”, and “panel $t$” statistics in Phillips and Ouliaris (1990).

The second set of statistics $\tilde{Z}_{\rho_{ST}-1}$, $\tilde{Z}_{t_{ST}}$ is based on pooling the residuals along the between-dimension of the panel. The basic of both statistics is to compute the group-mean of the individual conventional time series statistics. The asymptotic distribution of each of those five statistics can be expressed in the following form:

$$\frac{X_{N,T} - \mu \sqrt{N}}{\sqrt{\nu}} \Rightarrow N(0,1) \quad (12)$$

where $X_{N,T}$ is the corresponding form of the test statistic, while $\mu$ and $\nu$ are the mean and variance of each test respectively. They are given in table (2) in Pedroni (1999). Under the alternative hypothesis, Panel $\nu$ statistic diverges to positive infinity. Therefore, it is a one sided test were large positive values reject the null of no cointegration. The remaining statistics diverge to negative infinity, which means that large negative values reject the null.
In order to overcome the problem caused by the endogeneity of the regressors, we use two estimators, FMOLS and DOLS. OLS cannot be used because the effect of superconsistency may not dominate the endogeneity effect of the regressors. This may result in a biased and non-normal distribution of the residuals. The problem is amplified in a panel setting by the potential dynamic heterogeneity over the cross-sectional dimension. Two types of estimators have been suggested in panel settings: within dimension estimator and between-dimension (group-mean) estimator. While the former pools the observations along the within dimension of the panel, the latter pools them along the between dimension. Pedroni (1996, 2000) proposed a between-dimension FMOLS estimator to accommodate for heterogeneity amongst panel members. This estimator takes dynamic heterogeneity among regressors into account. Then, Kao and Chiang (2000) presented a panel within-dimension DOLS estimator based on including lags and leads of the first difference of the regressors in the estimated equation. They concluded that in a small sample heterogeneous panel, DOLS within-dimension estimator dominates FMOLS within-dimension estimator. The distortion in both estimators was still relatively large though. But, Pedroni’s (2001) demonstrated that FMOLS and DOLS between-dimension estimators have minor size distortions in small samples. What was more interesting in his finding was that the difference between within-dimension and between-dimension estimators was greater than between DOLS and FMOLS estimators. The advantage of a between-dimension estimator is its testing flexibility. Within-dimension's t-statistic can be used to test \( H_0: \beta_i = \beta_0 \) for all \( i \) versus \( H_1: \beta_i = \beta_a \neq \beta_0 \) where \( \beta_0 \) is the hypothesized common value for \( \beta \) under the null and \( \beta_a \) is an alternative common
value. But, the group-mean estimator allows to test $H_0: \beta_i = \beta_0$ for all $i$ versus $H_1: \beta_i \neq \beta_0$ for all $i$, so that the value of $\beta$ is not necessarily constrained to be the same across the members under $H_1$. Two more advantages are cited in favor of between-dimension estimator: 1) when the true cointegrating vectors are heterogeneous, it provides the mean value of the cointegrating vectors while the within-dimension estimator provides the average regression coefficient, and 2) its $t$-statistic exhibits relatively little distortions in small samples (Pedroni, 2000). We use both estimators in our article for the sake of comparison.

III RESULTS

We got the data from IFS and UNCDB. The data starts at a different year in each country depending of its availability. We choose to use 28 years of observations in each country in order to maximize the cross sectional dimension of our panel to 40. Nominal GDP, imports and exports are deflated using consumer price index. We divide the unit value of imports by consumer price index to obtain relative price of imports as in Reinhart (1995). Lag truncation has been set to a maximum of two for all tests and kernels because we have annual data. We start by testing for the existence of unit root in all our variables using both IPS tests: $t$-test and $LM-bar$ test. It is clear from table (1) that the four aggregates have unit root using either tests. Moreover, when the tests are applied to the first order differences, the null of non-stationarity is easily rejected indicating that our four variables are I(1).

Cointegration tests results using either scale variables, GDPX and GDP are shown in table (2). The panel-adf and group-adf tests are shown for comparison only. We find
evidence of cointegration with both scale variables. With GDPX, the three variables show some evidence of cointegration when we include a trend only. With GDP, we find more evidence of cointegration when a trend is excluded. Since $\nu$ and $\rho$ tests tend to under-reject the null of no cointegration (Pedroni, 2004), we can conclude that there is a strong evidence of cointegration amongst our variables using both aggregates.

The normal next step would be to estimate the cointegrating vectors. A problem arises here consisting on whether to estimate the cointegrating vectors with or without the deterministic trend. So far, no test has been developed to verify the significance of the heterogeneous deterministic trend in panel estimation. Moreover and to our knowledge, all previous work on import demand function estimation have not included a deterministic trend in the cointegration vector. Therefore, and in order to keep in the same line of previous research, we estimate our model with no deterministic trend. This allows us an easier comparison with other results. This decision will make us discard GDPX as the activity variable at this stage. Another motivation to estimate with no deterministic trend is that, in the case of GDP with no trend, all our tests reject the null of no cointegration which suggests a better performance.

We pursue our analysis therefore, and estimate the idiosyncratic cointegration vectors using FMOLS and DOLS followed by the panel cointegration vector. We test $H_0$: income elasticity of imports = 1 and $H_0$: price elasticity of imports = -1. Results are shown in table (3) where the numbers in parenthesis are the $t$ tests.
The elasticities with respect to income are close to each other using either FMOLS or DOLS. Using FMOLS (DOLS), 29 countries (31 countries) out of 40 show long run positive income elasticities significantly different from unity. They range between 0.40 (Kenya and Norway) and 2.77 (New Zealand, Spain and US). This compares to a wider range in Senhadji (1997) where the significant estimates ranged between 0.34 and 5.48. This can be explained by different methodologies of estimation and different data sets.

Regarding relative price, our estimates are negative, but significantly different from minus one in 28 countries using FMOLS (23 countries using DOLS). They range between -0.02 (Germany) and -2.08 (Mauritius). Again, this range is considerably narrower than the results of Senhadji (1997) where the price elasticities ranged between -0.01 and -6.66.

Even if we observe the large rejection rate of the null of a unitary elasticity, these results may not be too conclusive because of the short spanned data in each country. The last two rows to the right side in table (3) show the results of the panel estimates which are conformed to the theory. Using the within-dimension estimator, we reject the two null hypothesis using either FMOLS or DOLS. But as mentioned previously, the regression on the pooled panel gives the average regression coefficients and has therefore no economic meaning. The FMOLS and DOLS between-dimension estimators -the average of the cointegrating vectors- with their $t$-statistics are presented in the last row of table (3). They give conflicting results. While the DOLS estimator rejects the null of unitary elasticity, FMOLS does not. Both estimators exhibit minor distortions in small samples which mean that we cannot favor one
result over the other. On the other hand, both cases show that price elasticities are significantly different from the unity.

In order to deepen our investigation and find a clearer answer to our task, we use the United Nations classification to split our sample into two categories, developed and developing countries. To compare between both groups, we use our heterogeneous panel setting. The developed countries (19 countries) are indicated by the shaded rows in table (3) while the remaining ones (21 countries) are the developing countries. We have tried to include Cyprus and Israel in the developed countries because they have higher per capita GDP than some developed countries. We observed no difference in our results.

Testing different data series of developing and developed countries shows (table 4) that they are all I(1). Turning to cointegration analysis in table (5), it is obvious that developed and developing countries show contradicting (still weak though) regarding the cointegration using GDPX. Since GDP demonstrates better cointegration condition with no deterministic trend, we show the corresponding panel cointegrating vectors in table (6) where some interesting results emerge. Using within-dimension in both groups of countries, the income elasticity is significantly greater than one. Also, income elasticity in developed countries (1.69, FMOLS; and 1.72, DOLS) are obviously higher than in developing countries (1.07, both FMOLS and DOLS). These outcomes reflect Houthakker and Magee (1969) results and are in accordance with Reinhart (1995) results. But unlike the between-dimension estimator, these results cannot be interpreted as the average of the cointegrating vectors but as the average regression. The between-dimension estimator shows that
the average income elasticity in developed countries is not significantly different from the unity, and is higher than in developing countries'. This means, that as income increases, balance of payments in developing countries deteriorates while the reverse occurs in developing countries contradicting previous results.

On the other hand, table (6) shows that price elasticity is higher (in absolute values) in developing than in developed countries and is significantly different than minus one. This might be explained by the fact that a larger share of developed countries import consists of raw materials while those of developing countries consist of a larger variety of goods.
IV CONCLUSION

Our estimation methodology for the import demand function allows for heterogeneity across members. Our results reveal that 1) GDP shows better performance than GDP minus Exports and 2) income and price elasticities in developing countries are higher (in absolute values) than in developed countries.

Our results invite international economists to investigate the difference observed in both groups. That is, why the average elasticity is equal to unity and is higher in developing countries than in developed countries?

Appendix

The following list shows the period covered by the data for each country in our panel.

<table>
<thead>
<tr>
<th>Country</th>
<th>Period</th>
<th>Country</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1972-1999</td>
<td>Korea</td>
<td>1972-1999</td>
</tr>
</tbody>
</table>
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### Table 1: IPS tests

<table>
<thead>
<tr>
<th>Variable</th>
<th>Constant</th>
<th>Constant + trend</th>
<th>t-bar</th>
<th>LM-bar</th>
<th>Constant</th>
<th>Constant + trend</th>
<th>t-bar</th>
<th>LM-bar</th>
<th>t-bar</th>
<th>LM-bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td></td>
<td></td>
<td>2.94*</td>
<td>-1.33*</td>
<td>1.36*</td>
<td></td>
<td>-0.66*</td>
<td></td>
<td>-18.78</td>
<td>24.57</td>
</tr>
<tr>
<td>GDP- export</td>
<td></td>
<td></td>
<td>1.29*</td>
<td>-0.58*</td>
<td>1.99*</td>
<td></td>
<td>-1.47*</td>
<td></td>
<td>-18.79</td>
<td>24.81</td>
</tr>
<tr>
<td>Import price</td>
<td></td>
<td></td>
<td>3.51*</td>
<td>-1.81*</td>
<td>1.07*</td>
<td></td>
<td>-0.35*</td>
<td></td>
<td>-17.92</td>
<td>23.97</td>
</tr>
<tr>
<td>Import</td>
<td></td>
<td></td>
<td>8.31*</td>
<td>-3.41*</td>
<td>2.21*</td>
<td></td>
<td>-1.86*</td>
<td></td>
<td>-23.78</td>
<td>29.03</td>
</tr>
</tbody>
</table>

* cannot reject the null of non-stationarity at the 5% level.

### Table 2: Cointegration Analysis Tests

<table>
<thead>
<tr>
<th>Test</th>
<th>Constant without trend</th>
<th>Constant + trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDPX</td>
<td>GDP</td>
</tr>
<tr>
<td>Panel-ψ</td>
<td>-0.58</td>
<td>5.68*</td>
</tr>
<tr>
<td>Panel-ρ</td>
<td>0.74</td>
<td>-2.36*</td>
</tr>
<tr>
<td>Panel-τ</td>
<td>-0.13</td>
<td>-4.31*</td>
</tr>
<tr>
<td>Panel-adf</td>
<td>-0.66</td>
<td>-4.55*</td>
</tr>
<tr>
<td>Group-ρ</td>
<td>2.07</td>
<td>-1.58**</td>
</tr>
<tr>
<td>Group-τ</td>
<td>-0.16</td>
<td>-5.70*</td>
</tr>
<tr>
<td>Group-adf</td>
<td>-0.79</td>
<td>-5.65*</td>
</tr>
</tbody>
</table>

*rejects the null of no cointegration at the 5% level.

**rejects the null of no cointegration at the 10% level.
## Table 3: Elasticities' Estimates

<table>
<thead>
<tr>
<th>Country</th>
<th>FMOLS DOLS</th>
<th>DOLS</th>
<th>FMOLS DOLS</th>
<th>Activity Variable</th>
<th>Relative Price</th>
<th>Country</th>
<th>FMOLS DOLS</th>
<th>DOLS</th>
<th>FMOLS DOLS</th>
<th>Activity Variable</th>
<th>Relative Price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>1.54* (12.7)</td>
<td>1.83* (16.6)</td>
<td>-0.73* (3.5)</td>
<td>-0.37* (10.3)</td>
<td>Malaysia</td>
<td>1.05 (0.65)</td>
<td>0.78* (2.8)</td>
<td>-0.44** (1.91)</td>
<td>0.43* (5.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burkina-Faso</td>
<td>0.64* (-2.1)</td>
<td>0.51* (-2.9)</td>
<td>-0.18** (1.7)</td>
<td>0.16 (1.1)</td>
<td>Malta</td>
<td>0.97 (-0.5)</td>
<td>1.16* (4.3)</td>
<td>-0.53* (3.7)</td>
<td>-0.94 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>2.01* (5.46)</td>
<td>2.14* (13.0)</td>
<td>-1.02 (0.1)</td>
<td>-0.87 (1.1)</td>
<td>Mauritius</td>
<td>1.19* (3.9)</td>
<td>0.96 (-2.0)</td>
<td>-1.02 (0.09)</td>
<td>-2.08 (-1.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>0.85 (-0.8)</td>
<td>1.12 (0.3)</td>
<td>-1.90* (-4.6)</td>
<td>-1.21 (-0.6)</td>
<td>Morocco</td>
<td>0.79* (-2.0)</td>
<td>0.66* (-5.8)</td>
<td>-1.03 (0.2)</td>
<td>-1.23 (1.57)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Columbia</td>
<td>1.08 (0.91)</td>
<td>1.07 (1.55)</td>
<td>-1.59* (-4.2)</td>
<td>-1.68* (-5.8)</td>
<td>Netherlands</td>
<td>1.49* (8.8)</td>
<td>1.66* (15.8)</td>
<td>-0.29* (12.4)</td>
<td>-0.12* (19.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Costa Rica</td>
<td>1.13 (1.2)</td>
<td>1.38* (3.6)</td>
<td>-0.99 (0.2)</td>
<td>-0.90* (3.0)</td>
<td>New Zealand</td>
<td>2.77* (5.0)</td>
<td>2.76* (7.2)</td>
<td>-0.56* (4.9)</td>
<td>-0.26* (11.2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyprus</td>
<td>1.23* (6.2)</td>
<td>1.20* (12.4)</td>
<td>0.20* (7.6)</td>
<td>0.40* (29.0)</td>
<td>Norway</td>
<td>0.40* (-3.2)</td>
<td>-0.10* (-2.8)</td>
<td>-1.08 (0.4)</td>
<td>-1.40 (-1.3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>1.90* (6.4)</td>
<td>1.99* (12.4)</td>
<td>-0.26* (7.1)</td>
<td>-0.24* (15.2)</td>
<td>Pakistan</td>
<td>1.02 (0.3)</td>
<td>1.12 (1.29)</td>
<td>-0.78* (2.2)</td>
<td>-1.25 (0.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>1.23* (2.7)</td>
<td>1.22* (4.1)</td>
<td>-0.33* (4.8)</td>
<td>-0.39* (8.9)</td>
<td>Philippines</td>
<td>1.80* (6.0)</td>
<td>2.13* (6.5)</td>
<td>-1.20 (1.2)</td>
<td>-1.76* (2.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>2.04* (11.6)</td>
<td>2.48* (14.7)</td>
<td>-0.16* (9.7)</td>
<td>0.21 (16.1)</td>
<td>Portugal</td>
<td>2.27* (6.1)</td>
<td>2.55* (10.1)</td>
<td>0.07* (4.8)</td>
<td>0.40* (6.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>1.51* (3.4)</td>
<td>1.47* (4.1)</td>
<td>-0.02* (4.7)</td>
<td>0.06* (7.2)</td>
<td>S. Africa</td>
<td>0.58* (-3.1)</td>
<td>0.75** (-1.85)</td>
<td>-0.61* (2.2)</td>
<td>-0.47* (4.4)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>1.63* (3.9)</td>
<td>1.39* (5.2)</td>
<td>-0.56* (3.8)</td>
<td>-0.57* (3.7)</td>
<td>Spain</td>
<td>2.77* (7.7)</td>
<td>2.40* (11.1)</td>
<td>-0.31* (4.9)</td>
<td>-0.53* (6.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iceland</td>
<td>0.74* (-4.5)</td>
<td>0.82* (-2.6)</td>
<td>-0.33* (3.0)</td>
<td>-0.43* (2.2)</td>
<td>Sri Lanka</td>
<td>1.07 (0.7)</td>
<td>1.31* (2.7)</td>
<td>-0.70* (3.2)</td>
<td>-0.79* (2.10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>1.51* (-4.5)</td>
<td>1.45* (5.5)</td>
<td>-0.47* (3.7)</td>
<td>-0.34* (2.6)</td>
<td>Sweden</td>
<td>1.66* (4.9)</td>
<td>1.70* (12.0)</td>
<td>-0.50* (3.9)</td>
<td>-0.44* (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ireland</td>
<td>1.56* (16.5)</td>
<td>1.58* (11.0)</td>
<td>-0.04* (13.5)</td>
<td>0.02* (12.3)</td>
<td>Syria</td>
<td>1.34** (1.87)</td>
<td>1.06 (0.33)</td>
<td>-1.08 (1.3)</td>
<td>-1.14* (2.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>0.82 (-1.4)</td>
<td>1.07 (1.1)</td>
<td>-0.98** (5.8)</td>
<td>-0.94* (10.2)</td>
<td>Thailand</td>
<td>1.47* (9.2)</td>
<td>1.45* (12.3)</td>
<td>-0.75 (1.1)</td>
<td>-0.77 (0.6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>1.22* (2.8)</td>
<td>1.38* (4.1)</td>
<td>-0.49* (1.79)</td>
<td>-0.37* (11.1)</td>
<td>UK</td>
<td>1.79* (4.3)</td>
<td>1.48** (1.89)</td>
<td>-0.25* (4.2)</td>
<td>0.58** (1.66)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>1.30 (1.0)</td>
<td>1.12** (1.95)</td>
<td>-0.37* (4.1)</td>
<td>-0.45* (16.0)</td>
<td>USA</td>
<td>2.28* (16.6)</td>
<td>2.77* (8.54)</td>
<td>-0.30* (7.6)</td>
<td>0.31* (5.8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jordan</td>
<td>1.37* (2.8)</td>
<td>1.29* (2.6)</td>
<td>-0.36* (2.1)</td>
<td>-0.87 (0.4)</td>
<td>Venezuela</td>
<td>1.06 (0.2)</td>
<td>0.48 (0.8)</td>
<td>-0.52 (1.3)</td>
<td>-0.30 (1.17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kenya</td>
<td>0.50* (-2.4)</td>
<td>0.40* (-5.6)</td>
<td>-1.14* (-0.8)</td>
<td>-1.37* (-5.3)</td>
<td>Within Dimension</td>
<td>1.37* (-22.5)</td>
<td>1.38* (27.9)</td>
<td>-0.60* (19.7)</td>
<td>-0.59* (33.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S. Korea</td>
<td>1.08 (0.8)</td>
<td>1.0 (0.2)</td>
<td>-0.51** (1.7)</td>
<td>-0.57* (3.5)</td>
<td>Between Dimension</td>
<td>1.06 (1.37)</td>
<td>1.20* (4.8)</td>
<td>-0.72* (14.9)</td>
<td>-0.81* (15.9)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*reject the null with 95% significance level.

** reject the null with 90% significance level.
### Table 4: IPS tests-Developed & Developing countries

<table>
<thead>
<tr>
<th>Variable</th>
<th>t-bar</th>
<th>LM-bar</th>
<th>First order difference t-bar</th>
<th>LM-bar</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DEVELOPED COUNTRIES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>Constant</td>
<td>3.80*</td>
<td>-1.10*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>0.33*</td>
<td>0.57*</td>
<td></td>
</tr>
<tr>
<td>GDP-export</td>
<td>Constant</td>
<td>0.98*</td>
<td>-0.20*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>0.58*</td>
<td>-0.41*</td>
<td></td>
</tr>
<tr>
<td>Import price</td>
<td>Constant</td>
<td>4.00*</td>
<td>-2.91*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>-1.46*</td>
<td>1.82**</td>
<td></td>
</tr>
<tr>
<td>Import</td>
<td>Constant</td>
<td>8.16*</td>
<td>-3.70*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>1.39*</td>
<td>-1.10*</td>
<td></td>
</tr>
<tr>
<td><strong>DEVELOPING COUNTRIES</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GDP</td>
<td>Constant</td>
<td>1.20*</td>
<td>-0.80*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>1.56*</td>
<td>-1.45*</td>
<td></td>
</tr>
<tr>
<td>GDP-export</td>
<td>Constant</td>
<td>0.84*</td>
<td>-0.61*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>2.20*</td>
<td>-1.64*</td>
<td></td>
</tr>
<tr>
<td>Import price</td>
<td>Constant</td>
<td>1.03*</td>
<td>0.27*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>2.86*</td>
<td>-2.22*</td>
<td></td>
</tr>
<tr>
<td>Import</td>
<td>Constant</td>
<td>3.70*</td>
<td>-1.19*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Constant + trend</td>
<td>1.73*</td>
<td>-1.52*</td>
<td></td>
</tr>
</tbody>
</table>

* cannot reject the null of non-stationarity at the 5% level

### Table 5: Cointegration Analysis Tests-Developed & Developing countries

<table>
<thead>
<tr>
<th>Test</th>
<th>No trend</th>
<th>Constant + trend</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>GDPX</td>
<td>GDP</td>
</tr>
<tr>
<td>DEVELOPED COUNTRIES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel-ν</td>
<td>-1.05</td>
<td>4.02*</td>
</tr>
<tr>
<td>Panel-ρ</td>
<td>1.09</td>
<td>-2.22*</td>
</tr>
<tr>
<td>Panel-τ</td>
<td>0.94</td>
<td>-3.25*</td>
</tr>
<tr>
<td>Panel-adf</td>
<td>0.29</td>
<td>-2.51*</td>
</tr>
<tr>
<td>Group-ρ</td>
<td>2.21</td>
<td>-1.72*</td>
</tr>
<tr>
<td>Group-τ</td>
<td>1.60</td>
<td>-4.11*</td>
</tr>
<tr>
<td>Group-adf</td>
<td>1.08</td>
<td>-2.85*</td>
</tr>
<tr>
<td>DEVELOPING COUNTRIES</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel-ν</td>
<td>0.42</td>
<td>3.70*</td>
</tr>
<tr>
<td>Panel-ρ</td>
<td>-0.22</td>
<td>-1.57**</td>
</tr>
<tr>
<td>Panel-τ</td>
<td>-1.39**</td>
<td>-3.33*</td>
</tr>
<tr>
<td>Panel-adf</td>
<td>-1.42**</td>
<td>-3.63*</td>
</tr>
<tr>
<td>Group-ρ</td>
<td>0.76</td>
<td>-0.65</td>
</tr>
<tr>
<td>Group-τ</td>
<td>-1.74*</td>
<td>-4.04*</td>
</tr>
<tr>
<td>Group-adf</td>
<td>-2.12*</td>
<td>-4.48*</td>
</tr>
</tbody>
</table>

*(***) rejects the null of no cointegration at the 5% (10%) level.
### Table 6: Developed and Developing Countries' Elasticities (no trend)

<table>
<thead>
<tr>
<th></th>
<th>GDP</th>
<th>Relative Price</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FMOLS</td>
<td>DOLS</td>
</tr>
<tr>
<td>Developed</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within Dimension</td>
<td>1.69*</td>
<td>1.72* (25.71)</td>
</tr>
<tr>
<td>Between Dimension</td>
<td>0.75* (-2.56)</td>
<td>0.67* (-4.88)</td>
</tr>
<tr>
<td>Developing</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Within Dimension</td>
<td>1.07* (6.52)</td>
<td>1.07* (6.95)</td>
</tr>
<tr>
<td>Between Dimension</td>
<td>1.04 (-1.09)</td>
<td>1.23 (-1.18)</td>
</tr>
</tbody>
</table>

The author thanks Peter Pedroni for helpful comments.
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i IPS (1997) presented a modified test to allow for serially correlated disturbances as well.

ii A group-mean variance ratio statistics is not presented because it is dominated by the two other statistics.

iii The estimation results of the corresponding cointegrating vectors are available from the author upon request.