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This book is intended primarily for a conventional one-semester or one-quarter course in international trade for undergraduate economics majors. It is most suitable for a course with a one-semester intermediate-microeconomics prerequisite, but we have not assumed that students will have had such a course. The book is not well suited to a course which covers both international trade and finance in one semester or quarter, and not well suited to a course for non-majors. The book also serves as a background text in graduate courses, giving students the basic theory before they plunge into journal articles.

Our interest in producing such a book was born from the frustration derived from the fact that virtually all alternative texts are simplified versions of what most instructors would prefer for a semester course in trade for economics majors. Competing books are tightly clustered in the center of a linear Hotelling-Lancaster characteristic space, trying to be suitable for combined trade-and-finance courses for non-majors at one end of the spectrum, to trade-only courses for majors at the other end. We are entering at the upper end of the characteristic line, hoping to carve out that market niche.

Having defined the market, we should quickly indicate the analytical level of the book lest we scare off the faint of heart. The analytical exposition is largely in terms of geometry, with the necessary tools being developed up front in Chapters 2–4. Relatively simple algebra is used, and when more advanced methods are applied, we are careful to place the material in sections that can be skipped without loss of continuity. The use of calculus is quite minimal, even in the more advanced sections.

Indeed, the book uses few analytical methods more advanced than competing texts. What distinguishes the book is partly its analytical approach, but more importantly the breadth and depth of its coverage. We have tried to maintain a uniform level of analysis throughout the book, and the same basic "tool kit" developed in Chapters 2–4 is used over and over to avoid the
costs of developing and learning new analytical constructions for each new topic. Our perception of standard texts is that they tend to treat one topic on a fairly formal level, such as the Heckscher-Ohlin model, and then resort to anecdotes about other topics, such as the industrial-organization approach to trade. Our analysis of the Heckscher-Ohlin model is not more advanced than that found in the more advanced of the competing texts, but our analysis of other equally important topics maintains approximately the same level and depth of presentation.

This new book is a much revised version of an old Markusen and Melvin text. The book has been greatly strengthened by the addition of two new authors, Bill Kaempfer and Keith Maskus. Maskus is widely known and respected for his papers on empirical trade and policy issues. He brings strengths that are complementary to those of the original theory-oriented authors, and has improved the book both in its coverage of empirical evidence and in its exposition of the subtleties of modern trade policy. Kaempfer has written extensively on the political economy of trade policy, ranging from analyses of sanctions to the choice of policy instruments, and determinants of the pattern of protection. It is essential that trade theory texts move on from simply analyzing the effects on tariffs and quotas to analyzing why they arise in equilibrium. Kaempfer's efforts also have strengthened the book.

Key features of the book are as follows:

1. Part 1 of the book (Chapters 1–5) introduces the microeconomic foundations of the theory, and develops almost all of the tools which are used subsequently. By popular demand, offer curves are avoided in favor of excess demand curves. Offer curves are covered in an appendix. Chapter 5 analyzes the gains from trade, laying a foundation which is used repeatedly throughout the book.

2. Part 2 (Chapters 6–14) develops the positive theory of trade and considers empirical tests of these theories. Our world view is that many things cause trade, and each deserves an analysis in isolation from the others. Accordingly, Part 2 follows a methodology in which two economies are identical in every respect except one. These "bases for trade" include differences in technology, differences in relative factor endowments, government policies including taxes and subsidies, imperfect competition, scale economies, and demand factors, such as non-identical and non-homogeneous preferences and preferences for diversity.

3. Part 3 (Chapters 15–20) turns to trade policy, considering the various consequences of tariffs, quotas, and voluntary export restraints. In line with current research interests, a major chapter is devoted to strategic trade policy. Two other "non-traditional" chapters include one on the political economy of trade policy and one on administered protection. The former analyzes ways to endogenize protection, while the latter discusses institutions, rules, contingent protection, and major features of trade law and surrounding controversies.

4. Part 4 (Chapters 21–23) reverts to positive theory, analyzing factor trade, multinational firms, and growth. These chapters incorporate a great deal of research undertaken since the old Markusen and Melvin book was drafted almost a decade ago.

Thanks are due to many individuals. Our editor, Scott Stratford at McGraw-Hill, put a great deal of effort into the project, and in particular organized the most thorough and constructive set of reviews we have ever seen. We thus wish to express great appreciation to those reviewers for their significant contributions to the book. Ex post facto, we learned that they were James Cassing, University of Pittsburgh; Eric Fisher, The Ohio State University; Craig Schulman, University of Arkansas; and Nicolas Schmitt, Simon Fraser University. Carsten Kowalczyk read several chapters and gave us a number of valuable suggestions. If readers find something particularly objectionable about the book, there is a good chance that one of these five pointed it out, and for one reason or another we did not make the change. Veta Hartman, Jim Markusen's administrative assistant, ably performed many departmental functions so that he had time to work on the manuscript. Laura Langhoff composed all of the figures in electronic medium, rendering the ruler and flex-curve additional obsolete parts of trade theory.

James R. Markusen
William H. Kaempfer
Keith E. Maskus
PART I

TECHNICAL CONCEPTS AND THE GAINS FROM TRADE
1.1 THE GLOBAL ECONOMY

In recent years international economic issues have taken center stage in the news. For example, on January 1, 1994, the United States, Canada, and Mexico entered into a joint compact, called the North American Free Trade Area (NAFTA), that would gradually reduce trade barriers among them. As readers may recall, negotiation of NAFTA was heavily controversial in all three nations, and its passage was anything but certain. Some people in the United States were worried about the impact of freer trade with Mexico on the living standards of lower-skilled Americans, while others had concerns about the potential effects of NAFTA on environmental standards in the region. On the other hand, U.S. advocates of the agreement proclaimed its potential to raise incomes overall through greater trade and investment flows. Canadians had the same concerns and hopes about the potential effects of NAFTA, with further worries about safeguarding the security of their supplies of oil and natural gas. For their part, many Mexicans were wary of closer competition with the United States' high productivity standards and advanced technologies, expressing particular concern about the fate of traditional Mexican agriculture and peasant cultures.

The countries of the world are also moving toward closer trade integration through acceptance of the Uruguay Round Agreement in the General Agreement on Tariffs and Trade (GATT). The GATT agreement would set out broad rules governing national policies that influence international competition, including tariffs, quotas, foreign investment regulations, agricultural subsidies, and patents and copyrights, among other practices. Because different countries have conflicting interests in these areas, negotiation of the Uruguay Round accords was also quite contentious. Nonetheless, most
The economic unit under study in this text is the nation. We will study decision-making in a national context and examine whether nations can work to maximize some measure of collective well-being. In doing so, we will consider decisions at both the individual and the governmental levels.

Within each nation is an aggregate of individuals acting in the economic arena. International trade results from the interactions among those individuals and with persons in other nations. Thus, understanding the theory of the firm and the theory of consumer behavior is important in studying this level of international economics.

Different nations arise largely because of historical, political, and geographical factors. In practical terms, however, nations are identified with their governments, which take actions that affect the domestic and global economies. This level of decision-making is one feature that distinguishes the study of international trade from the study of traditional economics. Our usual presumption is that governments act in order to maximize the overall income and welfare of the economy. As we will see, however, this presumption is often untrue.

International economics can be divided conveniently into two parts: real analysis or trade theory, and monetary analysis or international finance. Real analysis studies the reasons that trade takes place, the implications for commodity and factor prices of changes in real variables (such as the stock of capital and the supply of labor), the benefits that accrue from international trade, and the effects of trade restrictions on the welfare of the economy. Because its focus is equilibrium determination of real trade flows and welfare, trade theory generally analyzes barter exchange expressed in terms of a numeraire good. It ignores macroeconomic disequilibrium problems by assuming the existence of full employment and aggregate trade balance. Monetary analysis, on the other hand, is concerned with such issues as the determination of exchange rates and the international transmission of unemployment and inflation. Often the two branches of international economics use different methodologies, with trade theory using market-clearing microeconomic equilibrium processes and international finance using macroeconomic concepts such as a single aggregate output and price level, in which there can be short-run fluctuations. However, this distinction can easily be overdrawn. In recent years economists have made great strides in integrating the two approaches by modelling aspects of international finance, such as the existence of an aggregate trade deficit, as the result of microeconomic equilibrium processes in which agents trade goods both across borders and over time. We incorporate this approach into the final chapter of the text.

The subject matter of this book concerns the trade in commodities and factors that takes place among nations. One question naturally arises: why is it necessary to distinguish trade between nations from trade between regions, and even from trade between individual consumers? The basic motivations for all such exchanges are similar, including differences in tastes and factor endowments. However, there are some unique features of
international trade. First, though it is reasonable to assume that labor is completely mobile within a country, labor mobility among countries is severely restricted because of government regulation and differences in such things as language, religion, and social customs. Indeed, it is usually assumed in trade theory that labor is completely immobile among countries. Much of the theory of international trade also assumes capital to be immobile among countries, though we thoroughly analyze the implications of capital mobility in later chapters. Differences in the degree of factor mobility are important because they help govern the incentives for and the implications of trade in commodities.

A second distinguishing feature of international trade is the governmental regulatory power that does not exist in individual or interregional trade. Countries impose tariffs and nontariff barriers against imports. They limit the free flow of factors of production among countries and even adjust domestic policies so as to change the pattern of international trade. Such activities are virtually unknown among regions within the same country and in many countries are actually against the law. For example, the U.S. Constitution reserves to Congress the right to regulate interstate commerce, implying that individual states cannot erect barriers against imports from other states.

This dichotomy between interregional and international trade policies is quite interesting. In part, it reflects a popular, though flawed, view that trade among agents within a country is beneficial while international trade may be costly. People in wealthier nations often argue that trade with poorer nations is harmful because it invites competition from low-wage foreign labor, while people in poorer countries make the opposite case that trade with countries with high-level technologies is unfair. These two views are fundamentally mercantilist in nature, in that they see international trade as taking place within a fixed-sum game. The gains to one country are accompanied by losses to another country. This view is wrong because international exchange, like trade among domestic agents, tends to expand aggregate incomes in all countries. Indeed, a substantial point of inquiry in our book will be to investigate the nature of the gains from trade, or the benefits from international commerce.

To gain a basic understanding of this question, however, note that countries would be worse off if they were precluded from trading. For example, if Canada were not able to export commodities such as wheat and other grains and natural resources, Canadians could not enjoy their present high standard of living. Japan imports raw materials and exports final products; without such trade the real incomes of workers in Japan would be significantly lower. Even large and diverse economies such as that of the United States depend on foreign trade to supply a significant proportion of essential commodities such as petroleum and automobiles. Attaining self-sufficiency at the national level is no more feasible than it would be for a single family to produce all the goods it must consume.

1.3 THE IMPORTANCE OF INTERNATIONAL TRADE

To justify a careful examination of international trade it is important to demonstrate that such trade is an important part of the overall economic activity of nations. There are numerous dimensions to this issue, including the growth, levels, and structure of trade in relation to domestic production.

Trade, Growth, and Economic Interrelatedness

Globally, international trade has grown considerably in recent decades. For example, over the period between 1963 and 1979, the rate of expansion of real merchandise exports (that is, the value of exports deflated by changes in export prices) in the world averaged 11.8 percent per year, a remarkably high growth rate by historical standards. Indeed, this figure likely underestimates the true growth in the real volume of exports because available price data do not adequately account for the marked improvements in product quality in recent years. At the same time, global growth in real output, measured by gross domestic product (GDP) in each country, averaged 6.1 percent per year, also high by historical standards. Thus, during that period, the world experienced a rapidly rising effective integration among countries as they became more closely interrelated through international trade in goods. This trend continued after 1979, though economic activity grew at markedly slower rates. Over the period between 1979 and 1991, real export growth averaged 4.4 percent per year, while real output expansion averaged 2.9 percent per year.

This increasing interrelatedness among countries may be observed for specific nations as well. Table 1.1 lists a selected set of countries at different levels of economic development. The first two columns of figures show per-capita gross national product (GNP) in 1990, measured in U.S. dollars, and the average annual growth rate in this variable between 1965 and 1990. Clearly there is wide variation in international living standards, as measured by per-capita GNP. While there are problems in constructing such measures, it appears that there may be as much as a one hundred-fold difference in per-capita incomes between the poorest and wealthiest countries of the world.

Looking at per-capita incomes in a particular year provides only a snapshot of the relative positions among nations. Over time, some countries tend to grow faster than others, as noted in the second column of figures. Overall, it seems that poorer countries tend to grow somewhat faster than richer countries, though this relationship is weakly reflected in these data. Indeed, in some nations, such as Uganda, measured standards of living have actually deteriorated in the last 25 years. One clear suggestion from the data is that between 1965 and 1990 the nations of East Asia (China, Indonesia, the Republic of Korea, Singapore, and Japan as shown in Table
in the contribution of their exports to GDP. Most striking is the experience of China, whose exports rose explosively from 1.8 percent of GDP to 19.5 percent of GDP. That Japan’s share was relatively static does not mean that export growth was unimportant. To the contrary, Japan’s merchandise exports rose sixteen-fold over the period, as did its GDP. No other developed nation experienced such rapid increases in economic activity. Thus, at this level it appears that rapid trade growth is positively related to rapid economic growth.

**Trade and National Characteristics**

Some particular features of the data are worth mentioning. Note that Singapore’s exports were almost half again as large as its GDP in 1991. This fact reflects Singapore’s status as a center for entrepot trade, involving the provision of warehousing, transport facilities, and services in transshipping goods from one market to another. For example, much of Malaysia’s exports are processed through Singapore to their ultimate destinations elsewhere. In principle, it is possible for any nation to have a level of exports greater than GDP, though this is unusual in practice. Note also that Canada has long had a high proportion of its GDP devoted to exports, with a slight rise to nearly one quarter by 1991. Canada is an excellent example of a nation that economists regard as “open,” in the sense that international transactions represent a highly significant proportion of overall activity. For example, in Canada exports now tend to comprise a larger component of national demand than investment.

The United States has slowly but steadily seen the importance of exports in GDP rise over time. Over seven percent of U.S. GDP in 1991 was produced for export, a figure that amounted to some $339 billion. While this is a substantial sum, the United States retains the lowest export-to-GDP ratio among the major industrialized nations. The primary reason for this is simply that the United States is such a large country that relatively little of its output needs to be produced for the foreign sector. Most of its output may be sold in the huge domestic market with its diversified tastes.

The European Community (EC) provides a good example of a set of countries that are intimately interrelated through international transactions. The EC is an example of a customs union, in which the member countries erect no barriers to imports from the other members while adopting a common set of restrictions on imports from outside the union. This structure provides a strong measure of economic integration among the participating nations. Accordingly, over 22 percent of the total GDP in these economies is exported, much of it to other countries within the Community. Over time, each of the twelve countries has become more open in the sense considered here, in large part because of the integration of their economies through trade. Spain, for example, joined the EC in 1986 and has seen its trade with other EC members rise rapidly.

### TABLE 1.1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Uganda</td>
<td>236</td>
<td>-2.4</td>
<td>0.2</td>
<td>0.6</td>
<td>16.7</td>
<td>7.9</td>
<td></td>
</tr>
<tr>
<td>India</td>
<td>350</td>
<td>1.9</td>
<td>17.7</td>
<td>20.4</td>
<td>3.3</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td>China</td>
<td>370</td>
<td>5.8</td>
<td>72.1</td>
<td>63.8</td>
<td>1.8</td>
<td>19.5</td>
<td></td>
</tr>
<tr>
<td>Indonesia</td>
<td>570</td>
<td>4.5</td>
<td>29.0</td>
<td>26.9</td>
<td>12.4</td>
<td>24.9</td>
<td></td>
</tr>
<tr>
<td>Turkey</td>
<td>1630</td>
<td>2.6</td>
<td>13.6</td>
<td>21.0</td>
<td>5.3</td>
<td>14.2</td>
<td></td>
</tr>
<tr>
<td>Mexico</td>
<td>2490</td>
<td>2.8</td>
<td>27.1</td>
<td>38.2</td>
<td>3.4</td>
<td>9.6</td>
<td></td>
</tr>
<tr>
<td>Brazil</td>
<td>2060</td>
<td>3.3</td>
<td>91.6</td>
<td>32.0</td>
<td>7.0</td>
<td>7.6</td>
<td></td>
</tr>
<tr>
<td>Rep. of Korea</td>
<td>5400</td>
<td>7.1</td>
<td>57.1</td>
<td>81.3</td>
<td>5.0</td>
<td>23.3</td>
<td></td>
</tr>
<tr>
<td>Singapore</td>
<td>11160</td>
<td>6.5</td>
<td>58.9</td>
<td>66.0</td>
<td>1.3</td>
<td>25.6</td>
<td></td>
</tr>
<tr>
<td>EC-12*</td>
<td>17334</td>
<td>2.5</td>
<td>1366.0</td>
<td>1447.1</td>
<td>18.5</td>
<td>22.4</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>11095</td>
<td>2.4</td>
<td>60.1</td>
<td>93.1</td>
<td>6.3</td>
<td>11.0</td>
<td></td>
</tr>
<tr>
<td>U.K.</td>
<td>16100</td>
<td>2.0</td>
<td>185.1</td>
<td>210.0</td>
<td>18.2</td>
<td>21.1</td>
<td></td>
</tr>
<tr>
<td>Germany*</td>
<td>23230</td>
<td>2.4</td>
<td>401.8</td>
<td>387.9</td>
<td>18.5</td>
<td>22.4</td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>20470</td>
<td>2.7</td>
<td>134.8</td>
<td>117.6</td>
<td>22.6</td>
<td>24.4</td>
<td></td>
</tr>
<tr>
<td>U.S.</td>
<td>21790</td>
<td>1.7</td>
<td>397.7</td>
<td>506.2</td>
<td>4.3</td>
<td>7.1</td>
<td></td>
</tr>
<tr>
<td>Japan</td>
<td>25450</td>
<td>4.1</td>
<td>314.4</td>
<td>234.1</td>
<td>9.6</td>
<td>9.4</td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>32680</td>
<td>1.4</td>
<td>91.5</td>
<td>66.3</td>
<td>25.1</td>
<td>26.5</td>
<td></td>
</tr>
<tr>
<td>World</td>
<td>4010</td>
<td>1.5</td>
<td>3398.6</td>
<td>3508.2</td>
<td>10.1</td>
<td>15.4</td>
<td></td>
</tr>
</tbody>
</table>

Sources: Calculated by the authors using the World Bank, World Development Report, and the International Monetary Fund, Direction of Trade Statistics Yearbook.

* EC-12 refers to the current twelve members of the European Community. Though not all of these countries were members in 1965, the data for all twelve are included here. For the EC, figures on GNP per capita in 1990 and average annual growth rates were weighted by national populations.

* Data for Germany exclude figures for former East Germany.

1.1) registered the strongest economic growth among regions of the world. Thus, two important questions for study, to which we will turn in Chapters 13 and 23, are how international trade is related to economic growth and whether trade should be considered a cause or a consequence of growth.

Suggestive evidence in answer to these questions exists. Consider the data in the final two columns of Table 1.1, which show the ratios of merchandise exports to GDP in 1970 and 1991. These ratios are often considered to be measures of a nation’s “openness” to international trade, though it is more appropriate to interpret them straightforwardly as indications of the share of national production that is exported. Thus, they provide rough suggestions of the relative importance of international trade in aggregate output. In Uganda, as in some other very poor nations, this export share has fallen considerably over the last 25 years, because of a dramatic decline in Uganda’s merchandise exports. On the other hand, with the exception of Japan, the East Asian economies in our table registered marked increases...
An additional factor in the strength of trade among the EC nations is simply their proximity to one another, which limits associated transport costs. This element is an equally strong consideration in the trade behavior of other Western European countries. Switzerland has long had a strong export component in GDP, reflecting its close trading relationships with the EC and other Western European countries. Similarly, the marked growth in Turkey's export position reflects its proximity to Europe. In contrast, the relatively small ratio of exports to GDP in Japan reflects in part the geographical isolation of that country from the other industrialized markets.

Note finally that the world as a whole also experienced a marked rise in the importance of exports relative to production, with the ratio rising from 10.1 percent to 15.4 percent between 1970 and 1991. This reinforces our earlier observation that the globe has become more economically interrelated in recent decades.

Of course, exports are only one part of this story. The middle two columns of Table 1.1 list the values of both exports and imports of merchandise in 1991 for our set of countries. Exports may not equal imports in a particular year for any country, reflecting the existence of merchandise trade deficits or surpluses. Of more interest here is that imports tend to rise along with exports over time as countries become more integrated. Thus, for example, if we were to compute for a given country the ratio of imports to GNP (a rough measure of the importance of foreign sources of consumption goods and intermediate products), we would likely find that it has risen in relationship to the rise in the exports-to-GDP ratio. In 1991 this ratio would have been 8.9 percent for the United States, 22.5 percent for Germany, and 6.4 percent for Japan.

Despite the fact that in some countries, such as the United States and Japan, trade is relatively less important than in others, international transactions still have an extremely important influence on the overall level of economic activity. This point was clearly emphasized by the mid-1970s energy crisis in the United States. Although at the time, less than five percent of the United States' consumption of petroleum products originated in the OPEC countries, those countries' restrictions on supply and the resulting increases in energy prices brought about significant disruptions in the American economy. The impact was even more dramatic in Japan, where nearly all petroleum products must be imported. The oil price increases of the 1970s hastened Japan's shift into alternative energy sources, including nuclear power.

The Sectoral Structure of Trade

Levels of trade can be significant in particular sectors of the economy even if the overall trade ratios are modest. For instance, the United States imports all of its consumption of certain tropical products, such as cocoa. Looking at two major domestic sectors, in 1990 the United States exported over 46 percent of its agricultural production and imported over 43 percent of its consumption of motor vehicles and automobile parts. Clearly, changes in the international economy that affect these sectors bear potentially significant impacts on domestic prices, output, and employment. Further, such impacts can spill over into other portions of the economy through their effects on consumer demand and input purchases.

A fundamental concept in international trade theory is comparative advantage. As will be made clearer in later chapters, the economic characteristics of nations and commodities combine to explain the pattern of international trade. To introduce the reader to this concept, we will describe briefly the structure of trade in major commodities for particular countries. In Table 1.2 we have classified six major trade categories, which are really aggregations of numerous detailed commodities, into sectors in which our countries exhibit a strong excess of exports over imports, a strong excess of imports over exports, or a near balance between exports and imports. The "+" and "−" signs after the entries in the final column indicate whether there was a small trade surplus or deficit in the sector. This classification is based on actual trade flows in 1990, with sectoral trade balances adjusted to account for the fact that each country had an aggregate trade imbalance.

### Table 1.2
Classification of major sectors by 1990 trade orientation for selected countries

<table>
<thead>
<tr>
<th>Country</th>
<th>Strong Net Exports</th>
<th>Strong Net Imports</th>
<th>Near Balance</th>
</tr>
</thead>
<tbody>
<tr>
<td>India</td>
<td>CLOTH</td>
<td>FUEL, CHEM, OFFTEL</td>
<td>FOOD(+)</td>
</tr>
<tr>
<td>China</td>
<td>FOOD, FUEL, CLOTH</td>
<td>CHEM, OFFTEL, AUTO</td>
<td>AUTO(+)</td>
</tr>
<tr>
<td>Indonesia</td>
<td>FUEL, CLOTH</td>
<td>CHEM, OFFTEL, AUTO</td>
<td>FOOD(+)</td>
</tr>
<tr>
<td>Mexico</td>
<td>CLOTH</td>
<td>FUEL, CHEM, OFFTEL</td>
<td>FOOD(−)</td>
</tr>
<tr>
<td>Brazil</td>
<td>FOOD, AUTO</td>
<td>CHEM, OFFTEL</td>
<td>CHEM(−)</td>
</tr>
<tr>
<td>Korea</td>
<td>OFFTEL, CLOTH</td>
<td>FUEL, CHEM, AUTO</td>
<td>CLOTH(+)</td>
</tr>
<tr>
<td>Singapore</td>
<td>OFFTEL, CLOTH</td>
<td>CHEM, AUTO</td>
<td>FUEL(+)</td>
</tr>
<tr>
<td>EC-12</td>
<td>AUTO</td>
<td>FUEL, CLOTH</td>
<td>CHEM(+)</td>
</tr>
<tr>
<td>Spain</td>
<td>AUTO</td>
<td>FUEL, OFFTEL, CLOTH</td>
<td>FOOD(−)</td>
</tr>
<tr>
<td>Germany</td>
<td>CHEM, AUTO</td>
<td>FOOD, FUEL, CLOTH</td>
<td>CHEM(−)</td>
</tr>
<tr>
<td>U.K.</td>
<td>CHEM</td>
<td>FOOD, FUEL, CLOTH</td>
<td>OFFTEL(−)</td>
</tr>
<tr>
<td>Canada</td>
<td>FOOD, FUEL</td>
<td>OFFTEL, CLOTH</td>
<td>CHEM(−)</td>
</tr>
<tr>
<td>U.S.</td>
<td>FOOD, CHEM</td>
<td>FUEL, AUTO, CLOTH</td>
<td>AUTO(+)</td>
</tr>
<tr>
<td>Japan</td>
<td>OFFTEL, AUTO</td>
<td>FOOD, FUEL, CLOTH</td>
<td>CHEM(−)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>CHEM</td>
<td>FOOD, FUEL</td>
<td>OFFTEL(−)</td>
</tr>
</tbody>
</table>


*FOOD: food and live animals; FUEL: fuels and fuel products; CHEM: chemicals and chemical products; OFFTEL: office machines and telecommunications equipment; AUTO: motor vehicles and automotive parts; CLOTH: clothing.
In principle, trade in services should be treated no differently from trade in goods. Some countries, depending on their factor supplies, technology, and tastes, have a comparative advantage in providing certain services to international customers, just as some countries have a comparative advantage in certain goods. Major traded services include financial or management expertise, insurance underwriting, transport, tourism, construction, and numerous other professional services. Nonetheless, some important distinctions between trade in goods and services arise. For example, sometimes foreign purchasers come to the domestic economy to consume a service, such as a medical procedure or a vacation. These transactions are properly regarded as exports for the providing country. On the other hand, to provide banking services in a foreign market typically requires establishing facilities there instead of exporting some tangible commodity. Because the banking services are produced in the foreign market using primarily foreign inputs we would not count them as exports for the country undertaking the investment.

While it is clearly difficult to get a comprehensive measure of trade in services, it is possible to get rough measures from the balance-of-payments statistics of particular countries. We present data on exports and imports of services for a smaller set of countries in Table 1.3. Note that trade in services is nearly as important quantitatively as trade in merchandise as reported in Table 1.1. Indonesia and Mexico are fairly typical among developing countries in being net importers of services. In part this reflects

<table>
<thead>
<tr>
<th>Country</th>
<th>Service Exports ($b)</th>
<th>Service Imports ($b)</th>
<th>Stocks of FDI ($b)</th>
<th>Net Workers’ Remittances and Migrants’ Transfers ($b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indonesia</td>
<td>3.4</td>
<td>12.6</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Turkey</td>
<td>9.3</td>
<td>6.8</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Mexico</td>
<td>16.4</td>
<td>20.9</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Rep. of Korea</td>
<td>15.5</td>
<td>17.1</td>
<td>8.9</td>
<td>3.5</td>
</tr>
<tr>
<td>EC 12</td>
<td>815.4</td>
<td>651.9</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>Spain</td>
<td>38.2</td>
<td>30.2</td>
<td>55.6</td>
<td>20.8</td>
</tr>
<tr>
<td>Germany</td>
<td>142.5</td>
<td>149.1</td>
<td>61.1</td>
<td>148.2</td>
</tr>
<tr>
<td>U.K.</td>
<td>194.2</td>
<td>183.2</td>
<td>237.6</td>
<td>242.4</td>
</tr>
<tr>
<td>Canada</td>
<td>26.1</td>
<td>56.2</td>
<td>112.7</td>
<td>80.1</td>
</tr>
<tr>
<td>U.S.</td>
<td>239.0</td>
<td>227.2</td>
<td>497.0</td>
<td>555.3</td>
</tr>
<tr>
<td>Japan</td>
<td>138.8</td>
<td>206.2</td>
<td>12.3</td>
<td>231.8</td>
</tr>
<tr>
<td>Switzerland</td>
<td>46.6</td>
<td>30.2</td>
<td>44.2</td>
<td>75.4</td>
</tr>
</tbody>
</table>

Source: Calculated by the authors using International Monetary Fund, Balance of Payments Statistics Yearbook, 1992.

*Services trade includes investment income. Stocks of foreign direct investment are in current values.

**TABLE 1.3**

Trade in services, stocks of foreign direct investment, and workers’ remittances in selected countries, 1991*

**Other international transactions.** International trade in merchandise has provided one source of significant growth in economic interrelations among nations. Here, we briefly note that other significant forms of international transactions, including trade in services and foreign direct investment (FDI), have also risen rapidly in recent years.

In that year. The calculations are designed to reveal a rough measure of comparative advantage by sector in each country.

Some brief comments about the sectors in this table are in order. It is evident that export strength in food is related to the existence of abundant supplies of agricultural land, as is found in China, Canada, and the United States. Correspondingly, countries with limited land supplies, such as Korea, Japan, and Switzerland, tend to import food. Similar statements can be made about the determination of exporters and importers of fuel. The United States is noteworthy in that although it is one of the largest petroleum producers in the world, it remains a major importer because of its huge demand for energy. In general, however, it is clear that relatively greater supplies of natural resources are a major determinant of comparative advantage.

Clothing represents a strong net-export good for nearly all the developing economies and a strong net-import good for all the developed economies. Clothing is the best example of a good that is produced cheaply with relatively abundant supplies of lower-skilled labor. Thus, it appears that the technological characteristics of production functions interact with factor supplies to help determine comparative advantage.

The remaining three sectors—chemicals, automotive products, and office machines and telecommunications equipment—all represent relatively sophisticated manufacturing products. In addition to standard inputs in production, these goods tend to require substantial scale, innovation, and product differentiation for export success. The developed countries compete among themselves in the latter dimensions, so that there is no obvious pattern of comparative advantage for these goods within that group. For example, Germany, the United Kingdom, the United States, and Switzerland are all major exporters of chemicals, while Canada and Japan tend to import them, as do the developing countries. Germany, Japan, and Spain are successful exporters of automotive products, while the United States and Switzerland are major net importers. Comparative advantage in office machines and telecommunications equipment is similarly mixed, with Korea and Singapore having broken into the ranks of net exporting countries.

In truth, if we were to break up these broad categories of manufactures into small components, we would find that each of the developed countries would be net exporters of some goods, such as fax machines, and net importers of other similar goods, such as computer modems. Among the industrialized countries, this trade in similar goods, which economists term *intra-industry trade*, is prevalent. One of our challenges will be to explain this phenomenon theoretically.
the need for these countries to import foreign management techniques and commercial expertise. It also reflects the fact that developing nations tend to pay substantial amounts of interest, dividends, and profits on the foreign investments in their economies. They also pay significant royalties for imported technological information. These payments are included in service imports because, effectively, the developing countries import the services of foreign capital and technology. In any event, trade in services, capital, and technology are all important and growing forms of international transactions in the modern world economy.

Foreign direct investment results when multinational enterprises choose to operate facilities in different countries. We will present a rigorous analysis of this phenomenon in Chapter 22. At present, however, note in Table 1.3 that the magnitude of such foreign investments is remarkably high, at least in the developed economies. For example, MNEs headquartered in the United States own approximately $655 billion in foreign producing facilities, while foreign MNEs own $487 billion worth of production operations in the United States. The United Kingdom is both host to and source of over $200 billion in foreign investments. Spain has seen rapidly expanding FDI in its economy, particularly from MNEs in other EC members, since its accession to the Community. Switzerland and Germany are also major participants in both inward and outward FDI. Japan is unique among developed countries in being the source of massive amounts of investment while relatively little FDI has found its way into that country.

This examination of FDI demonstrates that, despite the standard assumption in trade theory that factors are immobile across countries, it is possible for capital (as opposed to exchange in capital goods, which is considered merchandise trade) to move across borders. The final column of Table 1.3 shows that labor, too, can flow internationally. Like FDI, international labor migration is a complicated topic that we must treat theoretically in a later chapter. However, we observe in Table 1.3 that workers and migrants often transfer a portion of their incomes earned in a host country back to their home countries. For example, in 1991, Turkish citizens working abroad repatriated some $2.8 billion back to Turkey, while Mexican workers abroad sent back $1.9 billion. This finding suggests that developing countries tend to be net suppliers of labor internationally. Correspondingly, considerable sums were transferred out of Germany, the United States, and Switzerland by resident foreign workers. Spain tends to provide labor to the rest of the EC, while Canada also receives remittances on net, mainly from the United States.

1.4 PLAN OF THE BOOK

Our brief review of aspects of international trade outlines the course of study we undertake in this text. In the first part we provide a rigorous analysis of the theoretical microeconomic concepts we need for developing trade theory. These concepts include factor endowments, production functions and production frontiers, returns to scale on the supply side, and utility and preference aggregation on the demand side (Chapters 2 and 3). From these models we develop the notion of general equilibrium with and without trade, which allows us to consider aspects of the gains from trade and how they are distributed (Chapters 4 and 5). A unifying feature of the text is its use of theorems about the gains from trade under various circumstances.

In Part 2 we go on to develop specific theories of why countries trade with one another. The prevailing challenge is to explain the determinants of national comparative advantage. After making some methodological points, we consider first the major traditional theories, including relative differences in labor productivity, the interaction of factor endowments and production functions, and short-run factor specificity (Chapters 6–9). However, we go far beyond these standard theories by developing full general-equilibrium theories of several other potential determinants of trade. These include the issue of how government taxes and subsidies influence trade patterns and the gains from trade, the effects of imperfect competition, and increasing returns to scale (Chapters 10–12). These treatments strongly distinguish our text from others. We further discuss the theory of differences in demand among nations and how these influence trade (Chapter 13). We then integrate preferences, returns to scale, and product differentiation to explain in a consistent fashion the phenomenon of intra-industry trade. We also consider simple dynamic models of the evolution of comparative advantage. A final chapter in Part 2 provides a thorough review of the empirical literature on these various theories in order to place each in perspective (Chapter 14).

Part 3 is devoted to the analysis of government trade policies. We first consider aspects of tariffs in general equilibrium, including welfare effects, the optimal tariff, and effective rates of protection (Chapter 15). Many of these concepts are applied to quantitative trade restrictions in the next chapter on quotas (Chapter 16). We next turn to a comprehensive examination of trade policy under imperfect competition and increasing returns (Chapter 17). A series of models is advanced to demonstrate the implications of different features of market structure for the effects of trade and industrial policies. Prominently featured in that treatment is a full discussion of strategic trade policy. This comprehensive treatment of trade policy in imperfect markets constitutes another significant distinguishing feature of the text. The next chapter examines the theory of preferential trade areas, such as customs unions (Chapter 18). The following chapter provides a theoretical discussion of the politics of protectionism, considering the interplay between voter preferences and biases toward the imposition of tariffs and quotas (Chapter 19). We supplement all of this theoretical treatment by discussing policy-related aspects of the world trading system (Chapter 20). Important topics include world and national trade rules, the mechanisms by which countries protect their industries from imports, and the relationship between trade policies and environmental regulations.
PART 4 concludes the text with theoretical treatments of trade in factors and international trade in the context of economic growth. The first chapter considers models of trade in labor and capital in neoclassical models with differences in endowments, the existence of market distortions, and related issues (Chapter 21). The next chapter extends this work to an explicit treatment of the theory of direct foreign investment and the creation of multinational enterprises (Chapter 22). Finally, the last chapter analyzes several sources of economic growth and their relations to international trade (Chapter 23).

NOTES

1. Throughout this book we use the phrase "European Community" to refer to the nations of Western Europe that are allied economically in what is variously called the Common Market, the European Economic Community, and, most recently, the European Union.

2. These data exclude certain nations that had been closely associated with the former Soviet Union, including that country itself. The source for these figures is the International Monetary Fund (1992).

3. Gross national product measures the value of all final goods and services produced by citizens of a particular country, including income earned abroad through providing labor and capital services. For our purposes it is best thought of as national income, which is why we select it as our indicator of international income levels. Gross domestic product, on the other hand, excludes receipts for income earned abroad. It is a better measure of the actual gross production activity in an economy.

4. There is no necessary relationship between a country's restrictions on trade and its aggregate level of exports or imports. For more important in explaining these latter variables are an economy's size, its factor supplies, and, over time, its saving rate, as we will see in later chapters.

5. It is curious that the world showed a trade deficit in total in 1991. One reason for this is that not all countries are included in the total (it excludes countries formerly in the Soviet bloc). More fundamentally, this global deficit is a common phenomenon simply because countries tend to understate their exports relative to their imports. The latter flows are measured more accurately because tariff receipts are collected on them.

6. The source for these figures is Council of Economic Advisors (1992).

7. There are numerous conceptual difficulties in such calculations. For further information see Ballance, Forstner, and Murray (1987).
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CHAPTER 2

SUPPLY AND PRODUCTION POSSIBILITIES

2.1 PRODUCTION FUNCTIONS

Many of the causes of international trade are found in countries' differing abilities to produce certain goods. These varying abilities are in turn related to underlying aspects of production such as technologies, factor endowments, competitive conditions, government taxes and subsidies, and returns to scale. An understanding of these considerations will ultimately help explain why the United States exports aircraft and cereal grains and imports clothing. These same considerations will help us understand the consequences of trade, including overall welfare gains and the distribution of those gains among the members of a society.

An understanding of trade requires an understanding of complex and indirect relationships, such as how a country's endowments of capital and labor determine its optimal pattern of trade. Before we can grasp the whole picture, we need to establish an understanding of the individual pieces of the puzzle, and that will be the task of Chapters 2–4. In this chapter, we will develop the tools of production theory and producer equilibrium. Many of you will be familiar with the basic ideas from intermediate microeconomics or principles of economics. For those of you who are relatively unfamiliar with these technical constructions, we urge you to work through them slowly and carefully. We hope that your patience in this and the next two chapters will be rewarded. The ideas developed here will be used repeatedly throughout the book, so your investment should pay off. The puzzle is assembled in Chapter 5.
The basic building block of the supply side of our model will be the production function,

\[ X = F(K, L) \]  \hspace{1cm} (2.1)

This equation is the algebraic representation of the fact that commodities are produced with certain primary factors and certain technical knowledge or technology. Thus, Eq. (2.1) is simply a shorthand way of saying that, given a certain technology as represented by the function \( F \), an amount of capital represented by \( K \) and an amount of labor services represented by \( L \) can be combined to produce some quantity of output represented by \( X \).

The production relation described by Eq. (2.1) contains three variables: the levels of input of capital and labor and the level of output. Geometrically, it could be represented by a three-dimensional surface; diagrammatically, it can be illustrated as in Fig. 2.1. The production surface can be thought of as a hill, with the origin representing the ground level. At the origin there is neither labor input nor capital input, and therefore, there is no output. With positive amounts of both capital and labor, there will be a positive level of output of \( X \) and as we add more of either capital or labor or both, the output of \( X \) increases.

Three-dimensional diagrams are awkward to draw and are not very useful in illustrating economic phenomena. Economists have traditionally found it more useful to convert three-dimensional diagrams, such as the one shown in Fig. 2.1, to two dimensions by considering one of the three variables as fixed. Reexamining Eq. (2.1), we see that there are three possibilities available; we could fix \( X \), \( L \), or \( K \). First, suppose we fixed the level of output at some amount \( \bar{X} \) and considered the combinations of \( K \) and \( L \) that are consistent with this level of output. Looking at Fig. 2.1, we can imagine taking a slice through the production hill at a height \( \bar{X} \) above the plane \( KL \). Looking down on the plane \( KL \) from above, as in Fig. 2.2, the edge of the slice could be represented by the line \( \bar{X} \). Note that this line \( \bar{X} \) is completely analogous to a contour line in a topographical map. It represents the locus of points of equal height above some arbitrarily chosen reference plane. In terms of our production model, it represents the locus of output points distance \( X \) above the origin.

Loci such as \( \bar{X} \) of Fig. 2.2 are called isocounts, and show all possible combinations of capital and labor that could be used to produce the level of output \( \bar{X} \). There are, of course, many such loci, and indeed, one such locus can be drawn for every possible level of output. In Fig. 2.2 the locus \( \bar{X} \) represents a level of output \( \bar{X} < \bar{X} \), while \( \bar{X} \) represents a constant level of output greater than \( \bar{X} \).

Now, suppose that rather than fixing the level of output in Eq. (2.1), we fix the level of one of the inputs. In particular, suppose we assume that the level of input of capital is fixed at the level \( K_0 \), and investigate the relationship between varying amounts of the input \( L \) and the output \( X \). This would give the locus \( F(K_0, L) \) shown in the upper panel of Fig. 2.3, which represents the total product curve. There are several characteristics of this curve that are of interest. Note first that we have drawn the curve starting at the origin. This implies that no output is possible unless there is a positive amount of labor used as an input; although not necessary for our analysis, this assumption seems quite reasonable. It will also be noted that the total product curve of Fig. 2.3 has been drawn to curve toward the labor axis. Thus, although additional units of labor input are assumed to result in additional units of output, the rate of increase of output is assumed to diminish as more and more labor is added. This is an illustration of the law of diminishing returns, which we define as follows:

**Definition.** Fix the inputs of all but one factor of production. Increase the amount of that factor. Do this for each factor of production in turn. If the result in every case is that output increases at a decreasing rate, the production function exhibits diminishing returns.

---

**FIGURE 2.1**
The production surface.

**FIGURE 2.2**
Isocounts.

**FIGURE 2.3**
Total and marginal product curves.
The additional unit of output associated with adding one more unit of an input (holding other inputs constant) is called the **marginal product**, which we will denote by MP. In Fig. 2.3, the marginal product of labor in $X$ is the slope of the total product curve: the change in $X$ divided by the change in $L$. The lower panel of Fig. 2.3 accordingly plots the marginal product of labor in $X$, $\text{MP}_L$, against $L$. Another way of stating the law of diminishing returns is to say that the marginal product of labor is falling, holding other factors fixed. The fact that the $\text{MP}_L$ is less at input level $L_1$ than at input level $L_0$ corresponds to the fact that the slope of the total product curve $F(K_0, L)$ is less at $L_1$ than at $L_0$.

The top panel of Fig. 2.3 shows only one total product curve, but it is clear that there will be a different total product curve for every different level of capital stock that is assumed. For capital $K_1 > K_0$, the total product curve will lie everywhere above the one shown in Fig. 2.3, while for smaller capital stocks the total product curve will lie everywhere below the one shown. It is also clear that rather than fixing the amount of capital, we could have fixed the labor supply and drawn the relationship between $X$ and $K$. This would have given a figure completely analogous to Fig. 2.3, and again, of course, a whole family of curves could be drawn, depending on the quantity of labor assumed. Note that just as the isoquants of Fig. 2.2 can be thought of as the loci formed by taking a slice through the production hill parallel to the $KL$ plane, so the total product curve of Fig. 2.3 can be thought of as the locus of the production hill found by taking a slice parallel to the $XL$ plane.

Although Eq. (2.1) is a convenient algebraic summary of production conditions, it is a very general expression. To make it useful for economic analysis, we must impose several restrictions on it. Such restrictions have been implicitly assumed in drawing Figs. 2.2 and 2.3, and before proceeding, we must state these explicitly. Specifically, it is assumed that all isoquants are smooth and that, for any level of output, the set of all combinations of capital and labor that would yield at least that much output is convex. It should also be noted that the law of diminishing returns, referred to in the last section, is assumed. Although this last assumption will be made throughout most of our analysis, production functions in which this condition is not satisfied are easily constructed.

### 2.2 RETURNS TO SCALE

Another particularly important characteristic of production functions such as that represented by Eq. (2.1) relates to the response of output to equiproportional changes in both of the inputs. A very common assumption in economics is that of **constant returns to scale**, the assumption that proportional changes in all inputs lead to the same proportional change in output. This assumption is referred to somewhat more formally as **homogeneity of the first degree**. It is such an important concept in economics and in the discussion of this book that a formal definition seems worthwhile.

#### Definition

Let $\lambda > 0$. The function $X = F(K, L)$ is said to be homogeneous of degree $k$ if $\lambda^n X = F(\lambda K, \lambda L)$. If $k = 1$, the function is said to be homogeneous of degree 1, and production is characterized by constant returns to scale.

This definition is easy to interpret. Suppose, for example, we double both $K$ and $L$ ($\lambda = 2$). If the function is homogeneous and if $k$ is equal to 1, then the output will also double. With $k$ greater than 1, called **increasing returns to scale**, a doubling of both factors will result in more than the doubling of the output. Similarly, for $k < 1$, called **decreasing returns to scale**, a doubling of both inputs will result in output less than double.

The returns-to-scale assumption can be illustrated by the isoquant diagram of Fig. 2.4. Consider first the isoquant $X_0$ where it has been assumed that the level of output is equal to 10. All the points on the curve $X_0$ represent the infinite number of combinations of capital and labor that, when combined with the assumed technology, would give this level of output. One such point, $A$, shows that 10 units of output can be produced using 6 units of labor and 7 units of capital. Suppose we now double the inputs of both factors and move to point $B$. Since the capital/labor space is "full" of isoquants, there must be one that passes through point $B$. The question now is: What is the level of output associated with that particular isoquant? Clearly, the answer depends on the assumption we make about the degree of homogeneity of the production function. If $k$ is equal to 1, yielding constant returns to scale, then it is clear that the level of output associated with point $B$ must be 20 units, twice that associated with point $A$. If, on the other hand, $k$ is greater than 1, implying increasing returns to scale, then although we do not know the precise number to be attached to isoquant $X_1$, we know that it will be greater than 20. Similarly, for decreasing returns to scale, where $k$ is less than 1, the level of output associated with $X_1$ would be less than 20.

Another characteristic associated with the concept of homogeneity relates to the slopes of the isoquants as we move along a ray from the origin, as in $K/L$ of Fig. 2.4. It can be shown that for any such ray, and for
production functions that are homogeneous of any degree, the slopes of the isoquants at all points such as A and B are identical. This characteristic will be very important in the analysis, for it means that once one isoquant is known, all other isoquants can be derived. In terms of Fig. 2.4, if isoquant \( X_0 \) is known, then at point B, where \( OB = 2OA \), there will be another isoquant with exactly the same slope. For any other ray, other points on this new isoquant can be found in the same way. Furthermore, since \( OA = AB \), and since this production function has been assumed to be homogeneous of the first degree, the level of output associated with this isoquant will be equal to 20, twice that associated with \( X_0 \).

Note that there are two important characteristics associated with the preceding assumption of homogeneity. First, the slopes of the isoquants along any ray from the origin are equal. This is true regardless of the degree of homogeneity. The second characteristic, regarding the degree to which the functions are assumed to be homogeneous, is that the value of \( k \) determines the spacing of the isoquant in Fig. 2.4.

Note that there is an important difference between the law of diminishing returns discussed in the last section and returns to scale discussed here. With the law of diminishing returns, we fixed the input of one of two factors and varied the input of the other to observe how this changes output. For returns to scale we varied both factors in the same proportion and examined how this changes output. It should be noted that there is no conflict between the assumption of constant returns to scale and the law of diminishing returns; indeed, many of the production functions that we use in this book will be assumed to satisfy both conditions.

### 2.3 EQUILIBRIUM FOR A SINGLE PRODUCER

To this point, attention has been focused entirely on the physical characteristics of the production functions; no behavioral assumptions of any kind have been made about our producers. This section presents a very brief summary of those parts of production theory that will be central to our discussion of competitive models. The behavioral assumptions for an individual producer can be stated in either of two entirely equivalent ways: The producer can be thought of as maximizing output subject to a cost constraint or as minimizing costs subject to a production constraint. We will employ the first approach, but the equivalence of the two will become obvious as we proceed.

It is assumed that producers, having access to technology represented by Eq. (2.1), wish to maximize output, subject to the condition that they must spend no more on inputs than an amount \( C_0 \). It is assumed that the wage rate, \( w \), and the rental on capital equipment, \( r \), are known to the producers. It is further assumed that each individual producer is too small to have any influence on the price of his or her inputs, so that \( w \) and \( r \) can be treated as constants regardless of the level of output. The first task is to describe all possible combinations of \( K \) and \( L \) that a producer could purchase with the fixed amount of money represented by \( C_0 \). The set of combinations of \( K \) and \( L \) that can be purchased for a cost of \( C_0 \) is referred to as an isocost line, given by

\[
C_0 = wL + rK
\]

This can also be rewritten in the conventional form for the equation of the budget line in Fig. 2.5.

\[
K = \left[ \frac{C_0}{r} \right] - \left[ \frac{w}{r} \right] L
\]

\( K \) is the intercept of the budget line on the vertical \( (K) \) axis in Fig. 2.5, a point we denote by \( K_0 \). \(-w/r \) is the slope of the budget line. In general, we will ignore the negative sign throughout the book and refer to the slope simply as \( w/r \).

To produce efficiently, a producer of \( X \) must maximize the output of \( X \) for any given level of cost expenditure, \( C_0 \). In more formal language, the producer solves the following optimization problem:

Maximize \( X = F(K, L) \) subject to \( C_0 = wL + rK \)

We can understand the solution to this optimization problem by imposing on Fig. 2.5 two representative isoquants from Eq. (2.1). The producer could either produce a quantity of output \( X_0 \) by allocating expenditures between labor and capital as represented by point \( B \) or produce the same quantity by purchasing the capital and labor services associated with point \( C \); but it is clear that neither of these allocations would be efficient. For the same expenditure, the larger output associated with \( X_1 \) could be achieved by producing at point \( A \). It is thus evident that output is maximized by producing at point \( A \), the point at which the highest isoquant is tangent to the cost constraint.

An individual firm is thus optimizing when the wage-rental ratio is equal to the slope of an isoquant. It is also possible to derive an expression for the slope of an isoquant. Consider moving between any two points in
the \((K,L)\) space of Fig. 2.5. We can express the change in the output of \(X\) as the additional output of \(X\) obtained from an additional unit of \(L\) times the change in \(L\), plus the additional output of \(X\) associated with an additional unit of \(K\) times the change in \(K\). The additional unit of output associated with adding one more unit of an input is called the marginal product, as previously noted, and is written as MP. Thus, our expression for the total change in \(X\) can be more formally written as

\[
\Delta X = (\text{MP}_L)\Delta L + (\text{MP}_K)\Delta K
\]  

(2.4)

where \(\Delta\) is defined as the change in a variable. Now suppose that both points are on the same isoquant. From the definition of an isoquant, this means that \(\Delta X = 0\), and thus, Eq. (2.2) becomes

\[
0 = (\text{MP}_L)\Delta L + (\text{MP}_K)\Delta K
\]  

(2.5)

Rearranging, we obtain

\[
\frac{\Delta K}{\Delta L} = \frac{\text{MP}_L}{\text{MP}_K}
\]  

(2.6)

where the right-hand side is positive since \(\Delta K\) and \(\Delta L\) have the opposite sign. But as we consider two points on the same isoquant, and as these two points become closer and closer together, it is clear that \(\Delta K/\Delta L\) becomes a closer and closer approximation to the slope of the isoquant. Indeed, in the limit \(\Delta K/\Delta L\) is the slope, and thus the slope of any isoquant is equal to \(\text{MP}_L/\text{MP}_K\), the ratio of the marginal products. We showed that the slope of the isocost line is \(w/r\) and thus the condition for output maximization, namely that the slope of the isocost line be equal to the slope of the highest attainable isoquant, is given by the production efficiency condition (2.7):

\[
\frac{w}{r} = \frac{\text{MP}_L}{\text{MP}_K}
\]  

(2.7)

In the last section it was noted that for production functions that are homogeneous, all isoquants have the same slope along any capital-labor ratio. This implies that for a given wage-rental ratio, the optimal capital-labor ratio will be constant regardless of the level of output. Thus for any wage-rental ratio, all production points will lie along a line such as OA of Fig. 2.5. The capital-labor ratio is thus a function of the wage-rental ratio only and does not depend on the level of output. An even stronger condition can be derived when production functions are homogeneous of degree one; that is, when production functions exhibit constant returns to scale. Not only the ratio of marginal products but also the individual marginal products are constant for any capital-labor ratio. These results will prove to be useful in Chapters 8 and 9.

### 2.4 THE TWO-GOOD, TWO-FACTOR MODEL

In this section we will develop the simple general-equilibrium model that will be used throughout much of the book. We assume that two commodities, \(X\) and \(Y\), are produced using two factors, capital and labor, with technologies described by the production functions shown in Eqs. (2.8).

\[
X = F_x(K_x, L_x)
\]

\[
Y = F_y(K_y, L_y)
\]  

(2.8)

Note that subscripts are now being used to distinguish the two production functions and the inputs used by each. These production functions are assumed to be homogeneous of the first degree and are assumed to be increasing functions of both inputs. It is further assumed that positive outputs imply positive inputs of both factors. The economy is assumed to have fixed total supplies of both capital and labor, and these two constraints are represented by Eqs. (2.9):

\[
K = K_x + K_y
\]

\[
L = L_x + L_y
\]  

(2.9)

As well as showing the allocation of the two factors between the two production processes, the equality sign in these two equations implies that these two processes use all the available \(K\) and \(L\). Full employment is, therefore, implicitly assumed. Also implicit in our analysis is the assumption that both factors of production are completely divisible and are homogeneous in the sense that all units are identical.

An assumption central to the analysis is that the commodities, \(X\) and \(Y\), differ in the sense that the production functions differ. Representative isoquants \(Y_x\) and \(X_0\) for the two industries are shown in Fig. 2.6. While it is clear from the diagram that these two isoquants have been derived from different production functions, it will be useful to describe the differences in a somewhat more formal manner. Consider an arbitrary wage-rental ratio equal to the slope of the line \(K_0L_0\). With these relative factor prices, production in industry \(Y\) would take place somewhere along the line \(OA\), and production in industry \(X\) somewhere along the line \(OB\), these being the points where the wage-rental ratios are tangent to the respective isoquants.

![Diagram](image)
It is clear that the capital-labor ratios $h = K/L$ for industries $Y$ and $X$, represented in the figure by $k_y$ and $k_x$ respectively, differ. We thus have the following definition.

**Definition.** Consider fixed factor prices. If $k_y > k_x$ at those factor prices, $Y$ is said to be capital intensive and $X$ is said to be labor intensive.

From Fig. 2.6 it is evident that $k_y$ is greater than $k_x$, and thus commodity $Y$ is said to be capital-intensive relative to commodity $X$ as noted in the definition. Of course, a completely equivalent statement is that commodity $X$ is labor-intensive relative to commodity $Y$. For the remainder of the book, we assume that commodity $Y$ is capital-intensive relative to commodity $X$ for all wage-rental ratios. This is known as the strong factor intensity hypothesis.

### 2.5 THE SHAPE OF THE PRODUCTION POSSIBILITY FRONTIER

The *production possibility frontier*, as its name implies, is a locus that shows all possible efficient production points. It is important to note that two kinds of efficiency are being assumed here. The first, which we might call *engineering efficiency*, implies simply that for either of the production functions and for any bundle of inputs, output is as large as it could possibly be. In other words, we are assuming that there is no waste involved in the production process. The second kind of efficiency, which we could call *market efficiency*, is concerned with the way in which factors are combined in the production processes.

The specific task now faced is to construct, from the technological information given by the production functions in Eqs. (2.8), and the constraints on factor use given by Eqs. (2.9), the production possibility frontier. This locus is also called the *transformation curve*. Two points on this locus are easy to find. Suppose that all the labor and all the capital were allocated to the production of commodity $Y$, so that in Eqs. (2.8), $K_y$ and $L_y$ are replaced by $K$ and $L$. This will give us a well-defined level of output for $Y$, which we can call $Y_1$, as shown in Fig. 2.7. Note that since all factors are being used to produce $Y$, the output of $X$ must be zero. Similarly, allocating all of the capital and all of the labor to the production of $X$ would give a point such as $X_1$ in Fig. 2.7.

A slightly more difficult task is to find the various points on the production possibility frontier that allow some output of both commodities. To obtain some idea of where this curve might be, construct the straight line joining $Y$ and $X$ and consider whether points on this line are possible production points. Recalling the assumption of constant returns to scale, we see that all such points are indeed possible. Suppose, for example, that one-half $L$ and one-half $K$ are allocated to both production functions. Because of constant returns to scale, half the inputs results in half the output, so we have the two points $\frac{1}{2}Y$ and $\frac{1}{2}X$ shown in Fig. 2.7. This gives point $A$ in output space, and it is obvious that this point lies on the straight line $YX$. All other points on the line $YX$ could be generated in a similar fashion, so all points on this line are feasible production points.

We have shown that points such as $A$ in Fig. 2.7 are possible production points. The important question, however, is whether these points are efficient, in other words, whether there are possible production points outside the line $YX$ yielding larger outputs of both commodities than those implied by points such as $A$. It is important to remember here that we have assumed different production functions for the two industries. Recall from Fig. 2.6 that for a given wage-rental ratio, the capital-labor ratios in the two industries differ, which suggests that simply dividing the two factors proportionately between the two industries will not result in the maximum output. If the two outputs were guns and butter, it would not make much sense to allocate half the farmland to the production of guns. Thus, in Fig. 2.7, a reallocation of factors between the two industries, in particular a shift of more $K$ to the production of $Y$ and more $L$ to the production of $X$, will result in a larger output of both commodities than that associated with points such as $A$ on the line $YX$. After the reallocation of factors, a production point such as $A'$ could be possible. The same argument will apply to all points on the line $YX$, with the obvious exception of the two points $Y$ and $X$, and the resulting production possibility locus would be $YAx$.

The preceding argument has presented an intuitive reason for believing that the production possibility frontier lies everywhere above the line $YX$. Curves having this shape are said to be concave, while the set of feasible production points is said to be convex, implicitly causing some confusion. We will need to use both terms, referring to the production frontier in Fig. 2.7 as concave and to the set of feasible production points (*production set* for short) as convex.
A more rigorous demonstration of this curvature is required, effected by a construction known as the Edgeworth-Bowley box diagram. This construction, shown in Fig. 2.8, gives a concise representation of the information obtained in Eqs. (2.8) and (2.9) and demonstrates precisely what is meant by market efficiency.

In Fig. 2.8 several representatives of the isoquants for the X industry have been plotted from origin \( O_x \). The total available quantities of capital and labor, \( K \) and \( L \), are also shown in the diagram, and it is clear that the maximum amount of \( X \) that could be produced when all factors are allocated to the production of \( X \) is \( \bar{X} \). This is the same \( \bar{X} \) as shown in Fig. 2.7. The same procedure is now employed for the \( Y \) industry, except that in this case the isocost diagram is turned upside down and plotted from \( O_y \). Note that the output of \( Y \) increases as one moves from \( O_x \) toward \( O_y \). From the point of view of the \( Y \) industry, \( O_y \) on isocost \( \bar{Y} \) represents the maximum possible amount of commodity \( Y \) that can be produced, for it represents the total allocation of \( K \) and \( L \) to the production of commodity \( Y \). The isocost \( \bar{Y} \) thus gives the point \( \bar{Y} \) of Fig. 2.7.

All possible allocations of capital and labor between the two industries are represented by the points in the production box \( O_y K O_y L \). Among these possible production points we seek a locus of points that is efficient in the sense that, for a given output of one commodity, the output of the other commodity is maximized. To take a specific example, suppose an output \( Y_1 \) of commodity \( Y \) is chosen, and that we seek to maximize \( X \) subject to this constraint. A possible allocation of factors between the two industries is now represented by all points along the isoquant \( Y_1 \) in Fig. 2.8, and we want to find the particular point along this curve that maximizes the output of \( X \). First, suppose that production were to take place at point \( A \), halfway between \( O_y \) and \( O_x \). Such a production point is clearly feasible, for it exactly exhausts the total available supply of capital and labor, and such an allocation results in the outputs of \( Y_1 \) and \( X_1 \) for industries \( Y \) and \( X \), respectively. But while this production point is possible, it is clearly not efficient. Any movement along the isoquant \( Y_1 \) from \( A \) toward point \( C \), although not reducing the output of \( Y \), will clearly increase the output of \( X \). Point \( C \) is the tangency point for the two isoquants \( Y_1 \) and \( X_2 \), and, for a given quantity of \( Y \), output of \( X \) is maximized at the point where the highest \( X \) isoquant is tangent to the appropriate \( Y \) isoquant.

Joining all the tangency points in Fig. 2.8 would give the locus \( O_2 B C O_1 \), called the efficiency locus. All points on this locus have the characteristic that the output of one commodity cannot be increased without reducing the output of the other. It is precisely this criterion that describes the market efficiency referred to previously.

The production possibility frontier can now be derived quite easily from the information given in Fig. 2.8. With each point on the efficiency locus there is associated an output of \( X \) and an output of \( Y \), and these points, when plotted in \( X Y \) space, give us the production frontier of Fig. 2.7. Figure 2.8 allows a more rigorous demonstration of the fact that the production possibility curve has the shape shown in Fig. 2.7. Point \( A \) in Fig. 2.8, in which half the factor endowment is allocated to each industry, corresponds exactly to point \( A \) in Fig. 2.7. This follows from constant returns to scale: if half of the total factor endowment is allocated to each industry, then each industry will produce exactly half the output that it would produce if the entire factor endowment were allocated to that industry.

Furthermore, point \( B \) in Fig. 2.7 corresponds exactly to the factor allocation at point \( B \) in Fig. 2.8. Point \( B \) in Fig. 2.8 has the same output of \( X \) as point \( A \) but a greater output of \( Y \), which corresponds to the relationship between \( A \) and \( B \) in Fig. 2.7. Similarly, point \( C \) in Fig. 2.8 has the same output of \( Y \) as point \( A \) but a higher output of \( X \), which corresponds to the relationship between points \( A \) and \( C \) in Fig. 2.7. Thus, the efficiency locus \( O_1 B C O_2 \) in Fig. 2.8 maps into the concave production frontier \( YBXCX \) in Fig. 2.7.

The concave production frontier shown in Fig. 2.7 is basically a result of the fact that factors of production are not equally suited to different industries; this is the fact of differences in optimal factor intensities between industries. Point \( A' \) is feasible, but as we transfer factors from \( Y \) to \( X \), we are transferring factors that are useful in \( Y \) but much less useful in producing \( X \). Beginning at \( A' \) and transferring factors to \( Y \) has the same effect. To put it slightly differently, we cannot produce twice as much \( X \) or twice as much \( Y \) as at \( A' \) in Fig. 2.7 because when we shut down the other industry, we are releasing the "wrong" factors. Thus, while point \( A' \) in Fig. 2.7 is feasible, \( Y^* \) and \( X^* \) are not.

### 2.6 COMPETITIVE EQUILIBRIUM

Now we turn to the questions of (1) whether or not production will actually take place on the production frontier and (2) if so, at what point on the transformation frontier production will take place. It has been shown that
The marginal products in Eqs. (2.10) and (2.11) are the change in the relevant output divided by the change in the relevant input so, for example, \( MP_{LX} = \Delta X / \Delta L_x \), etc. Using these relationships, we can rewrite Eqs. (2.11) as

\[
\frac{p_x}{p_y} = \frac{MP_{LX}}{MP_{KX}} = \frac{MP_{YX}}{MP_{KY}}
\]  

But because factors are in fixed total supply, represented by Eqs. (2.9), \( \Delta L_x = -\Delta L_y \) and \( \Delta K_x = -\Delta K_y \). Using these relationships to cancel denominators we can reduce Eqs. (2.12) to a simple expression:

\[
\frac{p_x}{p_y} = \frac{\Delta Y}{\Delta X} = \text{MRT}
\]

where MRT stands for the slope of the production frontier, the marginal rate of transformation: \( -\Delta Y / \Delta X \) (note that \( \Delta Y \) and \( \Delta X \) must have opposite signs, so the MRT is positive). Production occurs where the price ratio is tangent to the production frontier. This result is illustrated in Fig. 2.10 where \( p \) is used as shorthand for the price ratio: \( p = p_x / p_y \).

We now have a key result regarding the efficiency of competitive, undistorted markets which will be used many times throughout the book: if factor and commodity markets are competitive and if industries face the same factor prices, then production will occur at a point where the commodity price ratio \( p = p_x / p_y \) is tangent to the production frontier.

If world prices are given by \( p \), then an economy will select production point \( A \) in Fig. 2.10. Note for future reference that this will in turn lead to factor market allocation at point \( A \) in Fig. 2.9. This in turn determines factor prices as \( w/r \) in Fig. 2.9. Thus, in a trading economy, commodity prices on world markets will determine commodity supplies, which will in turn determine factor demands and hence factor prices. Some popular arguments reverse this causality and assert that the price of labor, for
example, determines commodity supplies and prices. This is not the case if a country faces fixed world commodity prices.

The result shown in Fig. 2.10 has an implication that will be important in subsequent sections. We can think of the price line through the production point A as a "national budget line" in the sense that all points on that line have the same value of consumption. The tangency property of competitive equilibrium implies that the economy attains the highest budget line at the given price ratio \( p \). In competitive equilibrium, the value of output is maximized at equilibrium prices. To help understand this point, consider an alternative production point \( B \) in Fig. 2.10. At price ratio \( p \), the economy would be on a lower national budget line if it produced at \( B \); national income would be lower.

One final point should be noted for future reference, and indeed it will come up in the next section: If there is only one factor of production and there are constant returns in both industries, then the production frontier is linear. If labor, for example, is the only factor, the marginal product of labor is constant in both industries. Each unit of labor moved out of \( Y \) and into \( X \) generates the same negative \( \Delta Y \) and the same positive \( \Delta X \). Thus, the slope of the production frontier is constant. It is the addition of factor-intensity effects, which shift "inappropriate" mixes of factors from one industry to the other, that leads to the concavity in the two-factor case.

### 2.7 Increasing Returns to Scale

Many industries are characterized by increasing returns to scale. Although these scale economies may eventually diminish, they can be very important relative to the size of the market in small economies, and even in the United States' very large economy, they are important for a few industries including aircraft and mainframe computers. There are many respects in which economies of scale in an industry lead to important differences relative to the constant-returns case that we have been discussing. Therefore, this book will spend considerable time discussing technologies of both constant and increasing returns.

As we showed in the previous section, differences in factor intensities between industries tend to make the production frontier concave or "bowed out" (the set of feasible production points is convex). Here we will show that scale economies make the production frontier convex or "bowed in" (the production set is non-convex). An analysis including both scale economies and factor-intensity effects thus tends to get messy, with the former tugging the production frontier in and the latter tending to pull it out. Therefore, from this section forward we will present a simplified analysis of scale economies in which there is only a single factor of production, which we will call labor. Suppose that the production functions and labor supply constraint are given as follows:

\[
Y = L_Y \quad X = L_x^k \quad k > 1.
\]

\[
L = L_x + L_y
\]

(The definition in section 2.2 of this chapter can be used to show that the production function for \( X \) is homogeneous of degree \( k > 1 \). A doubling of the labor allocated to \( X \) more than doubles the output of \( X \). The production frontier for this economy is shown in Fig. 2.11. \( Y \) can be produced by allocating all labor to \( Y \). If \( X \) is characterized by constant returns to scale, then shifting labor from \( Y \) to \( X \) generates the linear production frontier \( YY'X'X \) in Fig. 2.11: each unit of labor transferred generates the same \( \Delta Y \) and \( \Delta X \) and so \( MRT = -\Delta Y/\Delta X \) is constant, as we noted in the previous section. But with increasing returns to scale in \( X \), each additional unit of labor transferred from \( Y \) to \( X \) generates a larger \( \Delta X \) than the previous unit. Thus \( MRT = -\Delta Y/\Delta X \) must fall (the production frontier becomes flatter) as we move down from \( Y \). We have drawn the production frontier corresponding to the technology in Eqs. (2.14) as \( Y'X'X \) in Fig. 2.11.

The convexity of the production frontier is reinforced if both industries have increasing returns. Suppose in Fig. 2.12 that we know that \( A \) on the 45° line \( (X = Y) \) is on the production frontier. If both industries have constant returns and there are no factor-intensity effects, then we know that the production frontier \( YX \) is the linear segment \( YX' \) relative to \( A \); doubling the labor input to either industry merely doubles output. But if both industries have increasing returns, then doubling the labor allocation to either industry more than doubles the output of that industry. Thus the true production frontier will be given by \( YY' \) in Fig. 2.12.

Another type of technology is often used to represent scale economies. Suppose that production of \( X \) requires a fixed amount of labor \( P \) as an up-front fixed cost, but thereafter requires one unit of labor per unit of \( X \). We can write the production function for \( X \) in "inverse" form, indicating the
amount of labor $L_x$ needed to produce a given amount of $X$. Instead of Eqs. (2.14), we now have:

$$Y = L_y, \quad L_x = X + F$$

$$L = L_x + L_y$$

(2.15)

$L_x$ can be thought of as the real cost of $X$ in units of labor. The technology in Eqs. (2.15) gives rise to the production frontier shown in Fig. 2.13. $Y$ is the maximum output of $Y$. But before we can get any actual output of $X$, we must withdraw labor equal to the fixed cost $F$ from $Y$. This is given by the vertical distance $YF_xX$ in Fig. 2.13. Thereafter, we can move labor between $Y$ and $X$ so as to generate the linear segment of the production frontier $F_xX$. Thus the production frontier is given by $YF_xX$ in Fig. 2.13. When both goods have increasing returns, we get the production frontier $YF_xF_xX$ in Fig. 2.14, where $YF_yX$ denotes the fixed cost of labor needed to begin $X$ production and $XF_y$ denotes the fixed cost of labor needed to begin $Y$ production.

Although Figs. 2.13 and 2.14 have linear segments in the production frontiers, they share an important property with Figs. 2.11 and 2.12 whose production frontiers have smooth curvature. In all four diagrams, the production sets are non-convex; that is, the sets of feasible production points are not convex sets. In all these cases, for example, points on a line joining the end points of the production frontiers are not feasible production points. You can produce two cars or two stereos, but you cannot produce one of each with the same amount of labor (although with constant returns you can). While this may appear to be a minor technical point at this time, we will show in subsequent chapters that the non-convexity of the production set is of considerable importance. It can, for example, lead to gains from trade through specialization even for two absolutely identical economies.

One other seemingly minor technical point is of considerable significance, as we shall see later in the book. With increasing returns to scale, prices are generally not tangent to the production frontier. The reason for this has to do with the fact that, as we increase the output of an increasing-returns good, marginal products of factors rise when production functions are of the form in Eqs. (2.14) or remain constant when they are of the form in Eqs. (2.15). In the case of Eqs. (2.14), the marginal product of labor in $X$ is then greater than the average product of labor. The amount produced by the last worker hired is greater than the average over all workers. If the firm paid all labor the value of the marginal product produced by the last worker, it would lose money. With the technology in Eqs. (2.15), if the firm paid labor the value of its (constant) marginal product, the firm would fail to cover its fixed costs. Therefore, the analysis of Eqs. (2.10) to (2.13) is not valid with increasing returns to scale. In general, increasing returns must involve imperfect competition or externalities, and for producer equilibrium, the price line will have to cut the production frontier. Further discussion of this point is postponed until later chapters.

### 2.8 CONCLUDING REMARKS

The purposes of this chapter were to discuss (1) the properties of production functions, (2) producer equilibrium in a competitive setting, (3) the shape of the production frontier and (4) the point chosen on the production frontier in relation to commodity prices when production is competitive. You should have an understanding of the key points in the following list, which you can use to help guide your review.

1. When production is competitive, producers will choose a capital-labor ratio such that the marginal rate of substitution (slope of an isocost line) is equal to the wage-rental ratio $w/r$.
2. If in both industries there are constant returns to scale and only one factor, then the production frontier is linear.
3. Factor intensities refer to the capital-labor ratios used in different industries at a common set of factor prices. If there are constant returns to scale in both industries and (with two factors) factor intensities differ, then the production frontier will be concave (the production set will be convex).
4. If production is competitive and producers in different industries face the same prices for capital and labor, then production will take place on the production frontier.
5. For given commodity prices, competitive producers maximize profits by producing at the point where the price ratio is tangent to the production frontier. This in turn implies that the value of national output is maximized in competitive equilibrium.
6. Commodity prices determine commodity outputs, which determine factor demands, which determine factor prices and hence the distribution of income between factors.

7. With one factor of production and increasing returns to scale in one or both industries, the production frontier is convex, or more generally, the production set is non-convex. Specifically, points on a line joining the end points of the production frontier are not feasible production points.

8. With increasing returns to scale, equilibrium generally does not involve a tangency between the production frontier and the price ratio. Such an outcome would in general imply that firms are losing money.

PROBLEMS

1. Suppose the production functions for commodities X and Y are identical. How will this affect the shape of the efficiency locus? What will the production possibility curve look like for the case of (a) constant returns to scale and (b) increasing returns to scale. How will the efficiency loci differ for these two cases?

2. Suppose that the total available quantity of labor increases and that the available quantity of capital decreases. How will this affect the shape and position of the production possibility curve?

3. In terms of Fig. 2.8, show that the equilibrium wage-rental ratio increases as one moves from $O_x$ to $O_y$ along the efficiency locus. (Hint: begin by asking how $k_x$ and $k_y$ change as the economy moves along the efficiency locus.)

4. Suppose that there are increasing returns in both industries and that $Y$ and $X$ are the end points of the production frontier. Write out an explanation of why $(Y/2, X/2)$ cannot be a feasible production point.

5. Show that for production functions homogeneous of any degree, the efficiency locus cannot cross the diagonal of the factor box.

6. Suppose that in a figure such as Fig. 2.9, the wage-rental ratios for the two industries differ. This could come about, for example, if one factor were taxed in one industry but not in the other. How would this affect the production possibility curve?

7. Draw representative isoquants for the X industry and the Y industry such that, while $k_x$ is less than $k_y$ for some wage-rental ratios, $k_x$ is greater than $k_y$ for other wage-rental ratios. (This is referred to as factor intensity reversal.)

NOTES

1. A set is said to be convex if, for any two points $A$ and $B$ in the set, all points on a line joining $A$ and $B$ are also in the set. Note that in Fig. 2.2, the set of all points on and above the isoquant $X'$ (or any isoquant) satisfies this condition.

2. Using the proper mathematical terminology, the production frontier in Fig. 2.7 is a strictly concave function and the production set is strictly convex (e.g., a linear function is concave, but not strictly concave). In order to avoid repeating the word "strictly" countless times, we henceforth note that concave and convex should be taken to mean "strictly concave" and "strictly convex" respectively. Linear functions will be referred to as "linear." As we noted earlier in defining a convex set, such a set has the property that, for any two points in the set, all points on a line segment joining those two points are also in the set.

3. It can be shown that if both production functions are homogeneous, then the efficiency locus lies either everywhere on only one side of the diagonal of the Edgeworth-Bowley box or directly on it. For a single country, either $k_x > k_y$ at all production points, or the opposite holds, or $k_x = k_y$ (the efficiency locus is the diagonal). You are asked to prove this in question 5. (Hint: prove that if one point on the efficiency locus (with $X, Y > 0$) lies on the diagonal, all efficient points lie on the diagonal.) Two countries may however have opposite factor intensity rankings (e.g., $k_x > k_y$ in one country and $k_x < k_y$ in the other), a phenomenon known as factor-intensity reversal. This topic is considered in Appendix 3.

4. We could also define production functions with decreasing returns to scale. However, many economists feel that what may appear to be decreasing returns are actually diminishing marginal products: increases in outputs are diminishing because one or more factors are fixed as in Fig. 2.3. In addition, decreasing returns are simply not very important in the analysis of international trade and thus will not be discussed.
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CHAPTER 3

PREFERENCES, DEMAND, AND WELFARE

3.1 THE UTILITY FUNCTION

The previous chapter described the production or supply side of the traditional international trade model; in this chapter attention is focused on the demand side. Fundamental to the notion of a representable demand relationship is the assumption that consumers buy commodities because these commodities provide satisfaction, or utility. The relationship between the utility derived from such consumption and the quantities of the commodities consumed is summarized in a utility function of the form

\[ U = U(X, Y) \]  

(3.1)

This three-dimensional relationship has an obvious similarity to the production functions of Chapter 2, and, indeed, several of the characteristics of the production functions described in Chapter 2 will be assumed to apply to the utility function as well. One assumption that production and utility functions have in common is that both are assumed to be increasing functions of both inputs. For the utility function this implies that a little more of either commodity always increases a commodity bundle's utility, or in other words, that a consumer is never satisfied with a particular commodity. Thus, the utility function, like the production function, can be thought of as a three-dimensional hill such that for any point on this hill, a larger amount of either or both of the two inputs will yield higher utility.

There is, however, one important distinction between the production function and the utility function. For production functions it is possible to calculate the specific level of output of a particular commodity that will result from a specific bundle of factor inputs. In contrast, it is not possible to assign a specific, numerical value to the utility level that will be associated with a specific commodity bundle. However, levels of utility associated with different commodity bundles can be compared. A consumer decides either that one commodity bundle is preferable to another or that the two yield equal satisfaction. In the latter case, we say that the consumer is "indifferent."

If we think again of the three-dimensional utility hill and imagine ourselves at some point on that hill, it is clear that the various points on the surface of the hill can be compared, even if we have no information about actual elevations above the ground level. Some points will be higher on the surface, some lower on the surface, and some at the same level. If points at the same level are traced out and projected on the XY plane, a locus such as \( U_0 \) of Fig. 3.1 results. This is a contour line of the utility hill, and it therefore represents the locus of all combinations of commodities \( X \) and \( Y \) that would yield a constant level of utility. Because the individual consumer is assumed to be indifferent at all points on this locus, any such locus is referred to as an indifference curve. These indifference curves are obviously analogous to the isocurves of Chapter 2. Of course, since an indifference curve can be drawn for any level of utility, there is an infinite number of such indifference curves, only three of which are shown in Fig. 3.1. In this figure, higher indifference curves represent higher levels of utility, since higher indifference curves represent contour lines that are farther up the utility surface. Note, however, that from a utility point of view, no significance can be attached to the distances between any two indifference curves.

While it has been convenient to describe the indifference curves in terms of the utility surface, it is worthwhile observing that indifference curves can be derived quite independently of the concept of the utility function. To illustrate, consider point \( A \) of Fig. 3.1, containing 10 units...
of $Y$ and 4 units of $X$. To construct a set of indifference curves for a certain individual, we could ask a consumer to compare the utility received from other bundles of $X$ and $Y$ with the utility received from point $A$. It is first of all clear that, given the assumption that both goods yield positive utility, any point below and to the left of point $A$ would yield less utility than $A$. Similarly, any point above and to the right of $A$ would yield more utility and would therefore be preferred. A point such as $B$, however, contains more $X$ but less $Y$, and thus no predictions can be made on the relative merits of this point as compared to $A$. To find out whether or not $B$ is preferred to $A$, we ask whether the individual would be willing to give up $A$ in exchange for $B$. If the answer is yes, then $B$ must be preferred to $A$. For a point such as $C$, the consumer might respond negatively to the trade offer, indicating that $A$ is preferred to $C$. If the individual is asked to compare a large number of commodity bundles, and if a positive sign is attached to every point at which the individual agrees to exchange and a negative sign to every point at which the individual declines to exchange, a line separating the pluses from the minuses can be drawn. This line would include all those points at which the individual is indifferent, producing an indifference curve such as $U_1$ in Fig. 3.1.

3.2 CHARACTERISTICS OF INDIFFERENCE CURVES

Several characteristics of the indifference curves for individuals are of interest in the subsequent analysis. First, the indifference curves are assumed to be convex to the origin, as illustrated in Figs. 3.1 and 3.2. As we will see later on, this characteristic is important in determining the equilibrium position for an individual consumer. The economic rationale for this assumption can be seen by considering points $A$, $B$, $C$, and $D$ in Fig. 3.2. Since these points are all on the indifference curve $U_0$, the individual is, by definition, completely indifferent as to which of these bundles of commodities he or she consumes. The four points have been chosen so that the movement from $A$ to $B$ and the movement from $C$ to $D$ both represent a reduction of two units of commodity $Y$. The increase in the amount of $X$ needed to persuade this individual to give up these two units of $Y$ varies significantly between these two sets of points. To persuade the individual to move from $A$ to $B$, only one unit of $X$ is required, while the movement from $C$ to $D$ requires an additional 8 units of $X$. The economic argument underlying this assumption is that, for commodity bundles with relatively large quantities of $Y$ and small quantities of $X$, the reduction in the utility associated with giving up a unit of $Y$, the plentiful commodity, is much smaller than the increase in utility associated with receiving an extra unit of $X$, the scarce commodity. Thus, at $A$ in Fig. 3.2, the individual is prepared to give up 2 units of $Y$ to obtain one additional unit of $X$. Moving down the indifference curve, however, the individual receives more $X$ and less $Y$, and as this movement takes place, the extra utility associated with an additional unit of $X$ will fall relative to the reduction in utility associated with relinquishing a unit of $Y$. At point $C$, we must offer 8 units of $X$ to persuade the individual to give up 2 units of $Y$. The slope of an indifference curve at any point is equal to the ratio of the marginal utilities of the two commodities and is called the marginal rate of substitution in consumption. Indifference curves shaped like those in Fig. 3.2 are said to exhibit a diminishing marginal rate of substitution, referring to the fact that the utility associated with a unit of $X$ falls relative to the utility associated with a unit of $Y$ as one moves down the indifference curve from $A$ to $D$.

The second important characteristic of indifference curves is that utility increases as the individual moves to higher indifference curves. Consider, for example, the two indifference curves $U_0$ and $U_1$. (Ignore for the moment the indifference curve through points $G$ and $H$.) Because we have assumed that additional amounts of either commodity increase utility, it is clear that point $E$ on indifference curve $U_1$ is preferred to point $A$ on indifference curve $U_0$. But how can we compare points $F$ and $A$ when point $F$ contains more $X$ but less $Y$ than point $A$? The answer to this follows directly from the definition of an indifference curve. Because $E$ and $F$ are both on the indifference curve $U_1$, they are equivalent from the individual consumer's point of view, and thus because $E$ is preferred to $A$, $F$ must also be preferred to $A$. Therefore, all points on the higher of two indifference curves are preferred to all points on the lower one.

The final important characteristic of indifference curves is the fact that no two indifference curves for the same individual can intersect. This fact is most easily demonstrated by drawing two intersecting indifference curves and then examining the inherent contradictions that result. In Fig. 3.2, the indifference curve through points $G$ and $H$ has been drawn to intersect the indifference curve $U_1$. Consider points $G$ and $E$. Because $G$ contains a larger quantity of both $Y$ and $X$, it is clear that the individual would prefer $G$ to $E$. Now, points $E$ and $F$ are on the same indifference curve, meaning that the individual is indifferent between them. Similarly, the individual is
indifferent between $G$ and $H$ on the indifference curve $U'$. Thus, because $H$ is indifferent to $G$, because $G$ is preferred to $E$, and because $F$ is indifferent to $E$, it must follow that $H$ is preferred to $F$. But because $F$ contains more of both $X$ and $Y$ than does $H$, this is impossible. The intersection of the two indifference curves contradicts the basic assumption that more of both commodities is preferred. Therefore, it can be concluded that indifference curves cannot intersect.

3.3 THE MAXIMIZATION OF UTILITY

Up to this point, the discussion of utility has been confined to the consideration of individual tastes, or relative preferences for various commodity bundles. The actual choices that the consumers make, however, depend also on their incomes and on the prices of the commodities. To create a working equation that includes these additional factors, we assume that the prices of the two commodities, $p_x$ and $p_y$, and that income, $I$, are given. Assuming for the sake of simplicity that the individual's entire income is spent on purchases of the two commodities, it is clear that the total expenditure on $X$ plus the total expenditure on $Y$ must equal $I$. This gives the budget constraint that can be written as

$$I = p_x X + p_y Y$$

(3.2)

To depict this budget constraint geometrically, or, in other words, to illustrate the set of possible consumption points, suppose that all income is spent on commodity $Y$. In terms of Eq. (3.2), this implies that $X = 0$, and solving for $Y$, we obtain $Y = I/p_y$. This point, shown in Fig. 3.3, represents the maximum amount of $Y$ that could be purchased if all income were spent on this commodity. Similarly, if all income were spent on commodity $X$, consumption would take place at $I/p_x$ in Fig. 3.3. Income can be divided between the two goods to allow the consumer to reach any point on the line connecting these two endpoints.

An alternative method of plotting this budget constraint would be to solve Eq. (3.2) for $Y$ to obtain

$$Y = \frac{I}{p_y} - \frac{p_x}{p_y} X$$

(3.3)

This is a standard form of the equation of a straight line, where $I/p_y$ is the intercept on the $Y$ axis, and where $-p_x/p_y$ is the slope of the line. The budget line is thus analogous to the isoquant line for the firm in Eq. (2.3).

The indifference curve map can now be combined with the budget constraint to illustrate how the equilibrium position for an individual consumer is determined. In Fig. 3.3, three representative indifference curves for an individual are shown. In order to maximize his or her welfare, the individual will purchase at the highest level of utility possible within the budget constraint. Of all possible choices along the budget line, one such as point $E$ is not optimal. Moving up the budget line to $A$ increases the individual's welfare by crossing higher indifference curves. Welfare is maximized at point $B$, the highest level of utility attainable within the budget constraint. Because point $B$ represents the tangency between the budget constraint and the highest indifference curve, utility is maximized by setting the marginal rate of substitution equal to the ratio of commodity prices.

$$\frac{p_x}{p_y} = MRS$$

(3.4)

Because international trade is concerned with general equilibrium questions, we are interested not so much in the maximization of individual utility as in the conditions that characterize equilibrium for the entire economy. To consider the simplest such case, suppose that the quantities of $X$ and $Y$ are fixed at $X$ and $Y$ and that the economy consists of two individuals. The locus of possible equilibrium points for this simple society is derived in the same way as was the efficiency locus in Chapter 2. In the box diagram of Fig. 3.4, we have plotted the indifference curves for the first individual from $O_1$ and the indifference curves for the second individual from $O_2$. Note that in terms of $O_1$, point $O_2$ represents the total available quantities of commodities $X$ and $Y$. Superscripts have been used to distinguish the two sets of indifference curves.

One method of deriving the locus of equilibrium points for the two individuals is to maximize the utility for one individual, subject to some fixed level of utility for the other individual and to the constraint that the quantities of $X$ and $Y$ are fixed. Suppose that we constrain the second individual to consume somewhere along the indifference curve $U^2$ and maximize the utility of the first individual subject to this constraint and to the constraint that $Y = Y$ and $X = X$. Would it be optimal for consumption to take place at a point such as $B'$? The answer is clearly no, for movements from $B$ toward $A$, while leaving the second individual at the same utility level, would result in higher and higher levels of utility for the first individual. It can also be seen that at point $A$, the utility of the first individual is maximized subject to the constraints we have imposed. While points on higher indifference curves would be preferred, no such points can be achieved.

FIGURE 3.3
Utility maximization.
From Fig. 3.4 we see that the contract curve is the locus of Pareto optimal tangency points between the indifference curves for the two individuals. It was previously shown that a consumer is in equilibrium where the commodity price ratio line is tangent to one of that individual’s indifference curves. It follows that, at any point on the contract curve, the equilibrium commodity price ratio line must be tangent to indifference curves for both individuals, as is \( p_x/p_y \) at point A. Therefore, a requirement for Pareto optimality is that both consumers face the same commodity price ratio. Note that this condition is similar to the condition in the previous chapter that producers face the same factor prices. That condition ensures that a fixed supply of factors is allocated efficiently. The condition discussed here ensures that a fixed supply of commodities is allocated efficiently (in the Pareto sense) although not necessarily equitably.

3.4 AGgregating individual preferences

As noted in the previous section, we are concerned not only with individual preferences and demands but also with those of entire countries. Unfortunately, it turns out that only under special assumptions can the preferences of individuals be aggregated together to get national or "community" indifference curves.

Suppose that all individuals have preferences of the type described in the preceding sections, giving rise to demand functions that depend on prices and incomes. Assume that there are only two goods and that the price ratio is denoted \( p \). The income of individual \( j \) is denoted by \( I_j \). If all individuals in the economy face the same price ratio but generally have different incomes, then the total demand for the good \( X \) can be written as the function \( D \):

\[
X = D(p, I_1, I_2, \ldots, I_n)
\]  

(3.5)

where it is assumed that there are \( n \) individuals in the country. The question of whether or not community indifference curves exist is essentially the same as the question of whether or not the demand function in Eq. (3.6) can be written as a function of aggregate income (the sum of the individuals' incomes)—that is, whether or not the distribution of income affects total demand. The intuition here is that when we draw community indifference curves, we are saying that the country has preferences over aggregate bundles of goods that depend only on prices (the slope of the price line) and total income (the distance to the price line from the origin).

Preferences, hence, demands, are independent of how that aggregate income is distributed. In short, we can write Eq. (3.5) as

\[
X = D(p, I) \quad I = \sum_{j=1}^{n} I_j
\]  

(3.6)
Special assumptions are necessary for demand to be independent of the distribution of income and, hence, for Eq. (3.6) to be valid. One problem that arises in aggregation is shown in Fig. 3.5, where we have two consumers with identical but nonhomothetic tastes. In other words, at constant relative prices, the ratio of $Y/X$ consumed is not independent of income. Specifically, consumers desire more $X$ relative to $Y$ as income increases at constant prices.

Suppose that we have two individuals initially consuming at point $A$ in Fig. 3.5 and that we give some of consumer 1's income to consumer 2 so that they adjust to consuming at points $B$ and $C$, respectively. The chord $AB$ is steeper than the chord $AC$, and so the changes in the consumption of the two individuals do not balance. Even though we have changed neither the prices nor the aggregate income, there will now be a higher aggregate demand for $X$ and a lower aggregate demand for $Y$. Aggregate demand depends on the distribution of income; therefore, community indifference curves do not exist in this situation.

Now consider homothetic but nonidentical tastes. This situation is shown in Fig. 3.6. Consumer 1, who has a relatively strong preference for $Y$, is initially at $A_1$, while consumer 2, who has a strong preference for $X$, is initially at $A_2$. Now take income away from consumer 1 and give it to consumer 2, holding prices constant. Consumer 1 moves to point $B_1$, while consumer 2 moves to point $B_2$. Again, the changes in consumption are equivalent (more $X$ and less $Y$ will be demanded), even though prices and total income are constant. Community indifference curves do not exist when preferences differ.

This analysis suggests the fact that community indifference curves will exist if all consumers have identical and homothetic tastes (and if they face the same prices). This is, however, a somewhat stronger assumption than we need, and we use a slightly weaker one at several points in later chapters. An alternative condition is shown in Fig. 3.7, where consumers are assumed to have identical but nonhomothetic tastes. The income expansion path, shown as $O'M$, does not go through the origin, but it is linear.

Assume that two consumers are initially at point $A$ in Fig. 3.7. Now take income away from consumer 1 and give it to consumer 2 so that they move to points $B_1$ and $B_2$, respectively. Note that the changes in their consumption levels cancel so that there is no change in aggregate demand. This type of preference, sometimes called quasi-homothetic, does imply the existence of community indifference curves. As we will see in later chapters, these preferences are useful for dealing with differences in per capita income across countries. Note in Fig. 3.7 that the ratio of $Y$ to $X$ consumed depends on income (per capita income for a country) at constant prices. In the case shown, the share spent on $X$ increases with income.

Throughout most of the book we will assume that preferences can be aggregated into community indifference curves. This permits an easy exposition of many points that do not rely on this assumption but that cannot be shown graphically without it.

### 3.5 INTERPRETING COMMUNITY INDIFFERENCE CURVES: AGGREGATE DEMAND VERSUS INDIVIDUAL WELFARE

There are two different interpretations of community indifference curves (assuming they exist), and it is very important to distinguish between them. One is what economists call a positive interpretation. Under this interpretation, the community indifference curves simply tell us what the country will demand under various price and aggregate income combinations. That is, if we pick income and prices so as to determine an aggregate budget line like the one in Eq. (3.3), we can find the quantities demanded by the
intersection of the highest community indifference curve and the budget constraint. The positive interpretation of community indifference curves does not necessarily attach any welfare significance to the indifference curves.

The normative interpretation of community indifference curves does attach a positive welfare significance to moving from a lower indifference curve to a higher indifference curve (or even to moving along one indifference curve) in the same way that we would interpret that move for an individual. If a trade policy can lead to such a movement, we say that a country will be better off (or equally well off) under that policy.

The pitfalls in the second interpretation are illustrated in Fig. 3.8, where $A$ and $B$ are two aggregate commodity bundles and $U_a$ and $U_b$ are two community indifference curves. Under the normative interpretation of community indifference curves, national welfare clearly increases in a move from $A$ to $B$. However, suppose that the country is composed of two individuals, denoted by superscripts 1 and 2, with identical, homothetic preferences. In the initial situation $A$, measure the consumption of individual 1 from the origin $O$ and that of individual 2 in the opposite direction beginning at $A$ as in the Edgeworth-Bowley box. As drawn in Fig. 3.8, individual 1 has initial consumption $OA'$, and individual 2 has consumption $A'A$. Suppose that the move from $A$ to $B$ somehow redistributes income from individual 2 to individual 1. This is of no consequence for the community indifference curves. However, the move from $A$ to $B$ clearly has the effect of greatly helping individual 1 while harming individual 2, whose consumption is reduced from $A'A$ to $B'B$. The point to remember in making normative interpretations of community indifference curves is that a movement to a higher community indifference curve does not mean that the welfare of all individuals in society has increased. Similarly, moving along a single community indifference curve does not mean that the welfare of all individuals is being held constant.

In later chapters we will present cases in which aggregate welfare increases while leaving some individuals worse off. Indeed, this is a relatively common problem with trade policy, and it is one of the points of departure in what is called the political-economy approach to trade policy. Throughout the book, we will often make normative interpretations of community indifference curves, but we must keep the caveat just mentioned in mind. One traditional way of avoiding difficulties is to say that if preferences are indeed identical and homothetic, then there will always exist some domestic redistribution of income or other compensation that will make all individuals better off when the economy moves to a higher indifference curve. The existence of such possible compensations implies that all individuals are potentially better off. This is not entirely satisfactory, however, since in the absence of actual redistributions, the individuals who are made worse off are not at all happy with the potential-improvement argument. We will deal explicitly with the income-distribution problem at a number of points in the book; at other points we will simply attach normative significance to community indifference curves.

### 3.6 CONCLUDING REMARKS

This chapter develops the tools for analyzing consumer demand and for making welfare interpretations of trade policies. As was the case in the previous chapter, these tools will be used repeatedly throughout the remainder of the book. You should leave this chapter with a good understanding of the following points.

1. For given commodity prices, consumers will pick commodities such that their marginal rate of substitution in consumption (the slope of an indifference curve) is equal to the commodity price ratio.
2. If all consumers face the same commodity prices, then the allocation of commodities across individuals will be Pareto optimal; that is, it will not be possible to redistribute the commodities so as to make one individual better off without making another individual worse off.
3. In general, it is problematic to aggregate individual preferences into community indifference curves. The difficulty is that aggregate demands generally depend on the distribution of income among individuals, not just on prices and aggregate income.
4. Special restrictions can be imposed to produce community indifference curves. A positive interpretation of these curves will tell us what commodity bundles will be demanded at various combinations of prices and aggregate income.
5. Community indifference curves can also be interpreted in the normative sense, in which the movement from a lower indifference curve to a higher indifference curve is said to improve welfare. The problem with this interpretation is that such a move does not assure an increase in the welfare of all individuals in society. If individuals have identical and
homothetic (or quasi-homothetic) tastes, a move to a higher community indifference curve does mean at least that all individuals are potentially better off with an appropriate domestic redistribution scheme.

6. Throughout the book, we will often give normative interpretations of community indifference curves, but the reader must remember the distributional problem regarding individual welfare. This will be brought to the forefront at several points in the book. Because of distributional problems, we cannot automatically assume that governments set policy to attain the highest community indifference curve.

PROBLEMS

1. Show that, for an individual consumer maximizing utility subject to the budget constraint, the equilibrium position will not necessarily be unique unless the indifference curves are convex to the origin.

2. Refer back to our discussion in Chapter 2 of how commodity prices determine factor prices. Why might changes in commodity prices change the distribution of income among consumers?

3. In Fig. 3.3, trace out a locus of consumption points as the price of X falls.

4. Consider the two individuals with the preferences shown in Fig. 3.6. How might each consumer feel about a proposed policy that would raise the price of X but lower the price of Y?

5. What sort of redistribution policy might ensure that all consumers are individually better off under a trade policy that moves the economy to a higher community indifference curve?

NOTES

1. This statement is somewhat inaccurate. The existence of community indifference curves and the ability to write demand as a function of aggregate income are not quite the same. In particular, an aggregate demand function exists but community indifference curves do not when consumers have heterogeneous tastes but each consumer has a fixed share of income. For the purposes of this book, we have decided to avoid a lengthy discussion of the fine points. The analysis that follows presents restrictions on preferences that guarantee the existence of both community indifference curves and aggregate demand functions. Relatively simple discussions of aggregation can be found in Green (1976) or Deaton and Muellbauer (1980).

2. The assumption of homothetic tastes is similar to but slightly more general than the assumption of homogeneous production functions made in Chapter 2. Specifically, any monotonic transformation of a homogeneous function is homothetic. Because for preferences we assume only that more of a commodity is preferred to less without determining by how much more it is preferred, the weaker and more general homothetic assumption is sufficient for our uses. For practical purposes, assuming homothetic tastes implies that, as we increase income but hold prices constant, a consumer will hold constant the ratio of goods consumed; that is, the consumer will increase consumption of all goods by the same proportion.

3. A method of aggregating individual preferences is shown in Appendix 1.
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CHAPTER 4

GENERAL EQUILIBRIUM IN OPEN AND CLOSED ECONOMIES

4.1 GENERAL EQUILIBRIUM IN THE CLOSED (AUTARKY) ECONOMY

The two previous chapters developed the tools of production and consumption theories. The purpose of this chapter is to combine the production and demand sides of the economy to arrive at an overall or general equilibrium analysis. This section considers general equilibrium in a closed economy, one that is self-sufficient and does not trade. Such an economy is said to be in autarky.

Throughout this chapter producers and consumers are assumed to be competitive. In later chapters we will consider many cases of imperfect competition and other distortions. Of the three conditions that determine general equilibrium in a closed economy, the first two are optimization conditions for producers and consumers: (1) Competitive, profit-maximizing producers pick outputs such that, at given commodity prices, the marginal rate of transformation is equal to the producer price ratio; this condition was given in Eq. (2.13) as \( \frac{p_x}{p_y} = \text{MRT} \). (2) Consumers pick commodities such that, at given commodity prices, their marginal rate of substitution in consumption is equal to the consumer price ratio; assuming that consumer and producer prices are the same, this condition was given in Eq. (3.4) as \( \frac{p_x}{p_y} = \text{MRS} \). The third condition is a market clearing condition: (3) The supply and demand for each commodity must be equal; let subscript \( c \) denote consumption of a commodity and subscript \( p \) denote production of a commodity. Our three conditions for general equilibrium are summarized by

\[
\begin{align*}
\frac{p_x}{p_y} &= \text{MRT} & \text{producer optimization} \\
\frac{p_x}{p_y} &= \text{MRS} & \text{consumer optimization} \\
X_c &= X_p & Y_c = Y_p & \text{market clearing}
\end{align*}
\]

Figure 4.1 shows an equilibrium for a closed economy that satisfies these three conditions. Producers produce optimally at point \( A \), where the slope of the production frontier is tangent to the price ratio, \( \frac{p_x}{p_y} \). Similarly, consumers consume optimally at point \( A \), where the slope of their indifference curve is tangent to the price ratio. And finally, markets clear because the production and consumption points are the same. Note also that the equilibrium at \( A \) is optimal in the sense that the economy consumes on the highest possible community indifference curve at which production is feasible (i.e., where the production point is on or interior to the production frontier \( XY \)). This is a property that goes back to Adam Smith’s “invisible hand,” in which decentralized decision-making by optimizing, self-interested producers and consumers leads the economy to an efficient outcome.

Note for future reference that the equilibrium at point \( A \) determines a factor allocation in the Edgeworth-Bowley box in Fig. 2.8 (if indeed the two-factor model is the underlying production structure). Thus, factor prices are also determined in general equilibrium. To the extent that consumers have different factor endowments, the factor prices determine the distribution of income among consumers.

![Figure 4.1](image-url)
4.2 GENERAL EQUILIBRIUM IN THE OPEN (TRADING) ECONOMY

Now assume that an economy can engage in trade at a fixed world price ratio, which we will denote by \( p^* = p^*_x / p^*_y \). The first two optimization conditions mentioned in the previous section remain unchanged. The only difference is that world prices will generally be different from the prices determined in autarky. Producers optimize by equating the marginal rate of transformation to whatever prices prevail, and, similarly, consumers optimize by equating their marginal rate of substitution to those prices.

The difference in equilibrium between the closed and the open economy lies in the third condition, market clearing. With international trade, an economy is no longer constrained to consume only what it can produce. The loosening of this constraint is the very source of gains from trade, as we shall see. A trading economy is able to sell some of one good at world prices and use the proceeds to buy the other commodity. Instead of market clearing, we have what we call a trade balance condition: the value of what a country sells on world markets must be equal to what it buys. We can define the excess demand for goods \( X \) and \( Y \) as \( (X - X_p) \) and \( (Y - Y_p) \) respectively. If excess demand is positive, the economy is consuming more than it is producing, which corresponds to demand for an import good. If excess demand is negative, an economy is consuming less than it is producing, resulting in an export good. The trade balance constraint requires that the value of all imports be equal to the value of all exports. An alternative way of saying this is that the sum of the value of the country's excess demands must equal zero: the positive excess demand for the import good must equal the negative excess demand for the export good. The trade balance condition is given by

\[
p^*_x(X_e - X_p) + p^*_y(Y_e - Y_p) = 0 \quad (4.2)
\]

Note that this condition is completely general and does not depend on which good happens to be the import good and which happens to be the export good.

We can rearrange the terms in Eq. (4.2) to rewrite the equation in a different way.

\[
p^*_x X_p + p^*_y Y_p = p^*_x X_e + p^*_y Y_e \quad (4.3)
\]

The left-hand side of this equation is the value of production at world prices, while the right-hand side is the value of consumption at world prices. Thus, equivalent to the trade balance condition is the requirement that the value of production must equal the value of consumption.

We can think of the value of production as the income of the country. By placing a line with the slope of the world price ratio \( p^* \) through the production point, we derive the “national budget line.” As explained in Chapter 2, this budget line defines national income by evaluating domestic output at world prices. Consumers are then free to choose any point on this budget line, because the value of consumption will be equal to the value of production. This is shown in Fig. 4.2, where the fixed world price ratio is given by \( p^* \). Producers optimize by choosing production at point \( Q \). Consumers optimize by choosing consumption at point \( C \). In the particular case shown, the country imports \( X(X_e > X_p) \) and exports \( Y(Y_e < Y_p) \). Trade will balance insofar as the value of production at world prices equals the value of consumption. To summarize, the conditions for general equilibrium are given as follows.

\[
\frac{p^*_x}{p^*_y} = \text{MRT} \quad \text{producer optimization}
\]

\[
\frac{p^*_y}{p^*_x} = \text{MRS} \quad \text{consumer optimization} \quad (4.4)
\]

\[
p^*_x(X_e - X_p) + p^*_y(Y_e - Y_p) = 0 \quad \text{trade balance}
\]

Note finally that the autarky market clearing condition is a special case of trade balance. It satisfies the trade balance condition in that both terms in parentheses are zero. If world prices happened to be the same as the country's autarky prices, then the trading equilibrium would be identical to the autarky equilibrium.

4.3 THE EXCESS DEMAND FUNCTION

We now turn to the larger question of the determination of world prices and an international general equilibrium (our world will consist of two countries). Consider Fig. 4.3. The autarky price ratio \( p_a \) is shown for reference. At the price ratio \( p_1 < p_a \), the country produces at \( Q_1 \) and consumes at \( C_1 \). Excess demand for good \( X \) is positive, i.e., \( X \) is imported. This makes economic sense, recalling that \( p^* = p^*_x / p^*_y \). If the relative price of \( X \) is lower on the world markets than on the domestic market, then buying from the low-cost source would mean importing the good. Similarly, if \( Y \) is relatively more
The production effect is the most straightforward. Suppose \( p^* > p_a \). Producers will choose to move resources out of the production of \( X \) and into the production of \( Y \). This will exacerbate any given excess demand for \( X \) at \( p^* < p_a \), leading to the negative slope of the excess demand curve. Similarly, \( p^* < p_a \) leads to a substitution effect in consumption. The falling price of \( X \) makes consumers willing and able to buy more of it, and again the excess demand for \( X \) grows as its price falls. Furthermore, the concavity of the production possibilities curve and the concavity of community indifference curves will combine to ensure that the excess demand function will itself be convex.

A subtlety in constructing the excess demand curve may arise when \( p^* > p_a \). In this case, the curve may bend backward (take a positive slope) in the exporting section (negative excess demand) of the curve. As the price of the export good continues to increase, the country gets richer from the sales of that good. This leads consumers to want to devote some of their additional income to purchases of that good. At some point, this income effect, which leads consumers to demand more of the export good, may outweigh the substitution effect, which leads consumers to want less of a good when its price rises. Consequently, exports may fall with a further increase in price. We have elected not to pursue this possibility here, but it is discussed in Appendix A, containing the derivation of offer curves. In any event, the position of the excess demand curve is ultimately determined by the resources the country has available to produce \( X \) even if it chooses not to consume it at all.

Finally, movement along the excess demand curve away from \( p_a \) in either direction is welfare-improving because any change in price leads to an increase in the consumption choices for consumers. As prices fall from \( p_a \), for instance, consumers who could still afford the previous combination of \( X \) and \( Y \) choose a preferred combination instead. Similarly, as the price of an export good rises, consumers can either maintain their consumption levels of the export or buy more imports as an alternative.

4.5 INTERNATIONAL GENERAL EQUILIBRIUM

Now introduce a second country, referring to it as Country F, and call the original Country H. Fig. 4.5 shows an excess demand curve for Country F, \( E^*_F \), placed arbitrarily above the excess demand curve for Country H, \( E^*_H \). The autarky price ratio in Country F is \( p^*_F \), greater than Country H's autarky price ratio, \( p_a \).

General equilibrium in the world economy is then determined at an international price ratio where the excess demands of the two countries are equal and opposite. In Fig. 4.5, this occurs at price ratio \( p^* \). At that price, the positive excess demand (imports) of the Foreign country are equal to the negative excess demand (exports) of the Home country. The market for \( X \) clears, which is a condition for international equilibrium: \( E^*_X + E^*_F = 0 \).
Equilibrium in a closed economy is determined by three conditions: (a) producer optimization, (b) consumer optimization, and (c) market clearing.

2. If production and consumption are competitive, the closed economy equilibrium is efficient in the sense that the economy attains the highest community indifference curve subject to the feasibility of production.

3. International trade removes the constraint that an economy consumes only what it produces. It also replaces the market clearing condition for equilibrium with the much weaker condition that the value of total production must equal the value of total consumption. We show that this restriction is exactly equivalent to the restriction that the value of imports must equal the value of exports. Open economy equilibrium is determined by the producer and consumer optimization conditions plus the trade balance condition.

4. A country's willingness to trade with the rest of the world can be summarized by an excess demand function for one of the two goods (we chose $X$). This function gives the country's desired imports or exports at all possible price ratios. This curve slopes downward like a conventional demand curve, except that the quantity demanded can be either positive or negative. A negative excess demand simply means that the country wishes to export at a given price. Excess demand is zero at the country's autarky price, and movement away from autarky is welfare-improving.

5. A second country can be introduced and its excess demand curve derived. International equilibrium is found at the price where the exports of one country match the imports of the other country. This price is between the autarky price levels of the two countries. The autarky price differences determine the direction of trade, with the low-price country exporting the good and the high-price country importing the good.

6. We noted that, because of the trade balance restrictions, we need consider only one market to determine general equilibrium. If that market clears, so does the other market.

PROBLEMS

1. Suppose that the production frontier for a country is linear. Construct its excess demand curve.

2. Assume that a single consumer has an initial endowment of good $X$ rather than a money income. Show the consumer's desired consumption bundles (and therefore desired trades) as the price ratio changes. Is it possible that the consumer may wish to sell less $X$ as the relative price of $X$ rises? (This is the “backward bending” issue.)

3. If you succeed in answering question 2, can you show that less $X$ will be supplied as its price rises because the income effect of the price increase outweighs the substitution effect?

4. Suppose that the country in Fig. 4.1 grows in a “neutral” fashion such that its production frontier shifts out and the autarky price ratio remains unchanged. What happens to the country's excess demand curve in Fig. 4.4?
5. How will the growth described in question 4 change the equilibrium world price ratio in Fig. 4.5?

NOTES
1. In a dynamic model with many time periods, trade need not balance in any one time period. A country can consume more than it produces by selling assets, which can be thought of as claims to future consumption. The United States has been in a position of trade deficit for years, indicating that foreigners are accumulating United States assets and hence have a claim on future United States production. This is an important topic in international finance, but we will also discuss it in the last chapter of the book.
2. Because of the possibility of backward-bending sections of excess demand curves in the exporting region (i.e., negative excess demand) mentioned in the previous section, there is a possibility of multiple equilibriums. This is also discussed in Appendix A on offer curves.
3. Later in the book we show that with imperfect competition, the free trade price for a good need not lie between the autarky prices of the two countries. Additional competition induced by trade may lead to a fall in the price of the good in both countries.

REFERENCES

5.1 GAINS FROM TRADE
We are now in a position to address one of the most fundamental issues in the study of international trade: the gains from trade. We will be able to show that under certain circumstances, a country's overall welfare is in some sense improved by international trade, which should thus be viewed as desirable. Yet the popular press often seems to assert that imports and trade are not beneficial for the national economy. Another popular view is that if one country gains though trade, the other country must lose. This is what economists would call a "zero-sum game": the gains to one player equal the losses to the other player. We will show that there is a wide range of circumstances in which all countries gain mutually from trade, circumstances in which trade is a "positive-sum game."

However, we will also show that not all individuals within a country will necessarily benefit from trade. In other words, while a country's total income is increased by trade, these gains may be very unevenly distributed to the point where some individuals or groups are worse off. A solid academic understanding of the gains from trade will have practical applications in evaluating various anti-trade arguments put forward by business, labor, and even government groups.

Figure 5.1 shows the production frontier and indifference curves for a single country. Autarky equilibrium occurs at point A, with the economy reaching utility level $U_A$. Figure 5.1 also shows two alternative world trading price ratios, $p_1^*$ and $p_2^*$. We have deliberately constructed the diagram so that these two world price ratios both lead to the same free trade utility.
level, $U_f$. Figure 5.1 is not a formal proof, but it illustrates a result that can be proved more rigorously: the ability of a country to trade at any price ratio other than its autarky prices must make the country better off. Note also that if the world price ratio happens to equal the autarky price ratio, the country is no worse off. We encourage you to draw a few diagrams like Fig. 5.1 in order to convince yourself that any world price ratio other than the autarky ratio leads to gains. The result does require that the conditions of Eq. (4.4) hold; for example, the price ratio must be tangent to the production frontier. We will have more to say about this in the next section and in chapters to come.

Another thing to note in Fig. 5.1 is that the direction of trade is of no particular welfare significance. The utility level $U_f$ can be achieved either through the export of $Y$ in the case of world price ratio $p^*_1$ or through the export of $X$ in the case of world price ratio $p^*_2$. The only condition is that the world price ratio must differ from the domestic autarky ratio. Given any such difference, the country gains by exporting what is more valuable on world markets than at home and by importing from the rest of the world what is more costly to produce at home than abroad. This point is important in answering the many arguments that attach particular significance to what goods a country imports or exports. For example, you will hear arguments in the United States and Canada that it is good to export computers and bad to export agricultural and forestry products. But both countries have a huge comparative advantage in such products over countries in Europe and the Far East where land and resources are scarce. Figure 5.1 emphasizes that there is no significance to the direction of trade per se, and that arguments to the contrary should be greeted with great skepticism.

Returning to a point made in the first paragraph of this section, it also follows that two countries enjoy mutual gains from trade. Figure 4.5 of the previous chapter depicts a situation in which the equilibrium world price ratio lies between the different autarky price ratios of two countries. In equilibrium, the world price ratio at which the countries trade is different from the autarky price ratio for each of them. It follows from our analysis of Fig. 5.1 that both countries are made better off by trade. Each country sells the product that it produces relatively cheaply and imports the product that is relatively costly to produce at home.

By constructing a very special case, Fig. 5.2 illustrates mutual gains and also makes the point that the direction of trade is of no significance. The two countries have identical preferences but different production frontiers. The production frontiers for Home and Foreign are given by $X \bar{Y}$ and $X'Y'$, respectively. Home is relatively good at producing $X$, while Foreign is relatively good at producing $Y$. This difference is then reflected in their autarky price ratios, Home consuming at $A$ and Foreign at $A'$ in Fig. 5.2. Free trade allows both of them to reach the same point $C = C'$ at price ratio $p^*$, with Home producing at $Q$ and Foreign producing at $Q'$.

We emphasize that this is a very special case; in general there is no presumption that two countries will reach the same utility level through trade or that the gains from trade will be shared equally. The latter point will be made many times throughout the book. But the points that both countries do gain and that the direction of trade is not necessarily of any significance are general results.

5.2 THE GAINS-FROM-TRADE THEOREM

We will now present a somewhat more formal treatment of the gains from trade. In particular we present a simple proof of what is called the gains-from-trade theorem. This helps make clear the assumptions necessary to ensure that a country gains from trade.
The diagrams that we have presented up to this point make use of the result from Chapter 2 that, in competitive equilibrium, the economy maximizes the value of production at equilibrium prices. That is, the economy attains the highest possible national budget line at equilibrium prices. In Fig. 5.3, world prices \( p^* \) result in production at point \( Q \) for reasons discussed earlier. The value of production resulting from producing at any other point in the production set at price ratio \( p^* \) must be less than or equal to the value of producing at \( Q \). In particular, we see that the value of production at \( Q \) is greater than the value of production at \( A \), the autarky equilibrium.

Let superscript \( f \) denote quantities produced in free trade and superscript \( a \) denote the quantities produced in autarky. Subscript \( p \) denotes production as in Chapter 4. When the value of production is maximized at free trade prices, we have the following inequality:

\[
p^*_f X^*_f + p^*_f Y^*_f \geq p^*_a X^*_a + p^*_a Y^*_a \tag{5.1}
\]

In words, the value of free trade production at free trade prices exceeds the value of autarky production at free trade prices. This is the result shown in Fig. 5.3. In autarky we must have market clearing as noted in Eq. (4.1) of the previous chapter, while in free trade we must have trade balance as noted in Eq. (4.2) or Eq. (4.3). Using the latter form of the balance-of-trade equation, Eqs. (4.2) and (4.3) are rewritten here.

\[
X^*_a = X^*_f, \quad Y^*_a = Y^*_f, \quad p^*_a X^*_a + p^*_a Y^*_a = p^*_X Y^*_Y \tag{5.2}
\]

Now substitute the market clearing conditions into the right-hand side of Eq. (5.1), changing production quantities to consumption quantities. Similarly, substitute the trade balance equation in Eq. (5.2) into the left-hand side of Eq. (5.1), changing production quantities to consumption quantities. This transforms Eq. (5.1) into the following inequality:

\[
p^*_f X^*_f + p^*_f Y^*_f \geq p^*_a X^*_a + p^*_a Y^*_a \tag{5.3}
\]

This inequality states that the value of free trade consumption evaluated at free trade prices exceeds the value of autarky consumption evaluated at free trade prices. This means that in free trade, where consumers can choose the autarky consumption bundle \((X^*_a, Y^*_a)\), they instead choose the free trade consumption bundle \((X^*_f, Y^*_f)\), which costs at least as much. In Fig. 5.3 the autarky bundle lies on a lower national budget line; therefore, Eq. (5.3) holds as a strict inequality. Because the autarky bundle costs less, consumers would choose it if they preferred it to the free trade bundle. This means that the free trade consumption bundle is preferred to the autarky consumption bundle. This result is known as the Gains-from-Trade theorem.

The Gains-from-Trade theorem. Suppose that the value of production is maximised at free trade prices. Then the value of free trade consumption at free trade prices exceeds the value of autarky consumption at free trade prices. The free trade consumption bundle must be preferred to the autarky bundle, because if it were not, consumers would pick the cheaper autarky bundle.

It is extremely important to understand that this theorem is not trivial and also that there are many situations in which it fails to hold. In order to appreciate this, we need to examine more critically the result seen in Chapter 2 that the value of production is maximized at free trade prices. While this property may hold in ideal cases such as the simple competitive model of Chapter 2, it need not hold in more complex cases. Figures 5.4 and 5.5 illustrate two situations in which it does not hold. In Fig. 5.4 there is some distortion in the economy such that the world price ratio is not tangent to the production frontier. In such a situation, it is possible that
autarky consumption at A is superior to free trade consumption at C. The inequality in Eq. (5.1) does not hold, so neither does the one in Eq. (5.3). These inequalities thus require that the free trade price ratio be tangent to the production frontier when both goods are produced. (If only one good is produced, the price ratio must not pass inside the production set.) We can refer to this as the tangency condition: the free trade price ratio must be tangent to the production frontier in order to guarantee that the value of production is maximized at free trade prices.

Figure 5.5 illustrates the other key assumption, convexity of the production set. Figure 5.5 depicts free trade production at Q and consumption at C. This is inferior to autarky consumption at A. Again, the inequality in Eq. (5.1) does not hold. We can refer to this as the convexity condition: the production set must be convex in order to guarantee that the value of production is maximized at free trade prices.

We have seen that the tangency and convexity conditions are sufficient to ensure that the value of production is maximized at free trade prices. These conditions will generally hold in economies that have (1) constant returns to scale, (2) perfect competition, and (3) no other distortions such as certain production or factor taxes. The production set will be convex, and prices will be tangent to the production frontier, with the corresponding restriction holding when the economy is specialized. Later in the book we will see that difficulties arise when there are production taxes or imperfect competition. These can lead to a failure of the tangency condition. With increasing returns to scale or factor market distortions, the convexity condition may fail. We already noted the non-convexity in the presence of scale economies in Chapter 2.

We would like to close this section by strongly emphasizing that the existence of distortions or increasing returns does not mean that losses from trade are likely; it means only that they are possible. Indeed, scale economies and imperfect competition are major sources of gains from trade, as we shall show later.

5.3 THE GAINS FROM EXCHANGE

It turns out that the gains from trade can be conveniently broken down into gains from two distinct sources: gains from exchange and gains from specialization. The gains from exchange refer to the fact that if individuals or countries are endowed with different amounts of goods or have different preferences, they can both gain by trading with each other.

Suppose we have two individuals, Jim and Janet, and that Jim has six bottles of beer and no bags of peanuts, while Janet has five bags of peanuts but no beers. As shown in Fig. 5.6, Janet and Jim will both attain utility level $U_a$ in their respective diagrams. But various possibilities exist for mutual gains. For example, Janet could give Jim three bags of peanuts for two beers. They would then move to point C in their respective diagrams, each attaining a utility level of $U_f$. An implicit trading price is established, insofar as three bags of peanuts are deemed to be equal in value to two beers. Beer is relatively more valuable; the price of beer in terms of peanuts is $3/2 = 1.5$.

Other trades could have been arranged, such as two bags of peanuts for two beers, establishing a price ratio of 1. Obviously, Janet would prefer this trade, while Jim would prefer the one mentioned in the previous paragraph. Different trades affect the distribution of gains between the traders, and stronger or smarter traders will tend to move the terms of trade to their advantage, as we will discuss in later chapters. The important point here is that both individuals will gain something from voluntary trade (otherwise they would not trade); that is, voluntary trade is mutually beneficial. As we discussed at the outset of the chapter, this point is extremely important in countering the popular opinion that any gain from trade by one country must be another’s loss. It is not true that a consumption gain by Japan or the United States in trading with Canada must mean an equivalent loss for someone in Canada. Trade results in mutual gains, as we have just shown.

This result can be demonstrated more formally with the kind of box diagram shown in Fig. 5.7 (similar to the box diagrams in Chapter 3). The two goods are again X and Y, and the two individuals are 1 and 2. The initial endowment point is point E. The welfare levels of 1 and 2 at this endowment point are given by $U_a^1$ and $U_a^2$, respectively. You should be able to convince yourself that moving from K to any point in the interior of the "lens" formed by $U_a^1$ and $U_a^2$ will make both individuals better off. But not all of the possible moves are Pareto optimal—that is, moves after which we could not make one individual better off without making the other one worse off. Beginning at E in Fig. 5.7, the set of Pareto optimal trades is given by the segment of the contract curve between A and A', where indifference curves are tangent. Point F illustrates one possible Pareto optimal trading equilibrium between A and A' at which gains are shared fairly equally. As
discussed earlier, in other trades between A and A' the gains shift more toward one trader or the other, but both still do gain. The existence of many possible beneficial trades, differing in the distribution of gains, implies that there is some element of conflict as well as an element of cooperation in trade.

5.4 THE GAINS FROM SPECIALIZATION

The previous section assumed that the total quantities of all goods were fixed. In fact, individuals or countries can generally increase total production and realize additional gains by specializing in the goods they produce most efficiently. This proposition is usually fairly obvious in the case of individuals. In modern society no one is self-sufficient, and indeed, most people engage in an extremely narrow range of work activities in order to earn income to buy a wide range of goods and services. Everyone seems to grasp the idea that we would have a much lower standard of living if people all tried to grow their own food, make their own clothes, build their own houses, and so forth. Specialization in a narrow range of activities is efficient.

The same principle holds true for countries, although people seem to lose sight of this fact. One frequently hears arguments in the United States to the effect that we should be producing a certain good rather than importing it from abroad. Consider a simple example in which we have two countries, the United States and Japan, that produce two goods, wheat and steel. Suppose that the number of tons of wheat or steel that one person can produce per year in each country is given in Table 5.1. One labor-year devoted to wheat production in the United States results in 30 tons of wheat, and so forth.

The United States is relatively more productive in wheat, and Japan is relatively more productive in steel. Using terminology familiar to most readers, the opportunity cost of producing one more ton of steel is three tons of wheat in the United States, but only one ton of wheat in Japan. Japan has an advantage in steel in the sense of being the low opportunity cost producer of steel. Suppose we now move one worker in the United States out of steel production and into wheat production. Similarly, we move one Japanese worker out of wheat production and into steel production. Changes in outputs following this reallocation are given in Table 5.2. The table shows that simply moving workers in each country into the industry in which the country has the advantage (its low opportunity-cost industry) results in an increase in the world outputs of both goods. The countries may then engage in trade that leaves both better off.

Now suppose that Japan is more productive in both goods. Do gains from specialization still exist? The answer is a definite yes, as was first pointed out by the 19-century British economist David Ricardo. Let us double the productivities of Japanese workers shown in Table 5.1. We will now have the situation in Table 5.3. In this example Japan is said to have an absolute advantage in both goods, whereas in Table 5.1 the United States had an absolute advantage in wheat and Japan an absolute advantage in steel. But in both cases the United States is said to have a comparative advantage in wheat, meaning that the American economy is relatively more productive in wheat; the United States can produce 1 ton of wheat at an opportunity cost of $\frac{3}{2}$ ton of steel, whereas in Japan the opportunity cost of 1 ton of wheat is 1 ton of steel.

**Definition.** A country has an absolute advantage in good X if one unit of labor produces more X than is produced by one unit of labor in the other country. A country has a comparative advantage in X if its opportunity cost of X in terms of Y is less than in the other country.

Ricardo noted that as long as some pattern of comparative advantage exists, there will be gains from trade, regardless of whether one country has an absolute advantage in all goods. To see this, suppose we now reallocate two workers in the United States from steel to wheat and one worker in Japan from wheat to steel. The resulting changes in outputs...
are given in Table 5.4. Once again, we see that the total outputs of both goods can be increased if both countries specialize according to their patterns of comparative advantage. Gains from specialization will always exist if countries have different opportunity costs (i.e., if there exists some pattern of comparative advantage).

Figure 5.8 summarizes our discussion by showing how the total gains from trade can be decomposed into gains from exchange and gains from specialization. Point A gives the autarky production/consumption point, and \( U_a \) gives the autarky utility level. Suppose the economy can now trade at prices \( p^* \), and suppose that the economy cannot change its output levels (production is fixed at A). Gains from exchange can still be realized by trading to point \( E \). The movement from A to E and the increase in utility from \( U_a \) to \( U_e \) illustrate the gains from exchange. But further gains can be realized if we move the production point to \( Q \), showing relatively more specialization in good X. The movement from \( E \) to \( C \) and the increase in utility from \( U_e \) to \( U_f \) illustrate the gains from specialization.

### Table 5.4
Changes in outputs due to reallocation of two workers in United States, one in Japan

<table>
<thead>
<tr>
<th></th>
<th>U.S.</th>
<th>Japan</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wheat</td>
<td>+60</td>
<td>-40</td>
<td>+20</td>
</tr>
<tr>
<td>Steel</td>
<td>-20</td>
<td>+40</td>
<td>+20</td>
</tr>
</tbody>
</table>

5.5 **THE DISTRIBUTION OF GAINS WITH HETEROGENEOUS TASTES**

The preceding sections have shown that a country will gain from international trade in the sense that it can potentially consume more of both goods. The gains were illustrated with the use of community indifference curves, although the main argument can be made without them. But while trade may result in aggregate consumption gains, these gains are not necessarily distributed evenly among the members of a society. Indeed, it is possible that certain groups will actually be worse off in a situation of free trade than in an autarky or a restricted trade situation. These possibilities must be understood when you are evaluating certain trade policy questions.

One possibility occurs when individuals in a society have very different tastes. Suppose that all individuals in the society have identical factor endowments and therefore identical incomes and budget lines. Suppose that the world price ratio exceeds the price ratio that would prevail in autarky \( (p^* > p_a) \) so that the country exports X and imports Y (as in Fig. 5.1 with \( p^* = p_f \)).

Now consider two individuals with different tastes (but identical incomes). Let \( AA' \) in Fig. 5.9 be the identical autarky budget line for both individuals. Individual 1 has a high preference for Y and so chooses autarky consumption bundle \( A_1 \). Individual 2 has a high preference for X and therefore chooses bundle \( A_2 \). Their utility levels are given by \( U_1 \) and \( U_2 \), respectively.

As was shown in Fig. 5.1 \( (p^* = p_f) \), trade has the effect of raising the relative price of X, which we illustrate in Fig. 5.9 by rotating the budget line to T'T'. Individual 1 increases her consumption from \( A_1 \) to \( T_1 \) and experiences an increase in welfare from \( U_1 \) to \( U_1' \). But the increased price for X has affected individual 2 so adversely that his consumption falls from \( A_2 \) to \( T_2 \) and his welfare from \( U_2 \) to \( U_2' \). Thus, when individuals have heterogeneous tastes, the gains from trade will be distributed unevenly, and some groups may indeed become worse off.
One example of this problem was the entry of Great Britain into the European Economic Community (EEC) in the early 1970s. Prior to entering, Great Britain had imported inexpensive food from countries such as New Zealand and Australia. After entering, the British were forced to pay much higher European prices for many foods, especially meat. In exchange for this, the British were able to purchase a wider range of manufactured goods at cheaper prices. The net benefit to a household would surely depend on the household's income, number of children, and so on. It is likely that some large families with low incomes that were spending a large fraction of family income on food were made worse off by entering the EEC.

5.6 THE DISTRIBUTION OF GAINS WITH HETEROGENEOUS ENDOWMENTS

A second example of uneven distribution of gains from trade occurs when individuals differ widely in their factor endowments. Suppose that society is comprised of two distinct groups, capitalists and laborers, and that laborers own no capital and capitalists perform no labor. Assume also that $X$ is labor-intensive and that $Y$ is capital-intensive.

Budget lines for laborers and capitalists are shown in Fig. 5.10, with each group's initial autarky income constraint given by $AA'$ and each group's initial welfare level by $U_i$. Now assume that trade raises the price of $X$ as in Fig. 5.1 from $p_x$ to $p'_x$. The economy responds to this change by shifting resources out of $Y$ production and into $X$ production. The outputs of the economy move from point $A$ in Fig. 5.1 to point $Q_2$.

In a later chapter, we will show that this increase in the output of $X$, the labor-intensive good, leads to an increase in the demand for and price of labor. Similarly, the decrease in the production of $Y$, the capital-intensive good, leads to an overall decrease in the demand for and price of capital. The commodity price changes caused by trade in turn cause factor price changes. In these circumstances the budget line of laborers will shift out everywhere as in Fig. 5.10. Laborers will be better off even if they wish to consume only $X$, the good whose price has risen with trade. Conversely, the budget line of capitalists may shift in everywhere because of the decrease in the price of capital and the subsequent decreases in capitalists' incomes. Capitalists thus lose from the income redistribution caused by trade.

A good example of income redistribution caused by international price changes occurred in the United States during the 1970s. The redistribution among states and among economic groups resulted from the oil price increases that occurred during that decade. The energy-producing states realized huge gains from the price changes, while the energy-consuming states were certainly much worse off.

5.7 CONCLUDING REMARKS

This chapter develops one of the most important ideas of international trade theory, the proposition that countries can benefit mutually from free trade. You should now be able to counter many of the anti-trade arguments you read in the press (which is often simply reporting the speeches of politicians and labor and business leaders). Nevertheless, some arguments may raise valid concerns about free trade. Gains from trade can be distributed very unevenly and, in the absence of some redistribution plan, some groups within society have legitimate fears. The following points summarize the principal concepts of the chapter.

1. Countries can gain from trade if they can trade at any prices different from their autarky prices. Any price difference allows a country to gain by selling what is relatively more valuable on world markets and buying on world markets what is relatively more costly to produce at home.

2. There is no particular welfare significance to the direction of trade. International price differences determine the most efficient direction of trade. Canada and the United States gain from exporting primary products because they are very efficient at producing them.

3. Gains from trade are mutual. The gains by one country are not at the expense of other countries. As we noted in Fig. 5.7, there are generally many trades that can leave both parties better off. Each possible trade leads to a different distribution of the gains, with the result that there is some element of risk as well as an element of cooperation in international trade.

4. We emphasized that there are certain assumptions needed to prove the gains-from-trade theorem. When there are various distortions such as taxes or imperfect competition, or when there are non-convexities due to scale economies, gains cannot be guaranteed. On the other hand,
we will argue later in the book that scale economies and imperfect competition are nevertheless likely to be very important sources of gains from trade. Thus, these problems do not argue against trade; they simply emphasize that corrective domestic policies may need to accompany free trade agreements. Much more will be said in later chapters.

5. The gains from trade can be broken down into gains from exchange and gains from specialization. Exchange allows consumers to exploit the differences in their endowments or preferences. Specialization allows the world to produce more of all goods by allowing each country to concentrate on what it does best (produce goods for which it has a low opportunity cost).

6. The gains from trade will not be shared equally by all citizens of a country. Because individuals have different tastes or different endowments (recall that trade changes factor prices), some individuals may even be worse off. In the absence of income redistribution to compensate the losers, some groups will rationally oppose any move to free trade or lobby hard for protection. This will be a key point in our discussions of the political economy of trade policy in later chapters.

PROBLEMS

1. Show that a country gains increasingly from trade as the world price ratio departs further from the autarky price ratio.
2. Derive the inequality in Eq. (5.3) using Eqs. (5.1) and (5.2).
3. Suppose that we change Fig. 5.2, making preferences different in the two countries such that Home has an autarky equilibrium at Q and Foreign has an autarky equilibrium at Q*. Is it possible for the countries to gain from trade?
4. Use the Jim and Janet example of Fig. 5.6 to prove that if three bags of peanuts trade for two beers, the price of beer in terms of peanuts is 3/2 = 1.5, not 2/3 = .67.
5. With reference to Section 5.4, show that if there is no pattern of comparative advantage (the ratios of wheat to steel production are the same in the two countries), then no gains from specialization exist.
6. Redraw Fig. 5.8 for the case in which the world price ratio is less than the autarky price ratio. (If you can’t do this, you don’t really understand the diagrams.)
7. Suppose we know that with trade the total amounts of both goods consumed exceed the amounts consumed in autarky. With reference to either Section 5.5 or 5.6, can you prove that the group that is better off with trade could compensate the losers so that both groups end up better off relative to autarky?

NOTES

1. Note that we never observe an autarky equilibrium in the “real world” (although trade is severely restricted in many countries). We use the autarky equilibrium as a conceptual device: in order to understand the effects of trade, we consider what would happen in the complete absence of trade.
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PART II

CAUSES AND CONSEQUENCES OF TRADE
6.1 THE NO-TRADE MODEL

In the previous chapter, we emphasized that countries gain from trade by importing what is relatively costly to produce at home and by exporting what is produced relatively cheaply (efficiently) at home. But what are the underlying characteristics of an economy that give it its pattern of comparative advantage? Part 2 of this book, comprised of Chapters 6-13, turns to this question. These chapters, with the exception of Chapter 12, examine alternative sources of national differences that can give rise to trade. Chapter 12 focuses on scale economies, which can give rise to trade even between identical economies. Part 2 of the book is thus concerned with the determinants of the direction of trade, those characteristics that determine the pattern of imports and exports by particular countries.

In fact, the trade of any country is a complex outcome of many causes all operating at the same time. There is generally no single cause of trade, but in order to understand the overall picture, we need to study how each possible cause of trade operates in isolation. The empirical question of which particular determinant of trade is the most important for a particular country is addressed in Chapter 14.

A convenient method of examining the causes of trade is to first imagine a world in which there is no trade. In terms of our simple model, this would be true if all autarky price ratios were identical and there were no scale economies. Thus, we begin by imagining a situation in which all countries have identical, convex production sets and in which the same set
of community indifference curves prevails in all countries. We are assuming that any two countries can be represented by the situation shown in Fig. 6.1.

What assumptions are necessary to ensure that the demand and supply situations in all countries are identical? This question is easily answered by recalling from Chapters 2 and 3 the underlying assumptions that were made in deriving the production possibility curve and the community indifference curves. On the demand side it is sufficient to assume that identical and homogeneous tastes exist throughout the world. On the production side three conditions determine the position and shape of the production possibility curve: degree of homogeneity, factor endowments, and production functions. Thus, to achieve identical production possibility curves in all countries, it is sufficient to assume that all countries have the same constant-returns production functions and that all countries have the same factor endowments. These assumptions will give the same aggregate demand and supply relationships in all countries, but there is one further restriction that we must impose. We are seeking conditions that will make commodity price ratios the same in all countries, and this will be the case only if commodity prices are determined by aggregate demand and supply. We must, in other words, ensure that equilibrium prices are determined by the tangency between the highest community indifference curve and the production possibility curve as shown in Fig. 6.1, and to ensure this we assume that there are no distortions in the model. Distortions include taxes, subsidies, and imperfect competition. We can write down a set of five conditions that together guarantee the no-trade situation. These are

1. Identical production functions among countries
2. The same relative endowments in all countries

![Figure 6.1](image1.png)  
**FIGURE 6.1**  
Two identical countries.

3. Constant returns to scale
4. Identical and homogeneous tastes in all countries
5. The absence of distortions (e.g., taxes, subsidies, imperfect competition)

While these five conditions are sufficient to imply that there will be no trade, there are obviously many other models that could be invented in which autarky prices would be identical so that no trade would take place. In other words, while this set of assumptions will guarantee no trade, it is not the only set of assumptions that will do so. This is illustrated in Fig. 6.2, where subscripts $h$ and $f$ refer to the countries H and F, respectively. Production conditions are clearly different in the two countries, with H producing relatively more $Y$ and F relatively more $X$ at any common price ratio. Demand conditions also differ, however, and in the situation shown, these differences are just enough to offset the production conditions, leaving autarky prices identical.

The real importance of these five conditions is not that they describe a world in which there will be no trade, for such a situation is not of much interest, but that they summarize the various things that can cause trade. If any one of the five conditions is relaxed, a situation will arise in which trade will be possible. These five conditions can therefore be thought of as the five broadly defined determinants of, or bases for, trade. The next seven chapters will investigate how the relaxation of each of these five assumptions can give rise to international trade and will discuss the implications of the models derived in each situation.

### 6.2 SOME METHODOLOGICAL CONSIDERATIONS

In the last section it was argued that the relaxation of any one of the five assumptions listed will give rise to a situation in which international trade
can take place. To illustrate this, we will relax each of the assumptions in turn, maintaining all four of the others, and examine the implications for international trade. This approach is sometimes criticized as being unrealistic in the sense that the models generated do not accurately describe the real world. To assess the relevance of this criticism, we must understand precisely why this approach is being employed and what kinds of conclusions we expect to draw from the analysis.

It is clear that no conclusions about a specific cause of trade can be derived unless we can be sure that no other things are causing trade at the same time. For example, we could not identify the effects of demand differences in a model in which endowments were also different, for it would generally be impossible to separate the effects of these two variables. This is the situation of Fig. 6.2, where the two conditions are offsetting, resulting in identical autarky prices. Our analysis can be thought of as a kind of theoretical experiment in which, in order to study the effects of one variable, all other variables are neutralized.

At this stage of the analysis, then, the question of whether the model is "realistic" is not a relevant one, for no claim has been made about its predictive powers. In each of the models developed in subsequent chapters, the strict assumptions made are necessary in order to isolate the effects of the particular determinant being examined. The assumptions of no distortions, identical production functions, and so on, are made not to describe the real world but to allow individual determinants to be considered in isolation.

While developing realistic models is not necessary for the kind of theoretical experiments that we have just described, it is the principal focus of empirical analysis. If we were interested in empirical tests of trade models, we would be faced with determining a set of assumptions appropriate for a model used to explain real-world trade flows. If the implications of the various determinants of trade models are different, then we would ideally include any variable that can cause trade. In practice, of course, some simplification is necessary, and each investigator has to decide which variables are important and how the model should be constructed.

To strengthen this last point, consider the fact that none of the five conditions holds between any two countries in the world (although in some cases, a condition can be "close" to holding). In comparing the characteristics of North America, the European Union, and Africa, for example, we would find that the United States and Canada have a higher ratio of land endowment to labor endowment relative to Europe. North America and Europe have superior technology and higher endowments of physical and human capital relative to unskilled labor when compared to Africa. We would find that many important industries such as aircraft, autos, and chemicals have strong scale economies. We would find that tastes differ across countries and are far from homogeneous in any one country. (For example, the share of income spent on food declines steadily with per capita income.) Countries have tax systems that differ significantly from one another, and many industries (generally those with strong scale economies) are characterized by small numbers of firms and significant imperfect competition.

The assumption that two countries have only one basis for trade (only one of the five conditions fails to hold) is made for the purposes of understanding that basis' individual contributions to determining trade. It is the job of empirical analysis to determine the quantitative importance of the five bases for trade.
CHAPTER 7

DIFFERENCES IN TECHNOLOGY

7.2 ABSOLUTE AND COMPARATIVE ADVANTAGE

The Ricardian model assumes that labor is the only constraint on the production process. Thus, assuming that two goods, \( X \) and \( Y \), are produced, the production functions and the labor constraint can be written as:

\[
X = F_x(L_x) \tag{7.1}
\]
\[
Y = F_y(L_y) \tag{7.2}
\]
\[
L = L_x + L_y \tag{7.3}
\]

We assume that the production functions are characterized by constant returns to scale, and this implies that Eqs. (7.1) and (7.2) take the simple forms:

\[
X = \alpha L_x \tag{7.4}
\]
\[
Y = \beta L_y \tag{7.5}
\]

where \( \alpha \) and \( \beta \) are some positive constants. The assumption that production functions differ between countries implies that the values of \( \alpha \) and \( \beta \) will be different in the two countries. Note that \( \alpha \) and \( \beta \) are the marginal products of labor in industries \( X \) and \( Y \) respectively; \( \alpha \) and \( \beta \) give the additional outputs obtained from one unit of labor.

The Ricardian approach is illustrated in Table 7.1 (similar to Table 5.1), where we show the outputs of \( X \) and \( Y \) produced from one unit of labor in two countries, \( H \) and \( F \). It is assumed that in Country \( H \), 20 units of \( X \) are produced from one unit of labor, whereas 30 \( X \) can be produced in Country \( F \) with one unit of labor. Home produces 20 \( Y \) from one unit of labor, while Foreign produces 10 \( Y \) from one unit of labor.

It can be shown that in this situation, profitable production specialization is possible for both countries. Country \( F \) has an advantage in the production of \( X \), while Country \( H \) has an advantage in the production of \( Y \). We can imagine a situation in which Country \( F \) specializes in \( X \) and Country \( H \) specializes in \( Y \) and in which consumers in both countries maximize their welfare through international trade. Using the terminology of Chapter 5, \( F \) is said to have an absolute advantage in the production of \( X \): \( \alpha_F > \alpha_H \). \( H \) is said to have an absolute advantage in the production of \( Y \): \( \beta_H > \beta_F \).

<table>
<thead>
<tr>
<th>TABLE 7.1</th>
<th>Marginal products of labor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Home</td>
</tr>
<tr>
<td>( X )</td>
<td>( \alpha_H = 20 )</td>
</tr>
<tr>
<td>( Y )</td>
<td>( \beta_H = 20 )</td>
</tr>
</tbody>
</table>
Table 7.2 shows the possibility of increasing world production of both commodities through specialization. If we move one worker from X to Y in Home and one worker from Y to X in Foreign, the total world production of each commodity rises by 10 units.

Now consider Table 7.3, where we again show the outputs of X and Y produced from one unit of labor in two countries, but here we have changed the marginal products of labor in X and Y in Country H from 20 to 5. Now Country F is more efficient in the production of both commodities, so it is said to have an absolute advantage in the production of both X and Y. The question that now arises is whether profitable trade is still possible in this situation. The same type of exercise we performed in Chapter 5 will convince us that it is, for we observe that while Country H has an absolute disadvantage in the production of both commodities, there is a comparative advantage for H in the production of commodity Y: \( \alpha_H/\alpha_Y > \beta_Y/\beta_X \). In Country F, three units of X must be sacrificed to produce one unit of Y, but in Country H, only one unit of X must be sacrificed to produce a unit of Y. The opportunity cost to Country F of producing a unit of Y is three times as much as in Country H.

Table 7.4 illustrates that there are still production efficiency gains to be captured by the two countries. In Table 7.4, we perform an experiment similar to that in Table 7.2, except that we move four workers from X to Y in Country H and one worker from Y to X in Country F. The total world outputs of both goods rise, demonstrating that there are still gains from specialization to be captured even if one country is more efficient at producing both goods. Table 7.4 illustrates the principle of comparative advantage, which we defined in Chapter 5. What is needed to ensure gains from specialization is a pattern of comparative advantage, by which we mean that the ratios of the marginal products of labor differ in the two countries.

### 7.3 THE PRODUCTION POSSIBILITY FRONTIER

Figure 7.1 illustrates the production frontiers for countries H and F based on the pattern of comparative advantage indicated in Table 7.1. Let \( L_H \) and \( L_F \) denote the labor endowments of countries H and F, respectively. The production frontier for Country H, \( HH' \), has a maximum X output of \( \alpha_H L_H \) and a maximum Y output of \( \beta_Y L_H \). The production frontier for Country F, \( FF' \), has a maximum X output of \( \alpha_F L_F \) and a maximum Y output of \( \beta_Y L_F \).

The distance of a country's production frontier from the origin depends on the absolute levels of its labor productivity coefficients (\( \alpha \)) and on its labor endowment (\( L \)).

The slope of a country's production frontier is simply the ratio of that country's labor productivity coefficients: \( -\Delta Y/\Delta X = \beta/\alpha \). In autarky, Home and Foreign are in equilibrium at points \( A_H \) and \( A_F \), respectively. This simple Ricardian model with linear production frontiers has the property that a country's autarky price ratio is given by the slope of its production frontier. Because the slope of the production frontier reflects a country's comparative advantage.
advantage, autarky prices reflect comparative advantage. Absolute advantage is reflected in the distance of the production frontier from the origin, as just noted.

Figure 7.2 considers how Country H will respond to the possibility of trade. The first important point is that if the world price ratio \( p^* \) happens to equal the domestic autarky price ratio \( p_h^a \), then H will wish to consume at \( A_h \) but will be indifferent to producing at any point between and including \( H \) and \( H' \) on the production frontier. For example, H could specialize in \( Y \) and produce at \( H \) in Fig. 7.2, exporting \( Y \) and importing \( X \) to reach consumption point \( A_h \). Or it could just as well specialize in \( X \) at point \( H' \) in Fig. 7.2, exporting \( X \) and importing \( Y \).

What about trade at world price ratios that differ from the autarky price ratios? At any price ratio \( p^* \) that differs from the slope of the production frontier, a country will specialize completely. At the world price ratio \( p_h^* > p_h^a \) in Fig. 7.2, H will specialize in \( X \) at point \( H' \), exporting \( X \) and importing \( Y \) to reach consumption point \( C_1 \). At the world price ratio \( p_h^* < p_h^a \), H will specialize in \( Y \) at point \( H \) in Fig. 7.2, exporting \( Y \) and importing \( X \) to reach consumption point \( C_2 \). In order to see that specialization is an equilibrium when \( p^* \) differs from \( p_h^a \), recall from Eq. (2.12) of Chapter 2 that the slope of the production frontier is the ratio of the marginal products of labor in the two industries: MRT = MPLY/MPXL = \( \beta/\alpha \). Thus, if the price ratio is steeper than the production frontier, as it is in the case of \( p_h^* \) in Fig. 7.2, then we must have

\[
\frac{p_h^*}{p_y^*} > \frac{\beta}{\alpha} \Rightarrow p_h^* \alpha > p_y^* \beta
\]

(7.6)

The value of the marginal product of labor in \( X \) is greater than the value of the marginal product of labor in \( Y \). The only way to ensure equilibrium is to produce \( X \) with the equilibrium wage \( w \) equal to the value of labor's marginal product in \( X \). \( Y \) is then unprofitable and is not produced. It cannot be the other way around, because if \( w \) were equal to \( p_y^* \beta \), then \( p_h^* \alpha \) would exceed \( w \), and it would be profitable for a firm to enter the \( X \) industry.

Equilibrium with \( p_h^* > p_y^* \) is thus given by

\[
p_h^* \alpha = w > p_y^* \beta \Rightarrow X = \bar{X}, \quad Y = 0
\]

(7.7)

where \( \bar{X} \) is the economy's maximum output of \( X \) (between \( H \) and \( H' \) in Fig. 7.2).

### 7.4 Excess Demand and International Equilibrium

The fact that countries can potentially gain from trade does not necessarily ensure that they will in fact capture these gains. The purpose of this section is to examine a competitive equilibrium between two countries and show that in general, both gain. As we will show in the next section, the worst outcome for one country is for it to capture zero gains, but it cannot be made worse off through trade in a competitive, distortion-free world.

Results from the previous section are transferred to an excess demand diagram in Fig. 7.3. The "flat" section of Country H's excess demand curve at its autarky price ratio \( p_h^a \) corresponds to the results discussed in connection with Fig. 7.2: at the autarky price ratio, H will consume at \( A_h \) but will be indifferent to producing at any point on its production frontier \( HH' \). The distance \( OH' \) in Fig. 7.2 thus corresponds to the distance \( HH' \) in Fig. 7.3. This horizontal section of the excess demand curve is of some interest, as we shall see shortly.

At world price ratios \( p^* \) greater than \( p_h^a \), H will wish to export \( X \), \( p_h^* \) in Fig. 7.3 corresponds to \( p_h^* \) in Fig. 7.2. At world price ratios \( p^* \) less than \( p_h^a \), H will wish to import \( X \), \( p_h^a \) in Fig. 7.3 corresponds to \( p_y^* \) in Fig. 7.2.

Figure 7.4 presents the excess demand curves for both countries based on their production frontiers in Fig. 7.1. Each excess demand curve has a flat
section at that country’s autarky price. In the situation shown in Fig. 7.4, international equilibrium occurs at price ratio $p^*$ at which the import demand of H ($E_h > 0$) matches the export supply ($E_f < 0$) of Country F. As we discussed earlier in the book, the equilibrium world price ratio falls between the autarky price ratios of the two countries. If this were not the case, then both countries would want either to import or export the same good. For example, if $p^* > p^*_h$, then both countries would want to import X, which cannot result in an equilibrium.

We know from Chapter 5 that when the free trade price ratio differs from each country’s autarky price ratio, as in Fig. 7.4, both countries must gain from trade. However, the gains from trade are not necessarily distributed “evenly” (whatever that might mean), and the country that trades farther away from its autarky price ratio gains more than the other.

### 7.5 THE ROLE OF WAGES

We have shown that in the Ricardian model, comparative advantage is determined simply by the relative productivity of labor in producing commodities, or, equivalently, by international differences in production functions. It may seem surprising that wage rates did not enter the discussion. After all, there has been much concern expressed in high-income economies about the possible effects of competition from low-wage workers in developing countries. In this section we examine the role of wages in the Ricardian framework. We will show that in this model, international differences must adjust to reflect underlying real productivity differences, but that all workers gain real income in moving from autarky to free trade. However, more productive economies do enjoy higher real wages in equilibrium.

Begin with a simple observation about wages in autarky in the Home country, for example. Because of perfect competition, the value of the marginal product of labor must equal the wage rate in each sector, as we have discussed before.

$$p^*_h \alpha_h = w_h \quad p^*_Y \beta_h = w_h$$  \hspace{1cm} (7.8)

Here, $\alpha$ and $\beta$ are the marginal products of labor in goods X and Y. It immediately follows that the relative price in autarky is independent of the wage rate:

$$p^*_h = \beta_h / \alpha_h$$  \hspace{1cm} (7.9)

This equation reflects what Ricardo referred to as the Labor Theory of Value. Relative prices must equal relative real costs in terms of labor inputs. Here, if sector Y has a relatively low marginal product and sector X has a relatively high marginal product, the home country is likely to have its comparative advantage in good X. The wage rate, which is the nominal price of labor, has no effect on relative commodity prices as long as it is the same in both sectors.

The wage rate is relevant for determining real wages, or the living standards of laborers. Note from Eqs. (7.8) that real wage rates equal marginal labor productivities:

$$w_h / p^*_h = \alpha_h \quad w_h / p^*_Y = \beta_h$$  \hspace{1cm} (7.10)

These "real wages" can be interpreted graphically as the end points on the budget line of an individual worker. Assume that 1 worker owns 1 unit of labor. $\beta$ is the maximum amount of Y that can be purchased if all income is spent on Y; similarly, $\alpha$ is the maximum amount of X that can be purchased if all income is spent on X. An individual worker’s budget line is given in Fig. 7.5.

Consider again the movement from autarky to free trade. This change will alter nominal wages in both countries, generating wage rates $w_h$ and $w_f$. To determine the impacts on real wages, note that in free trade the home country exports good Y and the foreign country exports good X. Since the free trade prices of each good must equal the average cost of producing them, we know that real wages for a home laborer are constant in terms of good Y. However, the worker can now purchase good X at price ratio $p^* < \beta_h / \alpha_h$. Because the price ratio $p^*$ is the vertical intercept of the budget line ($\beta_h$) over the horizontal distance, the horizontal intercept (i.e., the real wage $w_h / p^*_h$) must be $\beta_h / p^* > \alpha_h$. The intercepts of the consumer’s budget line in free trade are now given by

$$w_h / p^*_h = \beta_h / p^* > \alpha_h \quad w_h / p^*_Y = \beta_h$$  \hspace{1cm} (7.11)

Thus, trade does not alter the home country’s real wage in terms of its export good, but it does change the real wage in terms of its import good. The free trade budget line is shown in Fig. 7.5, where we see that the welfare of an individual worker rises from $U_a$ to $U_f$. A corresponding argument can be made about the welfare of an individual worker in Country F, whose income is fixed in terms of good X but rises in terms of Y.

![FIGURE 7.5](image-url)  
Budget line of an individual worker in Country H.
There is an important final point to make. It is quite possible that in free trade, real wages are higher in one country than in the other. We can show that if the home country, for example, has an absolute advantage in both goods, it will necessarily have a higher real wage than does the foreign country. In such a situation, we have \( a_h > a_f \), where \( a_f \) is a worker in Country F’s real wage in terms of \( X \). Using \( a_h > a_f \) together with Eqs. (7.11), we have

\[
\frac{w_h}{p^*_h} > \frac{a_h}{p^*_f} = \frac{w_f}{p^*_f} \tag{7.12}
\]

We can similarly show that a worker in Country H earns a higher wage in terms of good \( Y \) when H has this absolute advantage in both goods. In summary, absolute advantage is important for determining differences in real wages (per capita incomes) across countries, but comparative advantage determines the direction of trade.

### 7.6 THE DISTRIBUTION OF GAINS FROM TRADE: BIG VERSUS SMALL COUNTRIES

The purpose of this section is to use the Ricardian model to discuss the division of gains from trade between two countries. One principal determinant of this division is the economic size of countries, measured in terms of either their factor endowments or their productivity levels. In other words, a country grows "bigger" economically as its production frontier moves farther from the origin. Let us conduct a thought experiment with our two countries in which we make Country F bigger by shifting its production frontier in a parallel fashion farther out from the origin. This can be accomplished either by increasing F’s endowment of labor or by improving its technology: increasing \( a \) and \( b \) in the same proportion.

The effect of this is shown in Fig. 7.6, where \( F_0F^*_0 \) is the initial production frontier and \( F_0^*F^*_1 \) is the expanded frontier. This expansion will leave F’s autarky price ratio unchanged and increase the length of the horizontal segment of its excess demand curve (equal to Country F’s maximum output of \( X \), \( OF^*_1 \)). Suppose that \( p^*_0 \) in Fig. 7.6 is the initial world equilibrium price ratio, so that F specializes in the production of \( X \) and consumes at point \( C_0 \). Now expand the production frontier to \( F_1F^*_1 \). If we hold the world price ratio constant at \( p^*_0 \), F will now wish to produce at \( F^*_1 \) and consume at \( C_1 \). Provided that Country F wishes to spend some of its increased income on \( Y \) (homogeneous demand may exist, but it is not necessary), then Country F will wish to export more \( X \) and import more \( Y \) at the existing equilibrium price ratio \( p^*_0 \).

The same argument can be made for any price ratio. The expansion of the production frontier will lead Country F to wish to trade more at any world price ratio. The effect on Country F’s excess demand curve is shown in Fig. 7.7. \( E^*_fE^*_f \) is F’s initial excess demand curve. The new excess demand curve is shown by \( E_fE^*_f \). The horizontal segment, corresponding to the distance \( OF^*_1 \) in Fig. 7.5, expands; therefore, the country now desires to trade more at any price ratio other than its autarky price ratio.

Assuming that nothing has happened in Country H, \( p^*_0 \) can no longer be an equilibrium price ratio. Country H wants to import the same amount of \( X \) that it did previously, but Country F now wants to export more \( X \). There is an excess supply of \( X \), so the world price ratio must fall to reestablish equilibrium. This is shown in Fig. 7.7 as a fall in the price ratio from \( p^*_0 \) to \( p^*_1 \).

The change in the world price ratio due to the increase in Country F’s size (productivity) has important implications for the gains from trade. First, Fig. 7.6 could be used to show that Country F gains less by growth than if the price ratio had stayed constant at \( p^*_0 \) (try to redraw Fig. 7.5 with the price ratio falling from \( p^*_0 \) to \( p^*_1 \)). In technical language we say that F’s terms of trade have deteriorated: the equilibrating price change involves a fall in the relative price of F’s export good. For Country H, on the other hand, the price change due to F’s growth is beneficial. H’s terms of trade have improved: the price change involves an increase in the relative price of H’s export good (fall in the relative price of H’s import good). This is shown in Fig. 7.8, where the price change from \( p^*_0 \) to \( p^*_1 \) leads to a consumption and welfare increase from \( C_0 \) to \( C_1 \).

An extreme case of unequal distribution of the gains from trade between countries is shown in Fig. 7.9. In this case, Country F’s equilibrium occurs at Country F’s autarky price ratio \( p^*_F \). The equilibrium world price ratio is at one extreme of the feasible spectrum between the two autarky prices. Country H imports the quantity \( E_h \), while Country F exports \( E_f \) of good \( X \). In this case, Country F captures no gains, although it is not worse off with trade. All gains from trade are captured by the smaller Country H. Country F is indifferent to trade.
7.7 CONCLUDING REMARKS

This chapter is the first of several that explain the underlying differences between economies that can lead to differences in autarky price ratios, thereby leading to trade. Here we focus on differences in production functions or technologies between two countries. Countries can exploit these differences, with each country specializing in the good in which it has a comparatively better technology and exporting that good in exchange for the good in which it has a comparatively poorer technology. The principal results of the chapter are summarized here.

1. The slope of a country's production frontier reflects its relative abilities to produce X and Y. If these relative abilities differ between two countries, a pattern of comparative advantage exists. The two countries will then have different autarky prices, which creates the potential for gains from trade. Having a comparative advantage and the potential of gains from trade is comparable to having an absolute advantage in producing both goods: a country in this situation can still benefit from trade.

2. The fact that potential gains from trade exist for both countries does not guarantee that these gains are captured in free trade. After constructing the production frontiers for the two countries, we construct excess demand curves for the two countries. The equilibrium free trade price ratio must lie between the autarky price ratios for the two countries. This implies that the countries specialize according to their comparative advantages and that both countries capture gains from trade. Further, every individual worker in each country gains from trade by having an improved standard of living relative to autarky. Real wages can be different in the two countries, however, and a country with an absolute advantage necessarily has the higher real wages. Absolute (productivity) advantage is thus important for international real wage comparisons but does not affect the direction of trade.

3. The distribution of gains from trade between the two countries depends on several factors, but one important factor is each country's autarky "economic size," by which we mean the distance of its production frontier from the origin. A country is better off as it trades farther away from its own autarky price ratio and closer to the other country's autarky price ratio. We showed that when a country becomes bigger or more productive, its terms of trade tend to deteriorate (the equilibrium world price ratio moves closer to that country's autarky price ratio). This transfers some of the benefits of the productivity growth to the other country.

4. An implication of the previous point is that small countries are likely to be major gainers from international trade. A second implication is that countries benefit from productivity growth in trading partners, although in more general models this requires that the productivity growth be either neutral between exports and imports or concentrated in export sectors. The price mechanism allows a country to benefit from its partner's growth through the decrease in prices for import goods.
PROBLEMS

1. Can the notion of comparative advantage apply to trade between individuals? Suppose a lawyer is a better typist than his or her secretary. Who should do the typing? Why?

2. Interpret Table 7.3 as the maximum feasible outputs of X and Y for countries H and F (i.e., each has one unit of labor). Draw the production possibility sets for both and find the possible range of equilibrium commodity prices.

3. Does it make any difference to anything we double Country H's maximum outputs of X and Y by (a) doubling H's labor supply or by (b) doubling \( \alpha \) and \( \beta \) for Country H? (Hint: what about per capita income?)

4. Does the manner in which Country H doubles its maximum feasible outputs (in question 3) make any difference to Country F?

5. Suppose that in free trade, the wage rate in Country H is $10 per unit of labor, while the wage in Country F is $100 per unit of labor. Using the data in Table 7.3, compute the average costs of production of both goods in both countries. Indicate why this cannot be an equilibrium set of wages and describe what must happen to these wages. What are the limits to the relative wage ratio in this case?

6. Is the horizontal section of Country H's excess demand curve necessarily symmetric around zero? That is, are \( OH \) and \( H'O \) of equal length in Fig. 7.3? Under what special circumstance are they of equal length? (Hint: the answer has something to do with preferences.)

7. If the growth in Country F shown in Figs. 7.6 and 7.7 is due solely to growth in labor supply, what is the implication of the deterioration in the terms of trade for the real income of labor (or per capita consumption)? (Hint: begin with Eq. (7.7))

8. With reference to Figs. 7.6 and 7.7, what would happen instead if the productivity growth in Country F were in only the Y industry? Show how F's excess demand curve shifts.

NOTES

1. In more formal terms, we could show that the assumption of one factor is equivalent to a special case of the two-factor model: countries have identical relative factor endowments, and both goods use factors in the same proportions (the goods have identical relative factor intensities). The latter assumption is somewhat stronger than condition 2 of Chapter 6.

2. An exception could occur if there were no tangency between an indifference curve and the production frontier, or alternatively, if the highest feasible indifference curve were reached at a corner on the Y or X axis. In this case, the country specializes in autarky. We will not discuss this case here, but it is of some importance with increasing returns to scale, in which it is very costly for a small country to produce a wide range of goods in autarky. This will be discussed in Chapter 12.

3. This is not a completely general result. When production frontiers are concave (“bowed out”), as they will be in the next chapter, countries will generally not specialize completely. Thus, if a country achieves a productivity improvement in an import-competiting industry, it will wish to import less, and the terms of trade will move against its trading partner. In general, productivity improvements in a country's export industries are partially passed on to trading partners through lower prices.
CHAPTER 8

THE HECKSCHER-OHLIN MODEL

8.1 INTRODUCTION

In the previous chapter we analyzed the effects of international differences in technologies on trade and welfare. A number of powerful conclusions were drawn about the concepts of comparative advantage and the gains from trade. However, the Ricardian theory employed presents a highly stylized model of technological differences. It assumes the existence of a single factor of production, labor, that exhibits constant productivities in generating commodity outputs. This simple specification led our analysis to some sharp theoretical predictions, including constant opportunity costs, the likelihood of complete specialization in trade, and the existence of positive income gains from trade for all workers in both countries (unless one country is much larger than the other and does not specialize completely). In practice, of course, we rarely observe such outcomes from trade. As a simple example, it surely cannot be true that all workers are made better off by engaging in international trade, for we observe that representatives of labor interests tend to oppose freer trade in the United States and other high-wage economies. Thus, we need to move beyond the Ricardian theory to develop models that make more realistic predictions about trade.

In this chapter we make a substantial move in that direction by presenting the famous Heckscher-Ohlin model, which has served as the pre-eminent trade theory in the 20th century. The Heckscher-Ohlin model, which was named for the two Swedish economists who developed its essentials, departs from the Ricardian model in two fundamental ways. First, it assumes the existence of a second factor, which we will call capital, allowing for a much richer specification of production functions. Second, rather than assuming different technologies, the model rests on the notion of identical production functions in both nations. This assumption is made explicitly to neutralize the important possibility that trade is based on international technological variations in favor of the possibility that trade is based solely on differences in supplies of capital and labor.

As we will show, adding a second factor to the analysis yields richer and more realistic explanations of trade and its effects. First, the production frontier becomes concave, reflecting rising opportunity costs, as discussed in Chapter 2. This means that countries will tend to produce both goods in free trade rather than specializing completely. Rarely do we see a country devote most of its resources to the production of a particular commodity. Rather, countries tend to be diversified in production across a broad range of goods, even though they do not typically produce all possible goods. Second, even though countries enjoy aggregate gains from trade in this model, free trade causes a redistribution of real income between capital and labor in comparison with autarky. This redistribution effect will help explain some of the reasons that certain factors oppose free trade.

In the Heckscher-Ohlin model, comparative advantage and trade are determined by national differences in factor endowments. Upon even casual consideration, this observation makes sense. Countries that have abundant supplies of agricultural land, for example, tend to be net exporters of grains and food. Developing nations with abundant endowments of low-skilled labor tend to export labor-intensive goods such as clothing, footwear, and consumer electronics. While there are certain technical difficulties in achieving unambiguous evidence on this model in the real world, the consensus among trade economists is that factor endowments provide one of the most important explanations for observed international trade patterns. Thus, the evident empirical relevance of the model provides a strong motivation for its study as well.

8.2 THE EFFECTS OF ENDOWMENT DIFFERENCES

The Heckscher-Ohlin trade model builds on the neoclassical supply-side theories developed in Chapter 2. It adopts and maintains three assumptions about production characteristics in each country. First, the production functions for goods X and Y exhibit constant returns to scale. These production functions, which are the same in both countries, differ in relative usage of capital and labor. Specifically, we will always take good X to be labor-intensive and good Y to be capital-intensive. Second, there are fixed total supplies of the two factors, labor and capital, which are homogeneous and perfectly mobile between industries within each country. Thus, a single wage rate and a single rental rate on capital prevail within each economy. However, labor and capital are assumed to be perfectly immobile between countries. Third, there are no market distortions such as imperfect competition, labor unions, or taxes that would influence production or consumption decisions. Note that these assumptions guarantee that factors are fully employed.

When expanding the model to allow for trade, two additional assumptions are required. First, preferences in both countries are taken to be
identical and homogeneous. This assumption eliminates the possibility that comparative advantage can be based on differences in demand behavior. We will relax this assumption in Chapter 13.

The last assumption is the defining characteristic of the Heckscher-Ohlin model. Countries are assumed to differ in their relative factor endowments. Because the model assumes identical technologies, constant returns to scale, and common tastes, this is the only meaningful difference between the countries. Of the five conditions in Chapter 6, the Heckscher-Ohlin model relaxes assumption 2, that of identical relative endowments, while maintaining the others.

Factor Endowments

We need to be clear on the meaning of factor abundance and factor scarcity in this relative sense. We define factor endowments specifically in terms of the ratios between capital stocks and labor forces in the two countries. Thus, if the capital-labor ratio in Country H is greater than it is in Country F, we say that Country H is relatively capital-abundant (and labor-scarce) while Country F is relatively labor-abundant (and capital-scarce). This physical definition gives Eq. (8.1):

\[
\frac{K}{L}_H > \frac{K}{L}_F
\]

To understand the concept of relative factor endowments, consider the estimates of real capital endowments and labor forces presented in Table 8.1. Capital stocks were computed as the cumulative sum of gross fixed capital formation in the 15-year period through 1984, corrected for depreciation and inflation, and converted to U.S. dollars using a consistent set of international price and exchange rate comparisons. Thus, capital stocks are in billions of 1984 dollars. The labor force in each country is defined to be the economically active population (that is, those employed and those looking for work) in millions of workers. The final column shows the ratios of capital to labor. Several features of these data are worth discussing. First, note that it is relative endowments that affect the measurement of factor abundance. For example, although the United States has a larger labor force than either Brazil or Mexico, it is capital-abundant and labor-scarce because it has a comparatively larger capital supply. Switzerland has the smallest absolute capital stock, but it is the most capital-abundant country in the group. Second, while the Heckscher-Ohlin theory assumes these factor endowments to be fixed, it should be clear that capital and labor supplies depend on the state of the world economy and the attractiveness of working conditions. Thus, changes in the size of the aggregate labor force may well depend on the wage rate and on the supply of labor. This explains why different countries have different participation rates by workers in the labor force, ranging from 34 to 50 percent in India to 50 percent in the United States. Third, endowment data for a particular year present only a snapshot in the evolution of factor supplies over time. Japan and Korea, for example, have invested in capital at very high rates in recent decades, with a consequent rise in their capital-labor ratios. Factor growth is an important feature of the world economy, and we consider its implications in Chapter 23. In the present chapter, however, we restrict ourselves to the focus of the Heckscher-Ohlin model on fixed endowments. In effect, this theory takes a long-run perspective in which there are no changes in relative endowments among nations.

We note an important implication of differences in physical endowments for autarky factor prices. For two countries with identical demand patterns, we would expect relative factor prices to reflect factor endowments. Thus, in autarky, Country F would have relatively inexpensive labor and Country H would have relatively inexpensive capital. We prove this proposition in Section 8.5.

### Factor Intensities

It is useful to reintroduce the concept of factor intensities discussed in Chapter 2, because they also play a central role in the Heckscher-Ohlin theory. Good Y is relatively capital-intensive and good X is relatively labor-intensive if the capital-labor ratio used in production is higher in the former sector:

\[
\frac{K}{L}_Y > \frac{K}{L}_X
\]

Recall that in equilibrium both sectors choose capital-labor ratios that minimize costs for the prevailing relative factor price, \(\omega = w/r\), where \(w\) is the wage rate and \(r\) is the rental rate on a unit of capital. In principle, it is possible that at different relative factor prices, the rankings in Eq. (8.2) can be reversed if one industry finds it technically easier to substitute capital for labor along an isoquant than does the other. This possibility, termed a factor-intensity reversal (FIR), poses certain problems for the Heckscher-Ohlin trade theory, which we will note briefly as we proceed.
The model must therefore make the further assumption that there are no factor-intensity reversals.

Table 8.2 presents estimates of capital-labor ratios in certain U.S. manufacturing industries in 1984. Again, capital stocks were computed as the real value of accumulated capital, accounting for depreciation. Our selected industries represent wide disparities in factor intensities, ranging from the most capital-intensive industries (petroleum refining and paper products) to the most labor-intensive industries (footwear and wearing apparel).^6

Implications

To illustrate the effect of endowment differences we begin by considering the case in which endowments are the same for two countries, H and F. This level of endowment is represented by point E of Fig. 8.1, with endowments \( L \) and \( K \). For this point, the maximum producible quantities of \( X \) and \( Y \) are \( X \) and \( Y \). These two maximum output points are shown in Fig. 8.2, where the corresponding production possibility curve is \( YX \). Now consider the effect of changing the endowment point for one of the two countries. Specifically, assume that the endowment point for Country H is \( E_A \). Note that, because we have increased the capital endowment and reduced the labor endowment for Country H, points \( E_h \) and \( E = E_j \) satisfy Eq. (8.1). The isoquants passing through point \( E_A \) give the maximum levels of output of the two commodities in H. The diagram is drawn so that the isoquant through \( E_h \) for commodity \( Y \) lies above \( Y \), whereas the isoquant for commodity \( X \) lies below \( X \). These new isoquants are represented by \( Y_h \) and \( X_h \), respectively, and produce the two endpoints \( Y_h \) and \( X_h \) of Fig. 8.2. Here, the increase in the endowment of capital and the reduction in the endowment of labor result in a rise in the maximum output of \( Y \), the capital-intensive commodity, and a reduction in the maximum output of \( X \), the labor-intensive commodity. As one would expect, the production frontier for the labor-abundant Country F is biased toward the \( X \) axis, and the production frontier for the capital-abundant Country H is biased toward the \( Y \) axis.

This result holds, regardless of the sizes of the two economies. Note that the endowment point for Country H, \( E_h \), lies on the ray \( OX_h \), along which relative endowments are the same at any point. Because of constant returns to scale, isoquants for goods \( X \) and \( Y \) are homogeneous. Thus, for any endowment point on the ray, a corresponding pair of maximum-output isoquants intersect at that point, meaning that the production frontier for Country H shrinks in or grows out in a parallel fashion. For example, if endowments at point \( E_h \) are one-third those of the original point, the new production frontier will be precisely one-third as far from the origin as the original frontier. For any ray from the origin in Fig. 8.2, the marginal rates of transformation along production frontiers \( Y_A \) and \( Y_h \) are the same.

In Fig. 8.3 we have reproduced the original production possibility curves for the two countries (now placing \( f \) subscripts on \( F \)'s curve) and

---

**TABLE 8.2**

<table>
<thead>
<tr>
<th>Industry</th>
<th>Capital stock ($m)</th>
<th>Employment (th)</th>
<th>Capital per worker ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Petroleum Refineries</td>
<td>27,005</td>
<td>95</td>
<td>284,263</td>
</tr>
<tr>
<td>Paper Products</td>
<td>35,997</td>
<td>613</td>
<td>58,845</td>
</tr>
<tr>
<td>Iron and Steel</td>
<td>25,697</td>
<td>505</td>
<td>50,707</td>
</tr>
<tr>
<td>Transport Equipment</td>
<td>51,635</td>
<td>1,749</td>
<td>27,926</td>
</tr>
<tr>
<td>Food Products</td>
<td>51,758</td>
<td>1,263</td>
<td>25,145</td>
</tr>
<tr>
<td>Footwear</td>
<td>514</td>
<td>107</td>
<td>4,804</td>
</tr>
<tr>
<td>Wearing Apparel</td>
<td>3,416</td>
<td>973</td>
<td>3,493</td>
</tr>
</tbody>
</table>

added two community indifference curves, reflecting identical and homogeneous preferences, that determine the autarky equilibrium points. For Country F, the highest community indifference curve is tangent at $A_f$, while $A_h$ is the autarky equilibrium point for Country H. Because the slopes of the indifference curves are the same along any ray from the origin, in autarky the equilibrium price ratio line will be steeper in Country H than in Country F. These autarky price ratios, the price ratio line simultaneously tangent to the production possibility curve and the highest community indifference curve at the autarky point, are $p_f$ and $p_h$ for countries F and H, respectively. Thus, in autarky we have

\[ p_h > p_f \]  

(8.3)

Recall that $p$ is defined to be $p_x/p_y$. Finally, because of the homogeneity of production frontiers and community indifference curves, these relative autarky prices would be the same regardless of country sizes. The equilibrium points would lie along rays $OA_h$ and $OA_f$, generating the same prices. Thus, absolute size is irrelevant for the determination of comparative advantage in the Heckscher-Ohlin model by virtue of the assumptions of constant returns and identical, homogeneous tastes. What matters are relative endowments and factor intensities, which is why this theory is often called the factor-proportions model.

### 8.3 THE HECKSCHER-OHLIN THEOREM

Figure 8.4 reproduces the autarky equilibrium point for the two countries of our model. We now want to examine the implications of opening up the model to allow international trade. From Eq. (8.3) we see that in autarky the relative price of $X$ is higher in Country H than it is in Country F. When international trade is permitted, the residents of Country H will observe that the price of commodity $X$ is cheaper in the other country than it is at home; likewise the residents of Country F will observe that the price of $Y$ is cheaper in H than it is in F. Thus, there will be an incentive for residents of H to make some of their purchases of commodity $X$ in F and an incentive for residents of Country F to purchase commodity $Y$ in H. As long as the price of a commodity is lower in one country than it is in another, consumers will continue to shift from purchasing goods in the higher-priced market to purchasing them in the market where prices are lower.

This change in demand that results from free trade also implies a shift in production. Consumers in Country F now bid for some of the domestic output of commodity $Y$ in H, and consumers in H purchase some X in F. Therefore, the production point in Country H will shift toward the Y axis. Because the slope of the production possibility curve becomes flatter as the economy moves toward the Y axis, this shift in production implies that in Country H the price ratio will fall. The analogous argument can be made for Country F. Because there is an overall increase in the demand for commodity $X$ and an overall decrease in the demand for commodity $Y$, the production point in Country F will shift toward the X axis. Because such movements imply an increase in the slope of the production possibility curve, the result will be an increase in the slope of the price ratio line.

Assuming that there are no impediments to international trade, this process will continue until the excess demands and supplies for both commodities in both countries have been satisfied. Production will continue to change until trade has equalized price ratios in the two countries at some intermediate level $p^*$. Thus, the first important point to be observed is that trade will result in the equalization of commodity prices in the two countries. This price equalization happens at points of equal slope (marginal rates of transformation) on both production possibility curves. These points, which are labelled $Q_h$ and $Q_f$, demonstrate that in free trade, countries will generally produce both goods.
The equality of relative prices in the two countries does not, by itself, imply that a new equilibrium position has been reached. Also required is the condition that world excess demands and supplies of the two countries be zero, or in other words, that the amount that one country wants to export will be exactly equal to the amount the other country wants to import. This situation is illustrated in Fig. 8.4, where we have depicted an equilibrium with equal trade triangles. Notice that both nations now consume on community indifference curves that lie outside their production frontiers. We therefore conclude that free trade in the Heckscher-Ohlin model provides aggregate gains from trade for each country.

We also show the free trade situation in Fig. 8.5, which demonstrates equilibrium using excess-demand curves. Free trade establishes relative price ratio $p^*$, with Country H importing quantity $Q_{X_H} = B_{p_C}^H$ in Fig. 8.4) of good $X$ and Country F exporting the same quantity. This trade pattern is consistent with comparative advantage. The labor-abundant Country F exports the labor-intensive commodity $X$, and the capital-abundant Country H exports the capital-intensive good $Y$. This is an illustration of the Heckscher-Ohlin theorem, which we now state:

**The Heckscher-Ohlin theorem.** Given the assumptions of the model, a country will export the commodity that intensively uses its relatively abundant factor.

Note carefully the implication of this theorem. The important characteristics distinguishing each country are its relative supplies of capital and labor. By virtue of exporting the capital-intensive good and importing the labor-intensive good, Country H implicitly exports the services of capital, its abundant factor, and imports the services of labor, its scarce factor. Thus, international trade in commodities accomplishes the task of exchanging surplus factor services between countries. This is an important phenomenon for understanding the effects of trade on factor incomes, as we discuss in Sections 8.4 and 8.5.

An interesting question regarding the Heckscher-Ohlin theorem relates to how far we can relax the underlying assumptions and still ensure that the result holds. Non-constant returns to scale would clearly invalidate the notion that country size is irrelevant for trade patterns, and allowing arbitrary international differences in technology would also render the theorem generally invalid. If factors were not homogeneous, meaning that labor was distinguished by skills and that capital came in different types, the simple two-factor theorem would no longer be relevant. However, as we discuss in Section 8.6, an important variant of the fundamental message of the model—that countries export the services of their abundant factors—is still valid. If factors are not mobile between industries but instead must remain fixed in employment for some period of time, the model must depart from the long-run nature of the Heckscher-Ohlin theorem in favor of a short-run view. This last possibility is clearly important and will be analyzed in the next chapter.

A further assumption is that labor and capital are immobile internationally. This assumption is made to allow investigation of the effects of commodity trade without also worrying about trade in factors. However, if factors could migrate internationally, they would do so to take advantage of differences in factor returns. Such trade in factors would tend to supplant trade in goods, inasmuch as both flows would exist to compensate for differences in relative endowments. In an extreme situation, factor movements could eliminate the need for commodity trade, though we would generally expect both kinds of trade to occur simultaneously. The Heckscher-Ohlin theorem would remain valid. The effects of factor mobility are examined in detail in Chapter 21.

The existence of some market distortions, such as monopoly and export subsidies, can overturn the Heckscher-Ohlin theorem if their effects are powerful enough to offset the influence of endowments. However, the most common distortions we consider in trade models are import restrictions such as tariffs, quotas, and transport costs, which we analyze in later chapters. These barriers can reduce or even eliminate trade in goods, but any remaining trade would obey the pattern generated by the Heckscher-Ohlin model. Thus, the theorem is still applicable when trade restrictions are allowed.

It is also possible to allow moderate differences in demand patterns between countries, provided these differences are not so great as to overcome the effects of endowments, a possibility we illustrate in Chapter 13. Finally, it is theoretically possible for a factor-intensity reversal to occur between countries. That is, given the differences in relative factor prices between countries, product $Y$ could be capital-intensive in labor-abundant Country H and yet be labor-intensive in labor-abundant Country F in Australia. In this case, the Heckscher-Ohlin theorem would predict that both countries would export the same good, a practical impossibility. Appendix 3 considers the case of factor intensity reversals.

It might appear from this review that the Heckscher-Ohlin model is fairly fragile in the sense that it may not survive departures from its underlying assumptions. Of course, this is a feature of any theoretical model embodying simplifying assumptions. The important question relates to the
practical importance of the model's insights. In this regard, the notion that differences in factor endowments provide a significant explanation for comparative advantage and global trade patterns is undeniable. It is clear that a substantial portion of world trade involves the implicit exchange of factor services through trade in natural resource-intensive items such as raw materials, labor-intensive items such as clothing, and capital-intensive items such as machinery. It is important to point out that international exchange of this type is likely to be most prevalent between nations with widely differing factor endowments. Thus, we would expect endowment-based trade to be most evident between developed countries, such as the United States, and developing countries, such as Mexico. Note also that such trade involves exchanging the products of one distinct industry, such as agriculture, for those of another, such as clothing. Thus, Heckscher-Ohlin-based exchange is often termed inter-industry trade.

8.4 THE FACTOR-PRICE-EQUALIZATION THEOREM

The Heckscher-Ohlin theorem demonstrates the possibility that the pattern of comparative advantage and international trade is determined by national differences in relative factor endowments. It should be evident that trade must, as a result, influence the prices of productive factors. For example, if a nation exports the services of its abundant factor, there must be an implicit increase in demand for that factor, thereby raising its price. The factor-price-equalization (FPE) theorem investigates this relationship in detail.

Before stating the theorem, we must develop a fundamental relationship between relative commodity prices, \( p \), and relative factor prices, \( \omega \), in an economy. In Fig. 8.6, \( p_a \) is the initial equilibrium commodity price ratio giving rise to production at point \( A \) with quantities \( Y_a \) and \( X_a \). In the Edgeworth-Bowley box diagram of Fig. 8.7, the corresponding production point is again \( A \), which, of course, is the point of tangency between the \( X_a \) and \( Y_a \) isoquants. The slope of the common tangent at point \( A \) is \( \omega_a \), the equilibrium wage-rental ratio. Thus, for any point on the production frontier there is a corresponding point on the efficiency locus. We wish to show that under constant returns to scale there is a unique \( \omega \) for each \( p \) for which some of both goods are produced.

Suppose there is a relative increase in the price of commodity \( X \) to \( p_b \), leading to production at point \( B \). The outputs of \( X \) will rise, and those of \( Y \) will fall. The corresponding point in the factor box diagram will be \( B \). The question now is how the wage-rental ratio at \( B \) will compare to \( \omega_a \). Recall that for constant-returns-to-scale production functions, all isoquants have a constant slope along any ray from the origin. Thus, the slope of \( X_a \), the \( X \)-isouquant through point \( B \), must be the same as the slope of \( X_a \) at \( C \). It follows that the common slopes of the \( X \) and \( Y \) isoquants at \( B \) exceed their slopes at \( A \) and that \( \omega_b > \omega_a \).

In Fig. 8.7, we have assumed that commodity \( X \) is labor-intensive. Recalling that \( \omega = w/r \), we see that an increase in the relative price of a commodity (in this case, \( X \)) will increase the relative return to the factor used intensively in that industry (in this case, labor). This result clearly works in both directions, meaning that an increase in the relative price of good \( Y \) would raise the relative return to capital. The economic logic behind this effect is straightforward. Given a rise in the price of the labor-intensive good, the economy would move to produce more \( X \) and less \( Y \). During this adjustment, the capital-intensive sector \( Y \) would release resources in a bundle involving a higher ratio of capital to labor than the labor-intensive sector \( X \) would choose to employ at initial factor prices. Accordingly, there would emerge an excess demand for labor and an excess supply of capital, causing a rise in \( \omega \) sufficient to establish a new equilibrium.
Thus, we have demonstrated that there is a unique relationship between relative factor prices and commodity prices, so long as both goods are produced. This relationship may be written as

$$\frac{w}{r} = G(p_x/p_y).$$

(8.4)

Here, $G$ is a function that depends only on the production functions for the two commodities. With production functions assumed to be identical between countries, $G$ would also be identical. There are two immediate implications. First, because $p_x < p_y$ in autarky by virtue of the Heckscher-Ohlin theorem, it must be that $\frac{w}{r} < \frac{w_0}{r}$ in autarky as well. Second, given the fact that free trade equalizes the commodity price ratio between countries, the wage-rental ratio will also be equalized. The equalization of these factor returns means that the relative wage must rise in $F$ and fall in $H$ in the movement to free trade.

Let us state this result clearly. Returning to our trade model, let there be two countries, Country $H$ being relatively capital-abundant and Country $F$ being relatively labor-abundant. With identical, constant-returns production functions and identical and homogeneous tastes, in autarky $H$ will have a higher wage-rental ratio than will $F$. The factor-price-equalization theorem then states that, given certain assumptions, the equalization of commodity prices in both nations through trade will result in the equalization of relative factor returns. In other words, if the ratio of commodity prices is equal in two countries, then the wage-rental ratio will also be equal.

The factor-price-equalization theorem is most easily demonstrated by introducing the concept of the unit-value isosquant, which also allows us to provide further perspective on the model. In Fig. 8.8 we have chosen an isosquant for each industry such that the value of output for each industry is exactly one dollar. Thus the output of $X$ times the price of $X$ equals the output of $Y$ times the price of $Y$, both of which equal one dollar:

$$X p_x = Y p_y = 1$$

(8.5)

Thus, given a set of commodity prices, we simply choose the levels of output for $X$ and $Y$ that will satisfy Eq. (8.5). The resulting unit-value isosquants are labelled $X_{(1)}$ and $Y_{(1)}$. Note that because of the assumption of constant returns to scale, it makes no difference for the relative positions and shapes of the isosquants what value of output is chosen as long as $X p_x = Y p_y$.

In Fig. 8.8 we have also included the unit isoquant line for an arbitrarily chosen pair of factor prices. The intercepts of this line are the inverses of the factor prices, $1/w_0$ and $1/r_0$. Given relative factor prices $w_0$, the slope of the isoquant line is determined, and the condition for cost minimization is that the isoquant line be tangent to both isosquants. Note that this tangency is required for an equilibrium in which both goods are produced. For example, if the unit-value isosquant for good $Y$ were to lie outside the unit isoquant line, then it would cost more than a dollar to produce one dollar's worth of $Y$, and no firm would produce it. Alternatively, if the unit-value isosquant for $Y$ were to lie inside the unit isoquant line, then economic profits would be made in sector $Y$, which is inconsistent with perfect competition. It can thus be seen that an equilibrium in which both commodities are being produced and in which total revenue is just equal to total cost in both industries requires that the same unit isoquant line be tangent to both unit-value isosquants. As shown in Fig. 8.8, the points of tangency between the two unit-value isosquants and the isoquant line give the capital-labor ratios for the two industries, $k_x$ and $k_y$. The capital-labor ratios shown in Fig. 8.8 are the same capital-labor ratios shown in the box diagram of Fig. 8.7 at point $A$.

Observe that if both goods are produced, it must be that the average capital-labor ratio for the two commodities lies between $k_x$ and $k_y$. Furthermore, this average capital-labor ratio must be the exact endowment ratio for the economy as a whole. Thus, if both goods are produced, the economy-wide capital-labor ratio must lie between $k_x$ and $k_y$. Putting it the other way around, if the overall endowment ratio lies between $k_x$ and $k_y$, the economy produces some of both goods. If the endowment ratio just equals $k_x$ or $k_y$, the economy specializes in $X$ or $Y$, respectively. Thus, the region between $k_x$ and $k_y$ in Figure 8.8 is often called the cone of diversification, indicating that for wage-rental ratio $w_0$, if the economy's relative endowment ratio lies within the cone, both goods will be produced.

Figure 8.8 thus illustrates one of the conditions required for the equalization of commodity prices to result in the equalization of wage-rental ratios. Under the assumptions of the Heckscher-Ohlin model, production functions between countries are identical; therefore, if trade equalizes commodity prices, then unit-value isosquants for both countries must also be identical. In our two-country model, isosquants $Y_{(1)}$ and $X_{(1)}$ represent the unit-value isosquants for both Country H and Country F. Now suppose $k_h$ is the overall capital-labor ratio for Country H and $k_f$ is the capital-labor endowment ratio for Country F. Because both overall endowment ratios are within the cone of diversification, both countries face the same wage-rental ratio, namely, $w_0$. Thus, with the same production functions, if trade
equalizes commodity prices and if both countries produce both goods, then wage-rental ratios will be equalized as a result. This is the essence of the FPE theorem. Notice that if the endowment of one country lies outside the cone of diversification (at $k_1$ for example), then although commodity prices might well be equalized by trade, wage-rental ratios will not be. In this case, we would find instead that $w_o > w'$. In an equilibrium like this, Country F would specialize in good $X$, while Country H would produce both goods. One interesting implication of this analysis is that factor price equalization becomes more likely as the endowment ratios of nations approach each other.\footnote{12}

From the preceding discussion we can state the factor-price-equalization theorem.

The factor-price-equalization theorem. Under identical constant-returns-to-scale production technologies, free trade in commodities will equalize relative factor prices through the equalization of relative commodity prices, so long as both countries produce both goods.

In fact, an even stronger result can be stated. If relative factor prices are equalized by free trade, the capital-labor ratios employed in industries $X$ and $Y$ will be the same in both countries as well. As we will show in the next section, this result implies that the marginal products of labor and capital will be equalized in both nations. It follows that real factor prices will be equalized by trade as well.

These powerful predictions deserve further comment. The fact that relative and real factor prices are equalized by trade in goods has the fundamental implication that laborers and capital owners would have identical living standards in all countries. In turn, there would be no economic incentives for factors to migrate, as we noted earlier. In short, commodity trade acts as a complete substitute for trade in factors if it results in factor-price equalization.

In the real world, of course, we do not observe workers enjoying identical living standards in all nations. Rather, there are huge disparities in labor incomes and returns to capital. This fact suggests that the special assumptions of the FPE theorem must fail to be true in important dimensions. Transport costs are significant in numerous commodities, meaning that even free trade will not result in identical commodity prices. Trade restrictions such as tariffs and import quotas have an important influence on world trade and help prevent the equalization of factor prices, even as they limit access to full gains from trade. There are also numerous market distortions that sustain differences in international factor prices, such as monopolies that generate rents for their owners and employees or labor unions that sustain real wages in excess of marginal labor products (perhaps at the expense of higher unemployment). A related issue is that production functions may likely fail to exhibit constant returns to scale. In this event, comparative advantage may be related to factors such as country size and product differentiation, elements that do not appear in the Heckscher-Ohlin world. We analyze these issues at length in other chapters of this book, where we will show that in such models, trade in goods and factors may be complements rather than substitutes. Also significant are government policy distortions, such as production taxes on manufactures or price supports that maintain differences between world and domestic prices for agricultural commodities.

Perhaps the most significant point to remember is the falsehood of the basic assumption that technologies are the same everywhere. We should be careful in making such a statement. In principle, it is not difficult for technological information to flow easily across borders, so in well-functioning markets for information it may be true that technical knowledge is broadly similar everywhere. However, the efficiency with which this knowledge is translated into outputs is a function of the quality of inputs, along with management and entrepreneurship. There is substantial evidence that countries vary markedly in this efficiency, though growing international trade has caused some convergence in technologies.\footnote{13}

Another significant issue is that the assumption that workers are homogeneous is questionable. Within any economy workers may be differentiated by their skills, especially skills acquired by education and training. Further, natural resources, land, and capital may be distinguished in terms of their economic characteristics. This observation points to the importance of analyzing international trade theories when there are many factors, which we do in the last section of this chapter and again in Chapter 14. For now, however, note the important implication that a nation like the United States may well be scarce in unskilled labor but abundant in technologically skilled labor, implying that these sectors will have opposing viewpoints on the desirability of free trade. Unskilled workers will find their real incomes falling as they compete with labor-intensive imports from abroad. The real wages of technical workers will rise, however, as their services are exported on net. Note that this observation helps explain the fact that in the industrialized nations, wages in the export sectors tend to be significantly higher than wages in the sectors that compete with imports.

While there are strong reasons to doubt that international trade can result in equal real factor prices internationally, it is clear that trade can result in strong tendencies in that direction. This is true especially when trade is of the Heckscher-Ohlin type, where it compensates for differences in relative factor endowments. This interindustry trade tends to be prevalent between the developed countries, on one hand, and the developing countries, on the other hand, where there are marked differences in factor supplies and factor prices. In this context, trade tends to equalize real incomes of similar workers and capital owners. Accordingly, we can point to trade as an important source of the growth in real wages in countries such as Korea relative to that in the United States. It also helps explain the preferences of labor interests in the United States and other high-wage economies for protection against labor-intensive imports. Finally, a corollary result is that if barriers to trade prevent the equalization of real incomes, there will be incentives for labor and capital to migrate internationally. Thus, if an unskilled-labor-scarce nation truly wishes to protect the incomes of its workers, it will require barriers to both trade and immigration.
8.5 THE STOLPER-SAMUELSON AND RYBCZYNSKI THEOREMS

The Heckscher-Ohlin and FPE theorems we have just discussed seem simple, yet their proofs rest on complex notions about the operation of an economy with two factors producing two goods under constant returns to scale. Numerous features of such an economy were developed in Chapter 2, but it is important at this point to specify further results that are critically related to the trade theories. We now analyze the effects of changes in commodity prices on real factor prices and the effects of changes in factor endowments on commodity outputs. Note that because these theories relate to the inner workings of the economy, the analysis will focus on a single country. We will then relate the theories to certain trade issues.

Two fundamental observations about relationships in the economy should be kept in mind. First, factors are fully employed in producing outputs in sectors X and Y. It follows that any change in the available supply of factors will affect commodity outputs. Second, the presence of perfect competition means that the price of a product is comprised strictly of payments to labor and capital. Changes in commodity prices must influence factor prices accordingly. These are the relationships we wish to study.14

The Stolper-Samuelson Theorem

The first fundamental theorem about the internal functioning of the economy pertains to the relationship between commodity prices and real factor incomes. We demonstrated previously that there is a unique relationship between changes in relative commodity prices and relative factor returns and that this relationship depends on technology. However, there is an even stronger theorem, which was first proven by two American economists, Wolfgang Stolper and Paul Samuelson. The principal purpose of their theorem is to show that changes in commodity prices have determinate effects on real factor rewards. That is, movements in the prices of goods change the distribution of real incomes between capital and labor, which is an extremely important element in the economy.

In particular, a relative increase in the price of the labor-intensive good X causes the real wage rate, measured in terms of the price of either X or Y, to rise, whereas the real return on capital, measured in terms of either commodity price, must fall. In other words, a rise in the price of the labor-intensive good leads to an increase in real wages and a decrease in real returns to capital. To demonstrate this, we must show that both w/p_x and w/p_y increase and that both r/p_x and r/p_y decrease when p_x/p_y increases.

Recall from Eq. (2.10) in Chapter 2 that one condition for profit maximization is that firms pay each productive factor the value of its marginal product. Thus, for labor and capital in the X industry we must have, respectively, that p_x MP_{LX} = w and p_x MP_{XX} = r. A similar pair of conditions hold for the Y industry. We reproduce these equations below by stating them in terms of marginal products:

\[ MP_{LX} = w/p_x \quad MP_{XX} = r/p_x \]
\[ MP_{LY} = w/p_y \quad MP_{XY} = r/p_y \]  

Since these equations must hold in equilibrium, it is clear that if the marginal products of labor in both industries rise, both w/p_x and w/p_y increase as well. Similarly, r/p_x and r/p_y will both decrease if, and only if, the marginal products of capital fall in both sectors. That marginal products behave in this fashion follows from two additional properties of our production functions. First, consider again Fig. 8.7. The slopes of the rays emanating from origins O_x and O_y through point A represent the capital-labor ratios chosen in sectors X and Y in the initial equilibrium. At point B both of these rays are steeper than at point A, demonstrating that the rise in the wage-rental ratio induces both goods to be produced with relatively more capital and relatively less labor than before. Of course, given fixed factor endowments, this is possible only because output of X rises and output of Y falls.

Second, the higher capital-labor ratios raise the marginal products of labor and reduce the marginal products of capital in both industries. To establish this fact we simply recall the result from Chapter 2 that for constant-returns-to-scale production functions, the slopes of isoquants, and thus the marginal products of both factors, are constant along any ray from the origin. Consider again the movement from A to B in Fig. 8.7. How does this change affect the marginal product of labor in X and Y? Because the marginal products are constant along the line O_xCB any point on this line can be used to find the answer. Consider point D, where the line AD is parallel to the L_x axis. The movement from A to D involves a reduction in the amount of labor used in the production of X, while the input of capital remains constant. Recall from Chapter 2 that the law of diminishing returns applies to this kind of movement, in which the shift from A to D corresponds to a movement down the total-product curve for labor. We reproduce a typical total-product curve in Fig. 8.9, with points A and D corresponding to those in Fig. 8.7. The slope of this curve is, of course, the marginal product of labor in sector X, and thus we see that the MP_{LX} at D is higher than the MP_{LX} at A. But from the point of view of the marginal products, the movement from A to D is equivalent to a movement from A...
to $B$. Thus, we have demonstrated that the relative increase in the price of
$X$ ($A$ to $B$ in Figs. 8.6 and 8.7) has increased the marginal product of labor. It
follows from Equation (8.6) that $w/p_x$ has risen as well.

Now consider the vertical movement from $A$ to $E$ in Fig. 8.7, which
represents an increase in the use of capital in industry $X$ with an unchanged
labor input. This would imply a movement to the right along a total-product
curve for capital (which we do not draw), implying, by the law of diminishing
returns, a reduction in the $MPF_X$ and, in turn from Eq. (8.6), a fall in $r/p_x$.
This result is equally true at any point along ray $O_xB$, including the new
equilibrium at point $B$. Thus, we have demonstrated the desired results for
both factors in the $X$ industry.

We could reconstruct all the steps in the previous demonstration
for factors in the $Y$ industry, but fortunately, a shortcut to this proof is
available. Our proof for sector $X$ relied on the increase in the capital-labor
ratio associated with the movement from point $A$ to point $B$. Indeed, it can
be shown that any increase in the capital-labor ratio must reduce the real
return to capital and raise the real wage of labor. But this same movement
from $A$ to $B$ also implied a rise in the capital-labor ratio in industry $Y$.
Thus, there results a rise in the marginal product of labor and a fall in the
marginal product of capital in $Y$, with corresponding changes in the real
returns to those factors.

Note that these results are true only as long as the economy remains
incompletely specialized, for as soon as all capital and labor are allocated
to a particular good, no increase in its price can change marginal products
in producing that good. We have thus established the Stolper-Samuelson
theorem.

**The Stolper-Samuelson theorem.** If there are constant returns to scale and
if both goods continue to be produced, a relative increase in the price of a
commodity will increase the real return to the factor used intensively in that
industry and reduce the real return to the other factor.

It is important to examine this result further. The Stolper-Samuelson
model holds factor endowments fixed while allowing commodity prices to
change, which shifts the demands for factors, thereby changing real factor
incomes. This is not overly restrictive, for it seems reasonable to suppose
that factor supplies are exogenously given. However, as we suggested earlier,
there may be some question about this if, for example, laborers are able to
choose between work and leisure.

The Stolper-Samuelson theorem embodies an interesting implication.
An increase in the relative price of good $X$ may be equivalently stated as a
larger percentage increase in the price of $X$ than of $Y$ when both nominal
prices are subject to change. The theorem assures us that this change
will result in a percentage rise in the wage that is larger still than the
higher price increase (because $w/p_x$ must increase) and a percentage rise
in the nominal price of capital that is smaller than the lower price increase
(because $r/p_y$ must fall; of course, it is possible that $r$ could actually decline).

Thus, in relative terms, factor prices change more than commodity prices
in order to get determinate effects on real factor incomes. This outcome is
called the magnification effect in trade theory. We know that an increase
in the relative price of good $X$ raises the wage rate and reduces the return
to capital compared to the prices of both goods. This effect can be written as follows:

$$\%\Delta r < \%\Delta p_X < \%\Delta p_X < \%\Delta w$$

(8.7)

The Stolper-Samuelson theorem as presented here is not really a
theory about international trade, for no mention has been made of trade
flows or other nations. Although changes in domestic commodity prices could
result from shifts in world prices in an open economy, they could just as likely
result from internal changes in a closed economy. Changes in commodity
taxes or fundamental shifts in consumer preferences, for example, could
cause movements in commodity prices, thereby affecting the distribution of
real incomes between capital and labor.

However, we can use the Stolper-Samuelson theorem to investigate
our primary interest in the effects of international trade on factor incomes.
Suppose that labor-abundant Country $F$ enters free trade with capital-
abundant Country $H$. We know that this will raise the relative price of
$X$ in $F$ and lower it in $H$ as the countries import the relatively cheaper
good. It follows immediately that labor is made better off and capital worse
off in Country $F$, the reverse being true in Country $H$. Put differently, the
abundant factor in each nation is made better off by free trade, and the
scarce factor is made worse off. The reason for this outcome is that trade in
goods compensates for national scarcities in factor supplies. In general, each
country exports the services of its abundant factor, resulting in a higher
demand for that factor, while it imports the services of its scarce factor,
generating a fall in demand for that factor.

Each country must make aggregate gains in welfare, as we demon-
strated in Fig. 8.4 (note also that the gains-from-trade theorem in Chapter
5 is fully applicable here). However, there is now a redistribution effect from
free trade: the abundant factor earns more than the total gains from trade,
making the scarce factor worse off. In principle, an appropriate compensa-
tion uses some of the gains to nullify any losses.

Thus, there is another important difference between trade based on
differences in technology with a single factor of production (the Ricardian
model) and trade based on different endowments with equal technologies.
In the former case, all workers are identical and share equally in the gains
from trade. In the latter case, only the abundant factors gain directly from
free trade.

It should be noted that our statement of the theorem is not exactly
the same as its original presentation. Stolper and Samuelson were con-
cerned with the effects of tariffs on real factor rewards. A tariff, which is
a tax on imports, would generally be expected to raise the domestic relative
price of the importable good and thereby the real income of the scarce
factor, which is used intensively in that good. Put differently, a tariff moves a country back toward autarky and helps protect the incomes of scarce factors from import competition. We now have an explanation for why different factors of production lobby for import protection while others lobby for free trade. For example, the United States is relatively scarce in laborers with limited skills, as we will show in Chapter 14. Representatives of labor interests, such as labor unions, may therefore be expected to argue against reductions in American tariffs; this was certainly the case in the political discussions surrounding the recent negotiation of the North American Free Trade Agreement with Mexico and Canada. Similarly, Japan is quite scarce in agricultural land, and the owners of this land, rice farmers for example, argue vehemently for the continuation of strict controls on food imports. This topic will be taken up again in the discussion of tariffs.

The Rybczynski Theorem

The Rybczynski theorem describes the second fundamental relationship in the economy. Named for the British economist who developed it, the theorem is concerned with the relationship between changes in factor endowments and changes in the outputs of the two commodities when commodity prices are assumed to be given. Suppose that an economy experiences a rise in its labor endowment through labor immigration. One might expect this change to raise the outputs of both X and Y because the economy would expand the production possibility frontier. Holding prices fixed, however, this turns out to be false, because the expansion of the labor-intensive goods draws capital and additional labor from good Y, causing Y to contract. The theorem states that, given unchanged relative commodity prices and assuming that both commodities continue to be produced, an increase in the endowment of one factor will increase the output of the commodity that uses that factor intensively and will reduce the output of the other commodity.

This theorem is most easily demonstrated through the use of the Edgeworth-Bowley box diagram of Fig. 8.10. With origins O_x and O_y, it reproduces Fig. 2.9, except that the efficiency locus has been omitted. Recall that point A represents the common tangency between isoquants from both industries. The factor-intensity rays k_x and k_y represent the capital-labor ratios for industries Y and X, respectively. Note that good Y is capital-intensive and good X is labor-intensive.

Now assume that the endowment of labor is increased by the amount ΔL. We represent this change by shifting the origin for commodity Y from O_y to O'_y. We are interested in how this change in endowments will affect the outputs of the two commodities, holding relative commodity prices constant. Recall again that as long as both goods are produced, relative commodity prices and relative factor prices bear a one-to-one relationship with each other. Thus, because commodity prices are unchanged, factor prices are unchanged; therefore, the capital-labor ratios in the two industries remain unaffected. In terms of Fig. 8.10, this result implies that, even though the endowment of labor has increased, the ray k_x is unaffected and the ray k_y shifts in a parallel fashion as the origin O_y shifts to O'_y. Thus, line AO_x is parallel to line A'O'_x. Note that point A' must be the new equilibrium position along a new efficiency locus O_xA'O'_x (not shown).

The effects of the increase in the labor supply on outputs are easily seen. Because point A' is farther from origin O_x than is point A, it follows that the output of commodity X increases. Further, output of commodity Y must decrease, which may be seen by drawing a horizontal line from A' to B. Because the length of BO_y is equal to the length of A'O'_y, we know that AO_y is longer than A'O'_y. This fact implies that point A' is on a lower Y isoquant than is point A and that the output of Y is lower. We can thus state the theorem:

The Rybczynski theorem. If relative commodity prices are constant and if both commodities continue to be produced, an increase in the supply of a factor will lead to an increase in the output of the commodity using that factor intensively and a decrease in the output of the other commodity.

The Rybczynski theorem has important implications for the effects of changes in endowments on production possibility curves. Consider the production frontier YX in Fig. 8.11. An increase in the endowment of labor will shift this curve out to YX'. Because good X is labor-intensive, we would expect that the maximum producible quantity of X would increase more than the maximum producible quantity of Y, or that the curve would experience a shift biased toward the X axis. The Rybczynski theorem may be used to demonstrate this result, holding prices fixed at ratio p. The equilibrium production point in the initial situation is A, the point where the price line p is tangent to the production possibility curve. After the increase in the labor supply, the new equilibrium position will be A', where there is a larger output of X but a smaller output of Y. This is true for any price ratio involving incomplete specialization, so that the new frontier is
which is also a magnification effect: at given commodity prices, changes in relative factor endowments result in magnified shifts in outputs, in that the percentage changes in commodities lie outside the percentage changes in endowments. In this example, we would write:

$$\%AY < \%AX < \%AL < \%AK$$  \hspace{1cm} (8.8)

Notice that the Rybczynski theorem itself is a special case of this result. In our example, the percentage change in the capital stock was zero (capital was held fixed), implying that the percentage change in output of good $Y$ must be negative, that is, its output must fall.

We make some final observations about the Rybczynski theorem. Because the theorem holds relative commodity prices constant, it is only a partial exercise in comparative-static analysis. In a full general-equilibrium analysis, we would expect prices to change within an economy as outputs of goods $X$ and $Y$ shift, though the precise effects would depend on demand characteristics. However, this simple theorem is most useful for understanding the effects of endowments on production frontiers, as we have seen. Moreover, it is directly applicable in one important scenario. Consider a small economy that is open to international trade, implying that its relative goods prices are determined by international markets. If those relative prices are stable over time, changes in endowments in the small economy will dictate growth in its outputs and trade patterns. It is quite possible, for example, for an initially labor-abundant economy that experiences comparatively rapid accumulation in its capital stock to find its trade pattern shifting toward exports of capital-intensive goods and imports of labor-intensive goods. That is, differential rates of growth in factor supplies are consistent with changing comparative advantage, which lends an added dynamic to the Heckscher-Ohlin theory. We consider these kinds of issues more fully in Chapter 23. For now, however, note that this observation helps explain the transition of the Japanese economy. In the early 1960s, Japan was a labor-abundant net exporter of labor-intensive goods, such as textiles and simple consumer electronics. Today it is a capital-abundant net exporter of sophisticated capital-intensive goods, such as machinery and transport equipment. Japanese savings and investment rates over the last three decades were substantially higher than those in most other industrialized nations. A similar process is currently happening in the rapidly industrializing nations of Asia, including Singapore, Hong Kong, and Korea, where investment rates are also very high.
relative commodity prices within the two groups are unchanged at all times, all the preceding conclusions will hold as relative prices and outputs of the two groups change.

If there are more than two distinct commodities, however, difficulties arise even with only two factors of production. In simplest terms, this is because the factor-intensity ratios employed earlier need not produce unique results in this scenario. Suppose a third good, Z, is added to the model and that \( K_1/L_1 > K_2/L_2 > K_3/L_3 \). What would be the pattern of trade in a two-country world? One might expect that the country well-endowed with capital would export \( Y \), the country well-endowed with labor would export \( Z \), and some indeterminacy could exist about good \( X \). However, this is not necessarily true. It is possible for either country to export both \( Y \) and \( Z \) and import \( X \). What can be shown is that the bundle of commodities exported by the capital-abundant country will be capital-intensive in the sense of embodying a higher ratio of capital to labor than its import bundle; the corresponding situation will hold for the labor-abundant nation. However, the capital-abundant country's export bundle could consist either of some of both \( Y \) and \( Z \), the two extreme goods, or of good \( X \), the good of intermediate capital intensity.

With more than two factors, additional problems arise if we insist on ranking pairs of factor intensities. For example, with a third factor of natural resources, called \( R \), it is possible to have \( K_1/L_1 < K_2/L_2 \), but \( K_2/R_1 > K_3/R_3 \). Which good is capital-intensive in a case like this? It obviously depends on how the comparison is made. Bilateral comparisons do not have much meaning in a world with more than two factors. Results such as those given by the Stolper-Samuelson theorem and the Rybczynski theorem, which make use of bilateral comparisons, do not easily generalize to higher dimensions.\(^{17}\)

The Heckscher-Ohlin theorem does generalize in an important way, however, if we modify our definition of relative factor endowments. Suppose we can define products and factors so that there is an equal number of each, as in the two-by-two model, though the number can be anything larger than one. There can be any number of countries. We retain the assumptions of identical constant-returns technologies, identical homogeneous preferences, and the absence of distortions. It is possible to rank the endowments of any country by computing its share of each endowment in the global supply, with the most abundant factor being the one with the highest relative share and the most scarce factor the one with the lowest relative share.\(^{18}\) In general, any factor in which a country's share of the global supply exceeds that country's share of global income is ranked as abundant, and others are ranked as scarce. If we then compute the amounts of each factor that are used to produce the bundle of exports, imports, and gross national product, we can derive a theorem about the factor content of each nation's trade:

**The factor-content theorem.** For an arbitrary but equal number of goods and factors, a ranking of the content of any factor in net exports (that is, exports minus imports) divided by its content in total output will duplicate the ranking of relative factor endowments.

This theorem is often called the Heckscher-Ohlin-Vanek theorem because of the contribution of Jaroslav Vanek to the basic trade theory.\(^{18}\) Its practical importance is in showing that, under reasonably general circumstances, differences in relative endowments still determine comparative advantage. However, comparative advantage in this sense refers to the pattern of trade in factor services rather than in goods. Indeed, it does not really matter that we cannot predict whether a country will export or import a particular commodity, because commodity trade is merely the means for implicitly trading factors.

The factor-price-equalization theorem also generalizes for any number of factors and goods as long as the number of goods is equal to the number of factors and all countries produce all these goods (that is, they are "incompletely specialized"). More generally, both the factor-price-equalization theorem and the factor-content theorem hold if there are more goods than factors, so long as the number of goods produced in common by each nation is at least as large as the number of factors.\(^{20}\) For example, it can easily be shown to hold for three commodities and two factors.

### 8.7 Concluding Remarks

This chapter has considered a model in which the only important difference between countries is in relative factor endowments. We assume that economies are alike in all other respects, including having equal access to constant-returns-to-scale technologies, sharing homogeneous preferences, and exhibiting no market or policy distortions. Thus, the model differs importantly from the technology-based theory of trade in the prior chapter. Using this model we made several important predictions about economic structure and trade patterns.

1. A country will export the commodity that uses the well-endowed factor more intensively, which is the prediction of the Heckscher-Ohlin theorem. Thus, comparative advantage is determined by the structure of factor endowments (or autarky factor prices) in conjunction with relative factor intensities of commodities.

2. The factor-price-equalization theorem makes the powerful prediction that free trade in goods actually equalizes the relative and absolute prices of homogeneous factors internationally. The essential reason for this is that trade in goods can substitute for trade in factors. There are numerous reasons why we do not observe such equalization in practice, but there are important tendencies in that direction to the extent that international trade is the result of variations in factor endowments.

3. The Stolper-Samuelson theorem, which relates changes in commodity prices to changes in real factor prices, provides a fundamental prediction about the effects of trade (or impediments to trade) on the distribution of real incomes between capital and labor. Because free trade causes exports and imports to rise, it follows that the relatively abundant factor gains real income in each country and the scarce factor loses real income.
However, the gains-from-trade theorem is relevant here, in that the economy enjoys an overall rise in welfare by moving from autarky to free trade.

4. The Rybczynski theorem, which relates changes in factor endowments to changes in commodity outputs, assuming constant commodity and factor prices, provides the theoretical basis for the Heckscher-Ohlin model. This theorem is also important for understanding the effects of factor growth on the evolution of comparative advantage.

5. It is possible to extend the Heckscher-Ohlin theory to the case of large numbers of goods and factors. The factor-content theorem predicts that the implicit trade in factor services depends on rankings of factors, even if the trade patterns for particular commodities are not determinate.

PROBLEMS

1. Show that, in a two-country model, increasing the size of one country (increasing both \(K\) and \(L\) in the same proportions) will change commodity prices, factor prices, outputs, and the volume of trade in both countries, but will not change the pattern of trade.

2. How will the production possibility curves of Fig. 8.2 differ if in Fig. 8.1, Country H has more \(K\) but the same amount of \(L\) as Country F?

3. In Fig. 8.4, why must the consumption points for both countries lie on a common ray from the origin?

4. Illustrate a case in which either or both countries could specialize completely in the presence of free trade. Does this possibility invalidate the Heckscher-Ohlin theorem? What about the factor-price-equilization theorem?

5. The factor-price-equilization theorem makes no assumption about demand. Nevertheless, demand conditions may well determine whether or not factor prices are equalized. Explain this seemingly paradoxical result.

6. Show that factor prices will be unequal if the technologies in the two countries differ for industry \(X\) (or \(Y\)).

7. Show that an increase in the labor supply of a small country could either increase or decrease the volume of trade.

8. How will an increase in the supply of labor affect the terms of trade in the two-country model (recall Problem 7)?

NOTES

1. One exception might be a country that is largely specialized in the production of a primary commodity such as petroleum. However, this kind of specialization is related to the overwhelming endowment of natural reserves rather than to any relative labor productivity, so the Heckscher-Ohlin model is the more appropriate here as well.

2. We review these issues thoroughly in Chapter 14.

3. See Markus (1991) for details on the construction of these variables.

4. This difference is largely a result of the fact that a significant portion of the Indian population works in the so-called "informal" sector, where economic activity is unmeasured. Theoretically, the existence of factor endowments that are variable rather than fixed does not change the fundamental conclusions of the Heckscher-Ohlin theory, as shown in Martin (1976).

5. Technically, an FPR is possible between two constant-returns-to-scale production functions if the elasticity of substitution is higher in one of the functions. Note, however, that an FPR cannot happen within a single country because the contract curve in the Edgeworth-Bowley Box cannot cross the diagonal (see Problem 6 in Chapter 2). Thus, the issue arises in comparisons of factor-intensity rankings in different countries.

6. As discussed by Markus (1991), there is great similarity in these rankings across a large group of developed and developing countries. Thus, in practice, factor-intensity reversals seem to be unimportant empirically.

7. Professor Paul A. Samuelson made so many contributions to this model that it is often called the Heckscher-Ohlin-Samuelson theorem. We have chosen to use the original title.

8. We review formal empirical studies of this question in Chapter 14.

9. The countries would differ only in the relative prices at which they become specialized in \(X\) or \(Y\), given the endowment-based differences in their production frontiers. Once a country becomes completely specialized in a good, say \(X\), further increases in its price cannot attract any further resources, so both \(r\) and \(w\) rise in proportion to \(p_x\), keeping \(w/r\) constant.

10. This statement vividly illustrates the danger of treating specific variables as exogenous in a general-equilibrium model. We could have stated instead that different autarky factor prices are the source of different autarky goods prices, which seems logical. Indeed, some trade theorists define factor abundance in the Heckscher-Ohlin model in terms of relative factor prices in autarky.

11. Strictly speaking, the endowment ratio must be a weighted average of the capital-labor ratios in \(X\) and \(Y\), with the weights given by the proportion of the total labor force allocated to each sector.

12. An additional theoretical requirement for factor price equalization is that there be no factor-intensity reversal between countries \(H\) and \(F\). Suppose, for example, that in \(H\) at autarky, good \(X\) is capital-intensive, while in \(F\), good \(X\) is labor-intensive, with \(w_x > w_l\) due to factor endowments. In free trade, let Country \(H\) export \(Y\) and Country \(F\) export \(X\). In this case, the wage-ratio ratios in both nations would rise from free trade, and there is no clear presumption toward their convergence.


14. In methodological terms, trade economists thus view endowments and commodity prices as exogenous variables that determine outputs and factor prices, the endogenous variables.

15. The magnification effect and other aspects of the general equilibrium two-sector model are developed in Jones (1986). A simple proof that a rise in the relative price of \(X\) is equivalent to a larger percentage rise in its price is as follows: Let both \(p_x\) and \(p_l\) rise but \((p_x/p_l)^2 > (p_x/p_l)^4\). Rearranging this inequality and subtracting 1 from each side, it follows immediately that \((p_x/p_l)^4 > (p_x/p_l)^2\).

16. To see this, recall that with fixed \(p_x\), each commodity retains the same capital-labor ratio. Thus, a given increase in labor use in sector \(X\) after a rise in the labor supply must call a proportional amount of capital from sector \(Y\), yielding a linear increase in \(X\) output. Similarly, the proportional reduction in capital and labor used in \(Y\) results in a linear reduction in that sector's output.

17. For a full treatment of these issues, see Schiller (1984).

18. We present computations of this nature for actual countries and endowments in Chapter 14.

19. See Vanek (1968). Credit should also be given to Melvin (1968) and Leamer (1980).

20. Mathematically inclined students will recognize this as a statement from linear algebra in which we need enough information on common commodity prices to determine common factor prices in a system of linear equations. If there are more factors than goods (a case that is most unlikely), there will be no presumption of any kind toward equalization of global factor prices.
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CHAPTER 9

THE SPECIFIC-FACTORS MODEL

9.1 INTRODUCTION

Chapter 8 considered the Heckscher-Ohlin model where two factors of production, capital and labor, were used to produce two outputs, and where both factors were perfectly mobile between the two industries. This model has formed the central structure for most of the theoretical international trade literature that has developed in the last four decades. Recently, however, international trade economists have become interested in models that go beyond the assumptions of the Heckscher-Ohlin model. The remaining chapters in this part of the text will consider a variety of models that relax central assumptions of that framework. In the present chapter we remove the assumption that both factors are perfectly mobile between the two industries.

It is important to understand that the Heckscher-Ohlin assumption of free factor mobility between industries describes a state at which an economy can arrive only in the long run. The assumption of perfect mobility of capital implies an economy in which industries can convert one kind of capital into another. In many circumstances, this process may require a considerable time period. For example, the capital used to produce automobiles is much different from that required to produce wheat or textiles. Capital mobility between such diverse industries requires time for physical capital to depreciate in some uses and for new investment to take place in others.

It is perhaps most natural to consider capital to be fixed in its sectoral usage for some time, and this is the basic approach we adopt. However, we note that labor could also be characterized similarly to the extent that skills...
are particular to specific tasks. Individuals skilled in the operation of textile looms, for example, require some retraining before becoming proficient at computer programming. Thus, for short time periods, factor specificity is common. Some factors, such as agricultural land, are quite specific in their use even for long time periods.

Economists make a logical distinction between time periods that is implicit in our discussion. The long run is defined as a period of time sufficient to allow all factors to be in variable use in production functions, which corresponds here to free intersectoral factor mobility. The short run is defined as a period of time in which at least one factor is fixed in production functions, corresponding to capital specificity. This is the fundamental distinction we maintain in this chapter.

Clearly, the long run is important and deserves analysis. However, many economic changes have important short-run consequences. The imposition of tariffs or changes in the terms of trade may have significant effects on the economy in a shorter time period than would allow for the complete mobility of capital between industries. We may also be interested in whether the short-run effects of such changes are the same as the long-run consequences discussed in Chapter 8. For example, will we expect factor prices in different countries to be equalized in the short run if the other conditions for equalization described in Chapter 8 are maintained? Will the Rybczynski theorem and the Stokey-Samuelson theorem derived for the long-run conditions of the endowment model also apply in the short run? Also important is whether the basic Heckscher-Ohlin prediction of trade flows based on given factor endowments holds in a short-run version of this model. Thus, even though the theories are identical in the long run, there are important differences in our theoretical predictions in the short run, when capital is sector-specific. Indeed, these differences are so striking that it is natural to consider the specific-factors model as an important theory of trade and income distribution in its own right. We will investigate these questions in this chapter.

The model employed here is similar to the Heckscher-Ohlin model except that one factor, capital, is assumed to be useful for the production of only one commodity. For example, automobiles require one kind of capital and textiles another, and in the short run the amount of capital allocated to each industry is fixed. No substitution of capital between industries can take place, though labor is mobile. Because capital is specific to a particular industry, the model we describe has become known as the specific-factors model. It has a long history in the economic literature, but recent interest in the model dates from the work of Jones (1971) and Samuelson (1971). Other key contributions were made by Mayer (1974) and Mussa (1974).

It should also be noted that although we are considering the specific-factors model as a short-run version of the Heckscher-Ohlin model, the specific-factors model has other interpretations. In particular, we can consider the specific factors to be quite distinct kinds of inputs, such as different natural resources. The analysis can be used to develop a model in which these resources form the basis for comparative advantage and international trade.

9.2 THE SPECIFIC-FACTORS MODEL

In many respects, the specific-factors model is similar to the model used for the Heckscher-Ohlin analysis of Chapter 8. We assume that two commodities are produced with production functions that exhibit constant returns to scale. We also assume that two factors of production are required for both production functions. As usual, tastes are assumed to be homogeneous and identical for all consumers, allowing the representation of preferences by a set of community indifference curves.

The essential difference between the Heckscher-Ohlin model and the specific-factors model is that in the latter theory, only labor is homogeneous and common to the two production functions. Capital is fixed by industry in the short run. Therefore, instead of the production functions in Eqs. (2.8) of Chapter 2, we have the production functions shown below:

\[ X = F_x(R_x, L_x) \]
\[ Y = F_y(S_y, L_y) \]  
(9.1)

\( R_x \) and \( S_y \) represent types of capital that are specific to sectors \( X \) and \( Y \), respectively. Corresponding to the factor-supply constraints of Eqs. (2.9) of Chapter 2, we have the following equations:

\[ \bar{R} = R_x \]
\[ S = S_y \]
\[ \bar{L} = L_x + L_y \]  
(9.2)

Equations (9.2) simply show that the entire available stock of factor \( R \) is used to produce commodity \( X \) and the entire endowment of factor \( S \) is used to produce commodity \( Y \). Note that again we are assuming that all factors of production are fully employed. The return to labor (the wage rate) is defined to be \( w \), which is the same in both industries by virtue of the free mobility of workers. The returns to \( R \) and \( S \) will be defined to be \( r \) and \( s \), respectively. Thus, the specificity of capital allows the returns to capital to differ across industries in the short run. This fact points out that in the short run, the two capital stocks are different inputs and that the model may also be interpreted as a theory with two goods and three factors.

It is useful at this point to review certain properties of production functions that have constant returns to scale. In Chapter 2 we discussed the notion of the total product curve for labor. This curve depicts the response of output in an industry to increases in a variable factor, holding constant the input of a fixed factor. This construction, reproduced in Fig. 9.1, is directly applicable to the specific-factors model. In the top panel we show that the total product of labor in sector \( X \) rises as more labor is added to the fixed
stock of $R_x$, but it does so at a diminishing rate (indeed, at some point, the total product could fall). In the bottom panel we depict the marginal product of labor in industry $X$, which is the slope of the total product curve. Because of diminishing returns, the marginal product declines as employment in $X$ rises. A similar construction applies to good $Y$, given the fixed stock of $S_y$.

These results hold in a more general sense. As described in Chapter 8, the marginal product of labor in either sector is an increasing function of the capital-labor ratio used in that sector. Consider, for example, an increase in capital usage of 10 percent and an increase in labor usage of 5 percent in industry $X$. We may decompose this change into, first, an identical 5 percent rise in $R$ and $L$ and, second, an additional rise in $R$. With constant returns to scale, the first component has no impact on the marginal product of labor. However, the second component raises the marginal product of labor for any given level of employment. Indeed, as depicted in Fig. 9.1, an increase in the endowment of $R_X$ will shift up both the total product and marginal product curves for labor.

Analogous conclusions hold for the determination of the marginal products of capital, which are declining functions of the capital-labor ratios in each industry. Finally, under constant returns to scale, the marginal products of each factor depend only on these capital-labor ratios and not on the level of production.

We retain the assumption that factor markets are perfectly competitive, implying that firms pay each factor the value of its marginal product. Thus, in the $X$ industry we have:

\[ VMP_{LX} = MP_{LX}p_x = w \]
\[ VMP_{KX} = MP_{KX}p_x = r \]  

Similar equations characterize factor-market equilibrium conditions with respect to industry $Y$. Note that from these conditions we can specify that the real returns to labor and capital in terms of commodity $X$ are equivalent to their marginal products: $w/p_x = MP_{LX}$ and $r/p_x = MP_{KX}$, respectively. This result means that changes in real returns to factors are known as soon as changes in capital-labor ratios are determined. For example, in Fig. 9.1, a rise in the capital stock for a given level of employment generates a higher real wage. Moreover, because marginal products are functions of only the capital-labor ratios, if we know how one marginal product changes, we immediately know that the other marginal product has changed in the opposite direction. Thus, an increase in the marginal product of labor implies a decrease in the marginal product of capital in the same sector. In other words, if we find that $w/p_x$ rises, we know that $r/p_x$ must necessarily fall. These relationships hold regardless of what is happening to outputs or endowments in the economy.

Completing the model requires linking sectors $X$ and $Y$ together in a short-run general equilibrium framework. This is done by noting that inter-industry labor mobility must establish a common wage in both industries, generating an equal value of marginal product of labor in equilibrium. This feature allows us to determine the allocation of labor between $X$ and $Y$ in each equilibrium, as depicted in Fig. 9.2.

Employment in sector $X$ is indicated from left to right, relative to origin $O_x$. Suppose that $p_x$ is given and that the capital stock in industry $X$ is held fixed. As more labor is employed in this sector, the marginal product of labor declines, causing the value of labor's marginal product, or $VMP_{LX}$, to be a downward-sloping curve. Because equilibrium requires the equality of
VMP\(_{LX}\) and \(w\), it is possible to interpret this schedule as the demand curve for labor in industry \(X\). Note that a rise in either \(p_x\) or \(k_x\) would shift the VMP\(_{LX}\) curve upward.

The demand for labor in sector \(Y\) is represented by the VMP\(_{LY}\) schedule, which is drawn from right to left relative to origin \(O_Y\). Thus, movements to the left represent larger employment in \(Y\) and correspond to declines in the marginal product and in the value of the marginal product of labor for a given endowment of \(S_Y\) and a fixed \(p_Y\).

Suppose point \(A\) represents autarky equilibrium in this economy. Accordingly, the distance \(O_Y \cdot L\) measures employment in industry \(X\), the distance \(O_Y \cdot L\) measures employment in industry \(Y\), and labor is fully utilized. It is convenient to characterize income distribution in this equilibrium. There is a common wage \(w\) paid in both industries. Total labor income paid to workers in sector \(X\) is the area \(w \cdot O_Y \cdot L\cdot A\), while that in sector \(Y\) is \(w \cdot O_Y \cdot L\cdot A\).

The remaining income generated in each sector represents nominal total returns to each capital stock. Thus, in autarky, factor \(R\) earns the area \(VwA\) and factor \(S\) earns the area \(ZwA\).

### 9.3 Commodity Prices and Factor Prices

We are now in a position to consider how price changes will affect factor prices and income distribution in this model. Because only relative price changes matter in general equilibrium, let us suppose that \(p_Y\) remains fixed at some arbitrary level and consider the effects of a change in \(p_X\). A natural supposition in this scenario is that our closed economy is small and that, upon entering into free trade, it faces a higher world price for good \(X\). Thus, the economy would choose to export good \(X\) as its price rises to the world level.

In Fig. 9.2, the higher \(p_X\) would shift up the value of marginal product schedule for good \(X\) as shown. Note that the ratio of distances, \(BA/AL\), measures the proportional increase in the price of \(X\) by virtue of the fact that VMP\(_{LX}\) is the product of the marginal product of labor and the commodity price. For example, a 20 percent rise in \(p_X\) results in a 20 percent shift upwards in the value of marginal product curve throughout its length.

Consider the adjustment to the new equilibrium under free trade. Point \(B\) cannot be an equilibrium because it corresponds to a higher wage in sector \(X\) than in sector \(Y\). Thus, labor moves from \(Y\) to \(X\), which provides the additional resources to expand output of the latter commodity and allow for its export. This labor mobility lowers the marginal product of labor in industry \(X\) and raises it in industry \(Y\), moving the economy along the relevant VMP\(_{LX}\) curves to the free trade equilibrium at point \(C\). There is a higher allocation of labor to good \(X\) and a higher nominal wage rate in both industries.

Our primary interest is in the effect of the higher price of good \(X\) on real factor returns. Inspection of Fig. 9.2 demonstrates that both the total income paid to \(R\), which is the specific capital stock in \(X\), and the total wages paid in the economy are larger in free trade. Total income for \(S\), the specific capital stock in \(Y\), is smaller. Thus, the nominal factor prices \(r_x\) and \(w\) are higher, but \(s\) is lower. We conclude that laborers and owners of the capital stock in industry \(X\) enjoy higher real returns measured in terms of their ability to purchase good \(Y\), the price of which has remained constant, while owners of the capital stock in industry \(Y\) receive a lower real return.

The latter capital owners also suffer a lower real return in terms of good \(X\), the price of which is now higher. It follows that owners of the specific capital stock in the declining industry are made worse off by the price change induced by the entry into free trade.

To reach precise conclusions about the real returns to owners of \(R\) and to laborers relative to the higher-priced good, we consider the changes in marginal products. The labor influx lowers the capital-labor ratio in use in industry \(X\), thereby raising the marginal productivity of the fixed capital stock as well as its real price, \(r/p_X\). Thus, owners of the specific capital stock in the expanding industry unambiguously gain real income from the price change.

Finally, the fact that the capital-labor ratio falls in sector \(X\) and rises in sector \(Y\) as a result of the interindustry employment shift from point \(A\) to point \(C\) implies that the real wage falls in the expanding sector and rises in the declining sector. Indeed, it is this decline in the real wage that supports the expansion of output in industry \(X\). Each laborer is better off in terms of ability to consume good \(Y\) but worse off in terms of ability to consume good \(X\). Whether workers gain or lose welfare depends on their preferences for the two commodities. This result has been termed the neoclassical ambiguity in trade theory. We have proven the following proposition.

**Commodity prices and factor prices.** A relative price increase of a good benefits the specific factor used in that industry, reduces the real income of the other specific factor, and has an ambiguous effect on the mobile factor.

It is useful to provide further perspective on this result. This proposition is in sharp contrast to the Stolper-Samuelson theorem discussed in Chapter 8. The Stolper-Samuelson theorem, which is based on the long-run supposition that both factors are costlessly mobile between industries, predicts that the effect of a relative change in commodity prices on real factor prices depends on the factor intensities of the commodities. Thus, a rise in the price of the labor-intensive good, for example, draws both labor and capital from the capital-intensive good and results in both goods being produced with higher capital-labor ratios. As a result, real wages rise in terms of both goods, while real capital incomes fall in terms of both goods. In Fig. 9.2, a long-run equilibrium would exist at a point to the right of \(C\) (because the induced capital flow would further raise output of \(X\)) and higher than \(B\) (because the nominal wage must rise in comparison with the price of \(X\)). Note carefully the implication that in the long run, output responses in the economy are more elastic with respect to price changes than in the short run. This fact merely reflects the inelasticity of capital to move in the specific-factors model.
In the specific-factors model, on the other hand, the relevant characteristic in the short run is not factor intensities but the identity of mobile factors and specific factors. Our description of the movement from autarky to free trade made no mention of factor intensities. This is hardly surprising because the notion of factor intensities makes little sense in the specific-factors model. It would be meaningless to compare the ratios of capital to labor in sectors X and Y because the capital stocks are not comparable. Mobility is important, however. Indeed, had we constructed our model economy with mobile capital and fixed labor forces, the impact of trade on capital real income would have been ambiguous, while the laborers would have gained or lost, depending on the sector of employment.

Returning to the short-run model, the economic intuition behind the impacts of commodity price changes on the prices of specific factors is straightforward. The rise in \( p_x \) induces firms to wish to produce more \( X \), raising the demand for the services of \( R \). Because no additional supplies of \( R \) are available to satisfy this demand, the factor experiences a substantial rise in its real price. In effect, capital owners in this industry gain both from the influx of labor and from receiving a share of the higher price of \( X \). Indeed, because the wage rises by proportionally less than the price increase, the price of capital must rise by proportionally more. To return to our example, a 20 percent rise in the price of good \( X \) emanating from free trade results in an increase in the return to \( R \) of more than 20 percent. The opposite effects occur for owners of \( S \) as output of good \( Y \) declines in the short run. That is, there is a decline in demand for \( S \)-capital, reducing its price. Notice that this logic implies a variant of the long-run magnification effect we identified in Chapter 8. In the present case we would write

\[
\%\Delta S < \%\Delta p_x < \%\Delta w < \%\Delta p_x < \%\Delta r
\]  

(9.4)

Again, keep in mind that the ranking here depends on factor mobility (or homogeneity) and not on factor intensities.

It is also interesting to note the difference between this model and the Ricardian model for the implications of free trade and incomes. In the Ricardian model each worker is identical and each gains equally from the entry into free trade by virtue of specialization at improved terms of trade. Here there are three distinct factors, and trade has ambiguous impacts on workers' real incomes.

The specific-factors model provides a powerful basis for understanding the interests of different factor owners in supporting or opposing government policy changes, such as trade protection, that influence relative prices. Factors employed solely in sectors that will enjoy a price increase would strongly support such measures, while factors employed in other sectors would oppose them. Mobile factors may be relatively unaffected by such policy changes and may avoid expressing opinions through voting or lobbying. Accordingly, the model helps explain the observed phenomenon that lobbying for and against protective barriers against imports tends to be done by coalitions of specific factors in particular sectors (Magee, 1978). In contrast, the Stolper-Samuelson theorem would frame such behavior as a conflict between abundant and scarce factors.

### 9.4 ENDOWMENT CHANGES, FACTOR PRICES, AND OUTPUTS

Two central features of the endowment model in Chapter 8 were the factor-price-equalization theorem and the Rybczynski theorem. We now show that the predictions of these models do not generally hold in the specific-factors model.

**Factor Price Equalization**

The factor-price-equalization theorem stated that in free trade with equalized commodity prices, if two countries produce both goods in common, real factor prices will become identical as well. The existence of different factor endowments does not change this result as long as countries are incompletely specialized. The theory relies on the assumption that there are at least as many goods as factors so that equalized goods prices would be sufficient to determine equalized factor prices. In this context, it is no surprise that factor price equalization does not hold in the specific-factors model, because it embodies three factors and only two goods. To make the point more concrete, simply imagine countries H and F moving from autarky to free trade. If H exports good X, then the real income of R-capital will rise and that of S-capital will fall, as we demonstrated. In F the real income of S-capital will rise and that of R-capital will fall as that country exports good Y. Labor will have a higher real wage with respect to good X in H but a lower real wage with respect to good Y in F (and the opposite effects would manifest with respect to good X). There is clearly no presumption toward equalization of real factor prices in the short run.

We provide a more formal demonstration by showing that in free trade, countries will experience different real factor incomes. Consider the effects of endowment changes on real incomes, as depicted in Fig. 9.3, where we take as the initial situation the free trade equilibrium at point C. To simplify matters, we suppose that the diagram refers to a small open economy that continually faces fixed international prices, thereby holding both domestic prices fixed throughout.

Consider first an increase in the endowment of \( S \), the specific capital stock in sector \( Y \). Clearly, all of the new capital stock must be employed in industry \( Y \), and this infusion of capital increases the marginal product of labor in that industry. In Fig. 9.3, this outcome is represented by the upward shift in the \( VMPL_Y \) schedule. The higher wage induces labor to flow from sector \( X \) to sector \( Y \) until the wage is again equalized at point T. Output of good \( Y \) goes up, drawing labor from good \( X \), the output of which declines.

Implications for factor incomes are clear. With a higher wage and fixed commodity prices, all laborers enjoy higher real earnings. This is a result of the rising capital-labor ratio in both industries (recall that good X loses labor...
to good Y) and the consequent increases in marginal products of labor. We also conclude immediately that the real returns to both specific factors are reduced by virtue of the higher capital-labor ratios. Again, with unchanged goods prices but a higher wage, the nominal returns to both capital stocks must be lower, causing an unambiguous decline in the real incomes of their owners. Thus, an increase in the endowment of S reduces the return to both specific factors and increases labor's real income. It is easily seen that the same result will hold for a rise in the supply of R, for the effects of increases in the specific factors are symmetrical. In general, then, any expansion of the endowment of a specific factor at constant commodity prices will lower the real return to both specific factors and raise the real return to the mobile factor.

Next consider the effects of an increase in the endowment of labor. This change is represented in Fig. 9.3 by an enlargement of the labor force, shifting the origin for sector Y to \( O_y^* \). In turn, the VMP_{LY} schedule is displaced to the right by the same amount. Thus, the curve VMP_{LY} contains information equivalent to that in curve VMP_{LY}, but with reference to the new origin.

The rise in the labor endowment causes the economy to move from the initial free trade equilibrium at point C to a new equilibrium at point Z. The immediate implication is that the additional labor supply reduces the nominal wage rate from \( w \) to \( w^* \). With fixed commodity prices, laborers are made worse off. It is also clear that total capital income in sector X is higher, implying higher nominal and real returns for owners of R. Implications for owners of S are unclear from Fig. 9.3. To reach precise conclusions, note that the increase in the labor endowment is divided between sectors X and Y, causing both outputs to rise in the short run. This follows from the fact that distance \( O_y L \) exceeds distance \( O_y L^* \), while distance \( O_y^* L \) similarly exceeds distance \( O_y L^* \). Thus, the increased labor force results in a lower capital-labor ratio in both sectors, raising the real returns to both specific factors and lowering the real wages of labor. We have proven the following proposition.

**Factor endowments and factor prices.** At constant commodity prices, any increase in the endowment of a specific factor will increase the real returns to the mobile factor and lower the real returns to both specific factors. An increase in the endowment of the mobile factor will reduce its own real income and increase the real income of both specific factors.

Again, to make the contrast to the factor-price-egalization theorem, recall that in that model, any endowment change resulted in no impacts on the real returns to any factor as long as the economy remained incompletely specialized. In the specific-factors model, however, endowment shifts have sharp impacts on real factor incomes, whether or not the economy is specialized.

To make the comparison to the factor-price-egalization theorem fully explicit, the rise in the endowment of the specific factor S in the small open economy of Fig. 9.3 cannot have an impact on commodity prices or factor prices in the rest of the world. Thus, this economy would have higher real wages and lower real returns to its specific factors than would exist elsewhere in the short-run equilibrium. This absence of factor price equalization carries over to the case of two large countries who trade with each other. Suppose, for example, that Fig. 9.3 represents Country H and that in the initial equilibrium at point C, H is exporting good Y. The expansion in Y output after the rise in the endowment of S should, under most circumstances, result in greater exports of good Y and a fall in its relative price. In the foreign country this change would tend to raise the relative return to the specific factor in sector X and lower the relative return to the specific factor in sector Y with an ambiguous impact on the real wage. While these effects would pertain also to the home country, they only partially offset the initial impacts of the endowment change. Thus, there is no presumption toward factor price equalization in the short run. We can, therefore, add the following theorem.

**Trade and factor prices.** In the specific-factors model, the equalization of commodity prices by international trade does not equalize factor prices.

An important implication of this finding is that free trade in goods does not fully exhaust the available gains from trade, in the sense that productive factors have an incentive to migrate in such an equilibrium. Even in the absence of any impediments to trade, if factors are intersectorally immobile, there will be international differences in their real returns. Factors may be too impatient to wait for the long-run equalization of their returns (assuming such equalization were even possible in practical terms) and may prefer to move to the other country to find employment in their specific sectors.
Again, trade in factors is a significant phenomenon, and we will analyze it in Chapter 21.

Endowment Changes and Outputs
Turning to the Rybczynski theorem, the discussion in Chapter 8 demonstrated that under constant commodity prices, an increase in the endowment of a particular factor raises the output of the goods intensive in that factor and lowers the output of the other good. In the specific-factors model, where factor intensity is less important than factor specificity, the predictions about endowment changes and outputs are again quite different, as we have already demonstrated.

Specifically, we have shown that an increase in the endowment of a specific factor increases the output of the good that uses that factor and must lower the output of the other good by pulling labor from it. This is similar to the Rybczynski prediction, but it depends on the sectoral specificity of the expanding factor rather than on factor intensities in production. We have also demonstrated that a rise in the labor endowment expands both outputs as the new labor force is divided between the sectors. Again, this is due to the mobility of labor rather than to the labor intensity of production. Thus, we can state the following proposition.

Factor endowments and outputs. An increase in one specific factor increases the output of the commodity that uses that factor and reduces the output of the other industry. Increases in the supply of the mobile factor will expand both outputs.

We note in passing that the impacts of endowment changes in the specific-factors model suggest that different groups of factors will have different incentives to lobby for or against international factor migration. It is clear from our discussion that mobile factors would oppose policies allowing free immigration of competing mobile factors, while owners of specific factors would favor them. Again, this is a result of factor mobility rather than factor scarcity, as in the Heckscher-Ohlin model.

9.5 THE PATTERN OF TRADE
One of the principal results of the Heckscher-Ohlin theorem described in Chapter 8 is that we can predict trade patterns from the knowledge of technology and factor endowments. In particular, we found that a country will export the commodity that uses its abundant factor most intensively. We now want to investigate whether a similar property holds for the specific-factors model. To facilitate comparison, we depart from the small open economy notion and assume, as before, that there are two countries, H and F. We begin by assuming that H and F have identical endowments of labor and total capital in the long run. As we know, in this case, with preferences assumed to be identical in both countries, the two economies will be identical in every respect and there will be no possibility of international trade.

While there are identical long-run endowments, suppose that in the short run the capital in the two countries is allocated differently between the two industries. Specifically, assume that in Country H there is more capital in the Y industry and that in Country F there is more capital in the X industry. In economic terms this would mean that Country H has a greater stock of specific factor S and a lower stock of specific factor R than does Country F. As we have seen in Fig. 9.3, this structure of capital endowments would generate a higher output of good Y and a lower output of good X in H than in F for any common relative commodity prices.

The economies are no longer identical and will find it advantageous to trade. With identical preferences, it follows that the home country will export good Y and the foreign country will export good X. Thus, in the short run, each country will export the commodity that is produced with the relatively abundant specific factor. While this outcome sounds much like the Heckscher-Ohlin theorem, it relies on the existence of specific factors and not on relative factor intensities. Had we assumed that Country H had a larger initial stock of R-capital, then we would have expected H to export good X.

Now suppose we return to the situation of identical long-run factor supplies and no trade initially. Allow Country F to experience a rise in its labor endowment. In the Heckscher-Ohlin model, Country F necessarily would export X, the long-run labor-intensive commodity. However, in the specific-factors model, the rise in the labor supply would generate an increase in the output of both goods X and Y in Country F. In general it is impossible to predict which of these commodities will be exported without more information on production technologies. Referring back to Fig. 9.3, the relative increases in outputs depend on the slopes of the VMPLX and VMPLY schedules, which depend on the underlying production functions and on how capital is allocated between the two industries. Suppose, for example, that the VMPLX curve is quite flat but the VMPLY curve is quite steep. This configuration would mean that the short-run changes in outputs would favor a larger rise in X, suggesting that it would be exported. These relative slopes could be different, however. We thus have the following proposition.

The pattern of trade. In the specific-factors model, each country will export the good with the absolutely abundant stock of specific capital, assuming identical endowments of labor, the mobile factor. With differences in labor endowments, trade patterns will depend on the nature of the production functions and on the allocation of capital (that is, on the stocks of specific factors).

9.6 CONCLUDING REMARKS
In our discussion we have interpreted the specific-factors model as a short-run version of the Heckscher-Ohlin model discussed in Chapter 8. This approach is useful, for it allows an easy comparison of the principal results of these two models. The specific-factors model has a much broader interpre-
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tation, however. The specific factors need not be different kinds of capital but instead could be capital and land. In this case the model could be used to consider the production and trade of two commodities whose outputs are closely tied to the specific factors. Examples would include manufactures and food: where manufactured goods use capital and labor as inputs, and food uses land and labor. Alternatively, where the specific factors are resources such as iron or timber, a model of trade for resource-rich economies would be considered. The conclusions we have reached in terms of the relationship between commodity prices and factor prices and between endowments and outputs would remain unaffected, and these alternative models could be constructed simply by renaming the variables in the earlier sections of this chapter. In any case, many trade economists agree that the effects of specific factors have a powerful impact on global trade.

The specific-factors model provides an interesting contrast to the Heckscher-Ohlin model described in Chapter 8. In particular, we have seen that the theorems associated with the endowment model do not carry over to the specific-factors framework. Our major conclusions may be listed as follows.

1. In the specific-factors model, the primary technological characteristic is factor mobility versus factor specificity, rather than factor intensities as in the Heckscher-Ohlin model. It is on this basis that factors are identified. The presence of specific factors means that they will have different prices within the economy.

2. In the Heckscher-Ohlin model, factor prices are uniquely determined by commodity prices, and real factor rewards change in a predictable way when commodity prices change. In the specific-factors model, although the returns to the specific factors are unambiguously related to commodity price changes, such is not the case for the return to labor, the mobile factor. Whether labor loses or gains from a price change depends on the consumption pattern of the representative worker.

3. Trade does not equalize factor prices across countries in the specific-factors model. In simplest terms, this is because there are two goods but three factors, so equalized commodity prices do not imply the necessity of equal factor returns, even if both countries produce both goods.

4. Differences in factor endowments also have somewhat different effects in the specific-factors model. Increases in a specific factor will necessarily increase the output of the commodity using this factor. However, an increase in the mobile factor will raise the output of both commodities; the nature of production functions and the endowments of specific factors will determine which output increases by more.

PROBLEMS

1. Describe obvious situations in which the need to produce different sectoral outputs, such as wheat, iron ore, machinery, textiles, computer programs, and legal services, renders certain productive factors sector-specific. Which factors may be reasonably characterized as intersectorally mobile?

2. Suppose that unskilled workers cannot easily move from one industry to another because of geographical or market frictions, such as the need to sell a home or the requirement for union membership. Should these frictions be considered a source of sector specificity of labor? Why or why not?

3. Figure 9.2 described the adjustment from the short-run equilibrium at point A to a new short-run equilibrium at point C. Continue the analysis by analyzing the further adjustment to some new long-run equilibrium in terms of effects on outputs and real factor prices. (Hint: consider the effects on the VMP, curves.)

4. Repeat the analysis in Fig. 9.3 for an increase in the endowment of H rather than in S.

5. Figure 9.3 shows a short-run adjustment to an increase in the supply of specific factor S. Describe the further adjustment to the long-run equilibrium with unchanged commodity and factor prices, as in the Rybczynski theorem. Do the same for the increase in the labor endowment.

6. Show in a diagram like Fig. 9.2 that a rise in the relative price of good Y has an ambiguous impact on real returns to labor in the short run. For a representative laborer (as consumer), develop a budget constraint before and after this price change and show that whether the laborer is better off worse off depends on whether his or her tastes are biased toward good X or good Y.

7. Show that if the real return to labor in free trade is relatively higher in Country H, then the real return to both specific factors must be relatively higher in Country F.

NOTES

1. Another way to see this is that at the new wage w new sector Y would find itself further down its original VMPL curve, implying that there must be more labor in that industry.

2. Economists generally believe that wage rates would correspond to a high elasticity of substitution in sector X, implying a large expansion in output there, and a low elasticity of substitution in sector Y, implying a small expansion.

3. See Neary (1978) for a full theoretical treatment of the specific-factors model as a short-run version of the Heckscher-Ohlin model.
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introduce, the two countries would have no incentive to trade; the free trade equilibrium would be identical to autarky.

10.2 DISTINGUISHING AMONG CONSUMER, PRODUCER, AND WORLD PRICES

When we introduce taxes and subsidies into the analysis, it becomes important to distinguish prices paid by consumers from prices received by producers. Once we introduce trade, consumer and producer prices must be distinguished from world prices, the prices at which the country can trade. Throughout this chapter, we will use the notation $q$ to represent consumer prices, $p$ to represent producer prices, and $p^*$ to represent world prices. This notation will also be used in later chapters, particularly the chapter on tariffs.

In order to focus on trade issues, we will also make the assumption throughout the chapter that there is no government sector per se; the government returns all tax collections to consumers in lump-sum fashion and/or raises all subsidies by lump-sum taxation. We implicitly assume a very large number of consumers, with each consumer getting a check or a bill which gives to (or takes from) the consumer his or her share of taxes (subsidies). Consumers regard their bills or checks as being unaffected by their own purchases. For example, if a consumer pays $1 in sales tax, the consumer gets a refund of only $1/N of that amount where $N$ is the number of consumers (consider the refund if there are 100 million consumers). Thus, each consumer does indeed regard the tax as raising prices, even though the tax is returned to all consumers collectively. Similar comments apply to subsidies.

Throughout the chapter we will specify taxes and subsidies in an ad valorem (percentage of value) form rather than in specific form. $t$ will denote a tax and $s$ a subsidy. Ad valorem taxes are quoted as rates. A sales tax of 5 percent, for example, would mean a tax rate of $t = .05$ in this context. (Specific taxes, on the other hand, are quoted in monetary units per unit of the good: the US gasoline tax is quoted in cents per gallon.) Thus the relationship between consumer and producer prices with a tax or subsidy is given as follows.

\[
q = p(1 + t) > p \quad \text{tax}
\]
\[
q = p(1 - s) < p \quad \text{subsidy}
\]

(10.1)

A tax raises the consumer price above the producer price, while a subsidy lowers the consumer price below the producer price. A tax rate $t = .05$ raises the consumer price 5 percent above the producer price: $q = p(1.05)$. When there are only two goods, the effects of a tax on one good are equivalent to a subsidy on the other good. In order to see this, consider the commodity price ratios resulting from a tax on $Y$ versus a subsidy to $X$. 

10.1 INTRODUCTION

Chapters 7, 8, and 9 discussed in some detail two of the five determinants of trade described in Chapter 6, production function (technology) differences and endowment differences. In this chapter we will discuss domestic distortions as a determinant of trade, focusing in particular on taxes and subsidies. The examination of taxes and subsidies is intended as an example of the effects that a wide range of government policies can have on trade. For example, environmental policies and regulations impact on firms' costs, therefore having effects on outputs and trade similar to those produced by taxes.

We are not asserting that commodity and factor taxes rank with factor endowments as a cause of trade, but we do believe that collectively, government policies have a much more profound impact on trade than is suggested in most international trade textbooks. One theme of this chapter is that government policies can generate trade but that this trade is not necessarily beneficial.

As before, the approach will be to neutralize other factors so that a clear understanding of the specific effects of each can be obtained. Throughout the chapter we will assume either a single country facing fixed world prices, or two countries that are identical in all respects (technologies, factor endowments, homogeneous utility functions), with constant returns and perfect competition in production. In the absence of the distortions we will
tax on Y

subsidy on X

We see from Eqs. (10.2) that a subsidy to \( X \) and a tax on \( Y \) induce the same "wedge" between the consumer and producer price ratios.

Figure 10.1 gives autarky equilibrium at point \( E \) when there is either a tax on \( Y \) or a subsidy on \( X \), assuming that the tax revenue is redistributed in lump sum fashion and the subsidy is raised by a lump sum tax. These latter assumptions are reflected in the fact the consumption and production bundles are the same even though, in the case of a tax, for example, the consumption bundle costs more than the value of those goods at producer prices. The consumers pay more than the producers receive because of the tax, but then they receive an income in excess of the value of production because they receive the tax refund. Let subscripts \( c \) and \( p \) denote consumption and production quantities, respectively. For a tax on \( Y \),

\[
q_x X_c + q_y Y_c = p_x X_c + p_y (1 + t) Y_c = [p_x X_c + p_y Y_c] + [p_y t Y_c].
\]

The left-hand side of Eq. (10.3) is consumer expenditure at consumer prices. The first bracketed term on the right-hand side is income received from production (payments to factors of production), while the second term on the right-hand side is redistributed tax revenue. Thus, consumer expenditure equals consumer income. A similar analysis of a subsidy requires only that we change the sign of \( t \).

Figure 10.1 illustrates the distortionary effect of the tax on \( Y \) or the subsidy on \( X \). Welfare is lower at \( E \) than at the undistorted competitive equilibrium at \( A \). The producer price ratio \( p \) is tangent to the production frontier \( TT' \), while the consumer price ratio \( q \) is tangent to the indifference curve through \( E \). The tax causes the consumers to perceive \( Y \) as more expensive than its actual production cost, or a subsidy to \( X \) causes consumers to perceive \( X \) as relatively cheaper than its actual production cost.

The previous paragraph should not be taken to suggest that all taxes or subsidies are bad. First, governments usually raise revenues in order to provide public goods that are not or cannot be provided by markets. This analysis takes no account of public goods. Second, not all taxes are distortionary or as distortionary as the commodity tax shown here. For example, in the present model, an equal ad valorem tax on both goods would leave the relative consumer and producer prices equal. Such a set of taxes is non-distortionary. We will return to this point in discussing factor taxes later in the chapter.

Finally, some government policies are imposed to correct an existing distortion in the economy, such as an environmental externality. In such a situation, Fig. 10.1 might accurately depict the effects of a pollution tax (on \( Y \)) on production and trade, but the indifference curves no longer accurately indicate welfare changes. Welfare may be improving due to lower pollution (i.e., there is actually a third good, environmental quality, not shown in the diagram). More will be said about taxes in the presence of existing distortions later in the book.

10.3 Taxes and Subsidies as Determinants of Trade: A Small Open Economy

Suppose that Country H faces fixed world prices. Assume also that these prices happen to be equal to H's autarky price ratio so that H does not choose to trade at these prices. This is completely unlikely, but we are simply following the strategy outlined in Chapter 6: "neutralize" all causes of trade except the one which we wish to examine. The situation is shown in Figs. 10.2 and 10.3, where the autarky equilibrium A is also the free trade equilibrium at price ratio \( p^* \).

Once we introduce trade, we have to keep track of not only consumer and producer prices, but also world prices. This in turn means that we have to specify whether a tax or subsidy is assessed on consumption or production. In the closed economy it does not matter, because production and consumption of each good are equal. But with trade, consumption and production are generally not equal, so it matters which one we are taxing. With a consumption tax, consumers pay a tax on both domestic and imported goods. Alternatively, if the good is exported, then the tax is paid only on the part of domestic production that stays in the country. Producers can trade at world prices. The relationships among consumer, producer and world prices with a consumption tax on \( Y \) are given by

\[
\frac{q_x}{q_y} = \frac{p_x}{p_y (1 + t)} = \frac{p_x}{p_y (1 + t)} \quad \text{or} \quad (1 + t) \frac{q_x}{q_y} = \frac{p_x}{p_y} = \frac{p'_x}{p'_y}.
\]
world prices, the tax has no effect on production but that consumption of \( Y \) is discouraged. Consumers substitute away from the expensive commodity and in favor of the relatively cheaper commodity, \( X \).

Welfare is reduced by this distortion, because consumers make inefficient choices when they do not face the true costs of producing the commodities. But again, we should separate this welfare result from the results concerning consumption and trade, because not all consumption taxes must be welfare-reducing. Most countries have gasoline (petrol) taxes, for example, which have the beneficial effects of reducing pollution and traffic congestion.

Now consider a tax on the production of \( Y \) or a subsidy on the production of \( X \). In this case, consumers, not producers, face world prices. The relationships among the three price ratios are given by

\[
\frac{p_x}{p_y(1 + t)} = \frac{q_x}{q_y} = \frac{p_x^*}{p_y^*}
\]

(10.5)

The relationships in Eq. (10.5) are shown in Fig. 10.3. The producer price ratio is now greater than the consumer and world price ratios, so production is shown as taking place at point \( Q \) in Fig. 10.3. Consumption must take place along the world price ratio through \( Q \) and consumers now face world prices. Thus, the consumption point is given by the tangency between an indifference curve and the price line \( p^* \) through point \( Q \). We show the consumption point as \( C \) in Fig. 10.3. The production tax discourages production of \( Y \) and leads to a substitution in production toward \( X \).

Several important results are shown in Figs. 10.2 and 10.3. First, they clearly demonstrate that government policies such as taxes and subsidies can generate trade. However, they show equally clearly that trade induced by the introduction of distortions is not beneficial trade. In both Figs. 10.2 and 10.3, 8 receives a welfare loss as a consequence of distortion-induced trade. This is a very important result insofar as governments decide that it would be a good thing if the country produced and exported more of a certain good (e.g., "high tech" goods). We could think of Fig. 10.3 as a situation generated by a government's decision that it must be good to produce and export \( X \). By subsidizing the production of \( X \), we do indeed get exports of \( X \), and the government congratulates itself on the success of its project. However, exports generated by distortions are welfare-reducing (put differently, the initial level of exports, zero, is optimal).

The second thing that Figs. 10.2 and 10.3 help to emphasize is that production and consumption taxes/subsidies are very different from each other in the open economy. For example, they have opposite effects on the direction of trade. A consumption tax on \( Y \) discourages consumption and therefore tends to lead to exports of \( Y \) (production minus consumption). A production tax on \( Y \) discourages production and therefore tends to lead to imports of \( Y \) (consumption minus production). Governments must therefore be careful about where they levy a tax when assessing its likely effects.
10.4 TAXES AND SUBSIDIES AS DETERMINANTS OF TRADE: TWO IDENTICAL COUNTRIES

Now we introduce a second country and explicitly return to our concept of the two-country, no-trade model. Suppose that we have two identical countries, both with production frontiers $T'T'$ in Fig. 10.1, such that the point $A$ in Fig. 10.1 represents both the free trade and autarky equilibria for both of the countries. Now Country H imposes a consumption tax on $Y$ or a consumption subsidy on $X$. At the initial free trade price ratio $p^*$, Country F will wish to continue to produce and consume at $A$ in Fig. 10.2 (the same as $A$ in Fig. 10.1), while Country H will wish to consume at point $C$ in Fig. 10.2.

This cannot be an equilibrium, because there will be excess demand for $X$ and excess supply of $Y$ at the initial prices. The price ratio $p^*$ must rise until excess supplies and demands balance. The outcome is shown in Fig. 10.4, where both countries produce at point $Q$ because they are identical and face the same producer prices, $p = p^*$. Country F consumes at $C_f$ and Country H consumes at $C_A$. We now have the same result that we had in Fig. 10.2: Country H creates trade by its tax or subsidy, but the trade is not beneficial.

The other interesting result we get from Fig. 10.4 is that Country F is made better off by H's tax or subsidy. Recall from Chapter 5 that the ability of a country to trade at any prices other than its autarky prices can make it better off (and will make it better off if it has no distortions). The institution of the tax or subsidy in H now allows F an opportunity to trade at prices different than its autarky prices. This might also help us understand why H has to be worse off. With the countries absolutely identical, there are no opportunities for mutual gains from trade. If the distortion makes F better off, it must make H worse off.

A very different question can also be asked. Suppose that H has the tax or subsidy in autarky and now opens itself to trade. Is H better off in trade with the distortion than it was in autarky with the distortion? In other words, we are now asking whether point $E$ in Fig. 10.1 is on a higher or lower indifference curve than point $C$ (Fig. 10.2) or point $C_A$ (Fig. 10.4). In general, the answer is that these points cannot be welfare-ranked, or alternatively that introducing free trade in the presence of an existing distortion may make the country worse off. This is an application of what is known as the theory of the second best.

**An application of the theory of the second best.** Removing one distortion (trade barriers) in the presence of a second distortion (taxes or subsidies) does not necessarily make the country better off. Conversely, introducing a second distortion (trade barriers) in the presence of existing distortions (taxes and subsidies) might make the country better off.

In Fig. 10.4, we show point $E$ (corresponding to $E$ in Fig. 10.1) as being on a lower indifference curve than $C_A$, but this need not be the case. This topic will be pursued more formally in the next section for those willing to work through the algebra.

Now suppose that the tax on $Y$ is collected from its producers in Country H (or that a subsidy on $X$ is paid to its producers in Country H). The situation at initial prices is shown in Fig. 10.3. Country F wishes to continue to consume and produce at $A$, while Country H wishes to produce at $Q$ and consume at $C$. This cannot be an equilibrium, because there will be excess supply of $X$ and excess demand for $Y$. The price ratio $p^*$ must fall, giving us a new equilibrium as shown in Fig. 10.5. The fall in $p^*$ induces Country F to export $Y$ and import $X$, producing at $Q$ and consuming at $C_f$ in Fig. 10.5. Country H produces at $R$ and consumes at $C_A$. As in the case of Fig. 10.3, we see that a production tax on $Y$ or subsidy on $X$ can indeed generate exports of $X$, but this is not welfare-improving trade. Similar to the result for the consumption tax/subsidy, the beneficiary is Country F, which can now gain by trading at prices other than its autarky prices.

---

**FIGURE 10.4** Two identical economies with a consumption tax or subsidy in Country H.

**FIGURE 10.5** Two identical countries with a production tax or subsidy in Country H.
If we now compare a distorted autarky equilibrium for Country H at E in Fig. 10.5 to the distorted free trade equilibrium at C, advanced analysis will show that these points cannot be welfare-ranked. We have drawn a case in which E is welfare-superior to C, but this is not a general result. Introducing trade in the presence of a distortion is certainly not guaranteed to make a country worse off; rather, it cannot be proved that it will make the country better off. Again, the following section presents a more formal analysis.

Comparing Fig. 10.5 with Fig. 10.4, we see that the direction of trade is opposite in the two cases, even though the tax is on Y (or the subsidy is on X) in both cases. This result can be intuitively predicted and is the same as the result in the previous section. The consumption tax discourages consumption of Y by domestic consumers but reduces the price foreigners pay, and therefore the home country will export X in the absence of other causes of trade (Fig. 10.4). The production tax discourages production of Y and permits foreign consumers to buy X at the lower tax-distorted price, so the home country exports X and imports Y (Fig. 10.5).

10.5 GAINS FROM TRADE: A FORMAL ANALYSIS*

In this section, we will use the formal analysis developed in Chapter 5 in order to more fully understand the problem of introducing trade into a distorted economy. Let superscripts f and d denote quantities evaluated in free trade and in autarky, respectively. A subscript p denotes production quantities, and a subscript c denotes consumption quantities, as in Chapter 5. In the consumption tax case, Fig. 10.4 shows that the value of free-trade production (Q) at free-trade prices (p) is higher than the value of any other feasible production point at those prices.

\[ p^*_c X^*_c + p^*_c Y^*_c > p^*_f X^*_f + p^*_f Y^*_f \]  

(10.6)

Now substitute the balance-of-trade constraint into the left-hand side of Eq. (10.6) and the autarky market clearing conditions into the right-hand side as we did in Chapter 5, section 5.2. This has the effect of converting all production quantities in Eq. (10.6) into consumption quantities.

\[ p^*_c X^*_c + p^*_c Y^*_c > p^*_f X^*_f + p^*_f Y^*_f \]  

(10.7)

But in order to evaluate welfare, we need to have consumption at consumer prices, not producer prices. This can be accomplished by adding several terms to both sides of the inequality in Eq. (10.7) such that the inequality must continue to hold.

\[ p^*_c X^*_c + p^*_c Y^*_c + p^*_f t Y^*_f - p^*_f t Y^*_c > p^*_c X^*_c + p^*_c Y^*_c + p^*_f t Y^*_f - p^*_f t Y^*_c \]  

(10.8)

The inequality in Eq. (10.8) can be rearranged to yield

\[ p^*_c X^*_c + p^*_f (t + 1) Y^*_f > p^*_c X^*_c + p^*_f (1 + t) Y^*_f + p^*_f t (Y^*_f - Y^*_c) \]  

(10.9)

Using our definition of consumer prices, this simplifies to

\[ [q_* X^*_c + q_* Y^*_c] > [q_* X^*_c + q_* Y^*_c] + [p^*_f t (Y^*_f - Y^*_c)] \]  

(10.10)

The term to the left of the inequality sign in Eq. (10.10) is the value of free trade consumption at free trade prices, while the first term to the right of the inequality sign is autarky consumption at free trade prices. The rightmost term is positive if trade increases the value of Y consumption. Thus we see that free trade consumption is preferred to autarky consumption if Y consumption increases. A sufficient condition for gains from trade is that consumption of the tax-distorted good increases. To put the matter the other way around, a country may fail to gain from trade when trade further reduces the consumption of a taxed good (or increases consumption of a subsidized good).

Comparing the undistorted autarky equilibrium at A in Fig. 10.2 to distorted free trade consumption at C, the sufficient condition clearly fails. Consumption of the taxed good Y is lower in free trade. Comparing the distorted autarky equilibrium E in Fig. 10.4 to the distorted free trade equilibrium C, the comparison is uncertain. The diagram is drawn to show consumption of Y increasing with trade, but this is entirely arbitrary.

The same type of analysis can be applied to the production tax or subsidy. In Fig. 10.5 we see that the value of free trade production (point R) evaluated at the producer price ratio p, is greater than the value of any other feasible production bundle evaluated at these prices.

\[ p^*_c X^*_c + p^*_f Y^*_f > p^*_c X^*_c + p^*_f Y^*_f \]  

(10.11)

Recalling that \( p_f = p^*_f - p^*_f \), we can write the producer price of Y as \( p_r = p^*_f - p^*_f \). The consumer price of X equals the world price of X. The inequality in Eq. (10.11) becomes

\[ p^*_c X^*_c + p^*_f Y^*_f - p^*_f t Y^*_f > p^*_c X^*_c + p^*_f Y^*_f - p^*_f t Y^*_f \]  

(10.12)

Rearranging terms, this becomes

\[ p^*_c X^*_c + p^*_f Y^*_f > p^*_c X^*_c + p^*_f Y^*_f + p^*_f t (Y^*_f - Y^*_c) \]  

(10.13)

As before, use the balance-of-trade constraint to replace the left-hand side of Eq. (10.13) with the value of consumption, and use the autarky market clearing conditions to replace the production quantities on the right-hand side with consumption quantities. Eq. (10.13) then becomes

\[ [p^*_c X^*_c + p^*_f Y^*_c] > [p^*_c X^*_c + p^*_f Y^*_c] + [p^*_f t (Y^*_f - Y^*_c)] \]  

(10.14)

*This section is considerably more difficult and can be skipped without loss of continuity. The principal result shows that introducing free trade in the presence of a distortion might be welfare-decreasing only if trade leads to a further reduction in the production (or consumption) of the good that is already under-produced (under-consumed) initially.
The left-hand side of Eq. (10.14) is the value of free trade consumption at free trade prices, while the first term on the right-hand side of Eq. (10.14) is the value of autarky consumption at free trade prices. A sufficient condition for free trade consumption to be preferred over autarky consumption is that the second term on the right-hand side of Eq. (10.14) be positive. This term is positive if trade expands the production of \( Y \), the tax-distorted production sector.

Comparing the undistorted autarky equilibrium \( A \) in Fig. 10.3 to the distorted free-trade production point at \( Q \), we see that the sufficient condition fails: trade reduces production of the taxed good \( Y \). Comparing the distorted autarky equilibrium at \( E \) in Fig. 10.5 to the free trade production point \( R \), we do get a stronger result than in the consumption tax case. When trade is opened up, the relative consumer price of \( X \) is lower in Country \( H \) than in Country \( F \): \( q_A = R \) must rise in \( H \), so the producer price of \( X \) rises as well. Production of \( X \) is increased, and point \( E \) must lie above point \( R \) in Fig. 10.5. The sufficient condition for gains from trade fails, so Country \( H \) may be worse off opening up to trade.

10.6 FACTOR MARKET DISTORTIONS

In this section we consider the effects on international trade and welfare of a factor market distortion. The particular distortion we choose is motivated by the corporate income tax. The effects of this tax are significantly different from those of a commodity tax, for the corporate income tax applies to factor returns, which introduces a distortion into the production side of the model as well as changing relative commodity prices. In the following discussion we assume a two-good, two-factor, Heckscher-Ohlin-type model, and we assume that the tax is imposed on one of the factors (capital) in one of the two industries (the corporate sector).

Three main effects of the corporate income tax are of interest. First, the corporate income tax, by creating a divergence between the factor-price ratios faced by producers in the two sectors, will result in production inside the production possibilities frontier. Second, the new distorted production "frontier" no longer must be concave to the origin but could be convex or could alternate between being concave and convex. Third, equilibrium price lines will generally not be tangent to the distorted production frontier. This third effect is familiar from the production tax case discussed in the previous section.

Suppose the tax on capital is in the \( Y \) industry. \( X \) producers pay \( r \) for capital, while \( Y \) producers pay \( r(1 + t) \) for capital where \( t \) is the tax. The factor-price ratios faced by the \( X \) and \( Y \) industries will then bear the relationship

\[
\left[ \frac{w}{r} \right]_X > \left[ \frac{w}{r(1 + t)} \right]_Y
\]

(10.15)

Figure 10.6 shows the factor market allocation in an Edgeworth-Bowley box. \( A \) is an initial equilibrium on the contract curve \( O_x A O_y \). When the tax is introduced, the two industries will face different factor-price ratios, with that faced by the \( X \) industry being steeper than the factor-price ratio in the \( Y \) industry (Eq. (10.15)). A new equilibrium point must be a point like \( B \) in Fig. 10.6 where the \( X \) isoquants are steeper than the \( Y \) isoquants. But note that \( B \) is not an efficient production point. At \( B \) the same amount of \( X \) is produced, but less \( Y \) is produced than at \( A \). \( B \) must, therefore, correspond to a point that is interior to the efficient production frontier.

We can find all of the points in Fig. 10.6 where the difference in the slopes of the \( X \) and \( Y \) isoquants is the same as at point \( B \). Linking these distorted allocations, we have a distorted contract curve given by \( O_x B O_y \) in Fig. 10.6. (A larger tax could mean that the distorted contract curve lies on the other side of the diagonal, but the distorted contract curve cannot intersect the diagonal, though it can lie exactly on it; these issues are not important for our purposes.)

Figure 10.7 shows the corresponding output diagram with \( T A T' \) giving the efficient production frontier. \( T B T' \) in Fig. 10.7 is the distorted production frontier corresponding to the distorted contract curve in Fig. 10.6. The distorted frontier need not be strictly concave as shown, but this is not particularly relevant for our purposes. The corporate income tax thus leads to production interior to the efficient production frontier. Note that point \( B \) in Fig. 10.7 corresponds to \( B \) in Fig. 10.6.

The movement from \( A \) to a point on \( T B T' \) in Fig. 10.7 does not complete the analysis, for the final equilibrium will not be a tangency solution. The proof is difficult, but the rationale is as follows. The slope of the distorted production frontier at a point such as \( B \) is equal to the ratio
of the "true" or "social" marginal costs of producing $X$ versus $Y$. But the "private" marginal cost of producing $Y$ is greater than the true marginal cost because $Y$ producers must pay the tax on capital. The private and social marginal costs of producing $X$ are the same because there is no tax in that industry. Let $MRT_d$ be the marginal rate of transformation along the distorted production frontier $TBT'$ in Fig. 10.7. Let $MC^*_x$ denote the true or social marginal cost and $MC$ denote the private marginal cost of producing a good. The tax on capital in $Y$ leads to the relationship

$$MRT_d = \frac{MC^*_x}{MC_y} > \frac{MC_x}{MC_y} = \frac{p_x}{p_y} \quad (10.16)$$

since

$$MC^*_x = MC_x, \quad MC_y < MC_y \quad (10.17)$$

In competitive equilibrium, the ratio of private marginal costs is equal to the competitive price ratio. The inequality in Eq. (10.16) therefore implies that $MRT_d > p$ where $p$ is the producer price ratio. This price ratio is equal to the consumer price ratio if there are no taxes on outputs. The distorted autarky equilibrium must be at a point like $C$ in Fig. 10.7, where the indifference curve is flatter than the distorted production frontier. This non-tangency is very much like the result obtained from the production tax case considered in the previous section. The difference here is that the non-tangency is along the distorted production frontier. The factor market distortion thus involves two distortions. One distortion can be thought of as the movement inside the efficient production frontier and the other as the movement along the distorted frontier.

Figure 10.8 shows the implications of the corporate income tax for the international trading equilibrium, again under the assumption that we begin with two identical countries. The initial production frontiers are given by $TAT'$ with autarky equilibrium at $A$ for each of the two countries. Country $H$ imposes the corporate income tax with the consequences described in Fig. 10.7 and in autarky consumes and produces at $C$. The tax discourages production of $Y$ in Country $H$, thus raising its price. Country $F$ benefits from this price change, moving production to $Q$ and exporting $Y$ to $H$. Country $H$ shifts production to $R$ and imports $Y$ to reach the consumption point $C_H$. If clearly loses relative to the undistorted autarky (and free trade) equilibrium at $A$. $H$ may either gain or lose from trade relative to the distorted autarky equilibrium at $C$, depending on whether the indifference curve through $C_H$ passes above or below point $C$ in Fig. 10.8. Note that this diagram looks very similar to the production tax diagram in Fig. 10.5, except for the addition of the distorted production frontier. These diagrams are indeed conceptually similar in that both taxes discourage production of $Y$ in Country $H$. And as before, the effect of the distortion is to create trade, but this trade is not necessarily beneficial for the country with the distortion.

Factor market distortions are a complex topic; their various types have very different effects. Other factor market distortions include the effects of unions and minimum wage laws. The preceding analysis of the corporate income tax is only one of many interesting situations. But some of the specific results we have obtained can be generalized to cases involving other distortions. First, factor market distortions generally result in production interior to the efficient production frontier. Second, the production of disadvantaged goods (e.g., goods bearing taxes) is reduced. Third, the trade generated by the distortion is not necessarily beneficial for the country with the distortion.
10.7 CONCLUDING REMARKS

This chapter has turned our attention away from underlying production differences between countries, principally differences in technologies and factor endowments. Governments have taken active and major roles in most economies. Our discussion of tax and subsidy distortions is intended to provide some insight as to how various government policies can affect trade and the gains from trade, even if their intended purpose is unrelated to trade (e.g., the corporate income tax is not instituted to affect trade). One important general lesson from our analysis is that exports should never be confused with welfare. We showed cases in which exports generated by a subsidy reduced the country's welfare. The principal findings of the chapter can be summarized as follows.

1. A commodity tax or subsidy induces a distortion in the economy that prevents welfare maximization in competitive equilibrium, even if the tax revenue is returned (or subsidy costs are raised) by lump-sum redistribution (or taxation). Because consumers and producers do not face the same prices, consumers do not face the "true" costs of goods in making their consumption decisions. This certainly does not imply that all taxes are bad. Governments must use taxes to pay for public goods, which have no role in our analysis here. In some cases, taxes or regulations are introduced to counteract existing external distortions, such as pollution. In such cases, instead of being a distortion, the tax is correcting a distortion. More will be said about this later in the book.

2. Trade induced by the introduction of a distortion such as a commodity tax or subsidy is welfare-reducing trade. Governments must be careful not to confuse exports with welfare. Government policies can induce the export of a good, but such exports are welfare-reducing in an initially competitive, distortion-free economy.

3. Consumption and production taxes or subsidies are quite different from each other in an open economy. In particular, they have opposite effects on the direction of trade. A consumption tax decreases the consumption of a good, leading to increased exports or decreased imports. A production tax decreases the production of the good, leading to decreased exports or increased imports.

4. If an economy with an existing distortion is opened to trade, the resulting trade might not improve welfare. The possibility of welfare-reducing trade occurs when the distortion is made "worse" by the introduction of trade. For example, if the economy initially has a production tax on Y, then the economy is underproducing Y in autarky. If trade leads to a further reduction in the production of Y, then trade may reduce welfare.

5. The preceding point is an example of the theory of the second best. If one distortion (barriers to trade) is removed when other distortions exist (domestic taxes and subsidies), then welfare may fall. Note that this is not an argument against free trade; it is better interpreted as an argument against domestic distortions.

PROBLEMS

1. Illustrate the case (similar to Fig. 10.4) in which, with a consumption tax in Country H, trade reduces welfare (relative to E).

2. Use the gains-from-trade argument to show that Country F will always be made better off by a tax in H (when the two countries are initially identical), regardless of whether the tax in H is a consumption or a production tax.

3. Is it true or false that, in a small open economy, a consumption subsidy cannot affect the production of a good? Explain your answer.

4. Is it true or false that, in a small open economy, a production subsidy cannot affect the consumption of good? Explain your answer.

5. Suggest how our analysis of commodity taxes would change if the tax were collected by tax collectors who would have been producing X or Y in the absence of the tax (i.e., the institution of the tax reduces the effective labor supply to X and Y production). Do you have a guess as to what an economist might mean by "cost of revenue-raising?"

6. With reference to Fig. 10.6, suppose that the capital tax is so large that the distorted contract curve lies above the diagonal. Can you prove that the resulting distorted production possibility curve is now convex (i.e., the distorted production frontier lies below the diagonal connecting the endpoints of the distorted production frontier)?

NOTES

1. Essentially, there are income and substitution effects working in opposite directions. Trade increases the value of production, which tends to increase the consumption of Y. But in this case, trade leads to an increase in the relative price of Y (Note in Fig. 10.1 that the producer price in Country H is greater than that in Country F). Trade equalizes the producer prices, implying that $p_X$ falls, implying that $q_Y$ falls. This causes consumers to substitute away from X, the good that is already being underconsumed. It is not clear whether the consumption of Y is higher or lower at point C, relative to the distorted autarky equilibrium.

2. Possible exceptions to this statement are presented in later chapters. First, if the country has some monopoly power in trade, then free trade may not maximize welfare. Second, if there are existing distortions in the economy, the introduction of a counter-balancing distortion can improve welfare. Section 10.3 of this chapter assumes fixed world prices (no monopoly power) and no existing distortions in the economy.
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CHAPTER 11

IMPERFECT COMPETITION AS A DETERMINANT OF TRADE AND THE GAINS FROM TRADE

II.1 AUTARKY EQUILIBRIUM WITH A MONOPOLIZED SECTOR

The presence of monopoly in one or more of the industries in the basic model provides another type of distortion. Monopoly can arise for a variety of reasons. In free market economies, the most typical reason is the existence of scale economies in production. High costs of producing small outputs may mean that only a small number of firms (a single firm in the extreme) can survive in equilibrium. In some countries, there are licenses and other restrictions that prevent entry of additional firms even though profits are positive. A firm may possess a technology that other firms are prevented from obtaining, either through secrecy or through perfectly legal means such as patents. But in the modern world, imperfect competition in some industries is an issue for even the largest economies. Wide-bodied commercial aircraft, for example, are produced by only three firms: Boeing, Airbus, and McDonnell-Douglas. The American firms Intel and Microsoft have dominant market shares in personal computer micro-processors and operating systems, respectively.

In this chapter, we will abstract from the reasons for the existence of monopoly. We will assume constant returns to scale. In the next chapter, we will turn to scale economies and consider them as a determinant of trade.
along with the market power that scale economies typically imply. We feel that it is helpful to introduce monopoly by itself first, in order to avoid introducing both scale economies and monopoly at the same time. As will be seen, the results for one of the simple cases to be discussed here are quite similar, from the point of view of trade effects, to the case of a commodity tax in one industry. In both cases, prices are not tangent to the production frontier, and so the conditions that guarantee gains from trade are not satisfied. At the same time, we will argue that the existence of monopoly makes it likely that countries will benefit or that they will benefit more from trade relative to a situation where markets are perfectly competitive. The reason is that trade tends to induce a *pro-competitive effect* that can reinforce the usual comparative-advantage sources of gains from trade.

There is a variety of ways in which monopoly could be introduced. One could assume that both industries in one country were monopolized, or that monopolized industries existed in both countries. This section will begin with perhaps the simplest case, in which the home country has a monopoly producer of $X$ in autarky. To keep things simple, we make the assumption that the monopolist has no monopoly (a single buyer) power in factor markets. Finally, note that the price paid by the consumer and the price received by the producer are the same throughout this chapter, so we will denote both $q$ and $p$ by $p$.

The profit-maximizing rule for a producer is to increase production up to the point where the revenue gained from an additional unit sold (marginal revenue, $MR$) is just equal to the cost of producing that additional unit (marginal cost, $MC$). Small competitive firms are assumed to face fixed prices, and so marginal revenue is just the price of the good: $MR = p$. The profit-maximizing rule $MR = MC$ then becomes

$$ p = MC \tag{11.1} $$

With perfect competition in both industries, Eq. (11.1) holds for both $X$ and $Y$, and dividing one by the other, we have

$$ \frac{p_x}{p_y} = \frac{MC_x}{MC_y} = MRT \tag{11.2} $$

In order to see that the slope of the production frontier $MRT$ is the ratio of marginal costs, think of a simple model with one factor, labor. The marginal cost of producing $X$ is the wage rate $w$ times the change in labor input needed, $\Delta L_x$, to produce a given increase in $X$, $\Delta X$: $MC_x = w \Delta L_x / \Delta X$. The marginal cost of $Y$ is given by a similar expression, so the ratio of marginal costs in Eq. (11.2) is given by

$$ MC_x / MC_y = \frac{w \Delta L_x / \Delta X}{w \Delta L_y / \Delta Y} = \frac{\Delta Y}{\Delta X} = MRT \quad \text{given that } \Delta L_x = -\Delta L_y \tag{11.3} $$

Equation (11.2) gives the efficient outcome we discussed in Chapter 2 and again in Chapter 5. With competition in both sectors, producers choose outputs efficiently such that the price ratio is tangent to the production frontier in competitive equilibrium. This is the condition that prevails in the autarky equilibrium at point $A$ in Fig. 11.1.

With monopoly in industry $X$, however, the condition in Eq. (11.1) is no longer appropriate. The monopolist faces the entire market and hence faces a downward-sloping demand curve. It is not possible to sell all he wants at a *fixed* price. After a point, to sell more units of his good, the monopolist must reduce the price charged on all units (we assume that all sales are at the same price). The marginal revenue received from selling an additional unit of $X$ must be less than the actual price of $X$ because the price must be reduced on other units sold. Marginal revenue will consist of two terms: the price of the last unit sold, minus the reduced revenue on the other units sold as a consequence of the price reduction needed to sell the last unit.

The relationship between price and marginal revenue is derived as follows. Total revenue (TR) for the monopolist can be written as price times quantity:

$$ TR = p_x X \tag{11.4} $$

The change in the monopolist's total revenue can be derived from Eq. (11.4):

$$ \Delta TR = p_x \Delta X + X \Delta p_x \tag{11.5} $$

The first term in Eq. (11.5) is the change in revenue due to the change in output, holding price constant. The second term is the loss in revenue on existing sales caused by the fact that price must be lowered ($\Delta p_x < 0$) in order to sell an additional unit of $X$. Divide Eq. (11.5) by $\Delta X$ to get marginal revenue $MR_x$: the change in revenue from the sale of one additional unit.

$$ MR_x = \frac{\Delta TR}{\Delta X} = p_x + X \frac{\Delta p_x}{\Delta X} < p_x \quad \text{given that } \frac{\Delta p_x}{\Delta X} < 0 \tag{11.6} $$

As we mentioned, marginal revenue is composed of two terms: the price of the last unit sold plus the revenue lost by lowering the price on all
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units in order to sell the last unit. This second term is negative, so marginal revenue is less than price for the monopolist.

Now multiply the second term of the MR expression in Eq. (10.9) by \( p_x/p_x \) and factor out a \( p_x \) from both terms:

\[
\text{MR}_x = p_x \left[ 1 + \frac{\Delta p_x}{\Delta X/X} \right]
\]  

(11.7)

The quotient in the square brackets in Eq. (11.7) has a relatively simple interpretation. The price elasticity of demand for \( X \) is defined as the proportional change in \( X, \Delta X/X, \) in response to a given proportional change in \( p_x : \Delta p_x/p_x. \) Often the price elasticity of demand is defined as minus this ratio in order to make it positive, and we will adopt this convention, defining the price elasticity of demand as

\[
e_x = -\frac{\Delta X/X}{\Delta p_x/p_x} > 0
\]  

(11.8)

Substituting the result in Eq. (11.8), the monopolist’s profit maximization rule \( \text{MR} = MC \) becomes:

\[
\text{MR}_x = p_x \left[ 1 - \frac{1}{e_x} \right] = MC_x \quad e_x = -\frac{\Delta X/X}{\Delta p_x/p_x}
\]  

(11.9)

One way to interpret Eq. (11.9) is to think of \( 1/e_x \) as the firm’s optimal markup rate, \( m_x = 1/e_x, \) which it sets on its output: \( p_x(1 - m_x) = MC_x. \)

The markup rate \( m_x \) is thus very much like an ad valorem tax, assessed as a percentage of the consumer price. To put it slightly differently, the price received by the producer \( p_x \) equals marginal cost \( MC_x \) plus markup revenue (akin to tax revenue), \( p_x m_x : p_x = MC_x + p_x m_x. \)

Figure 11.2 illustrates the standard profit-maximization condition for a monopolist as it would appear in an intermediate microeconomics textbook. With a linear demand curve \( D, \) the marginal revenue curve (MR) is also linear and is steeper than \( D \) (recall that MR must be less than price at any given quantity). With marginal cost \( MC, \) the profit-maximizing output is \( X_m, \) and this can be sold at price \( p_m. \) Price is clearly higher than marginal revenue \( MR. \) Note that perfect competition is a special case of the general formula in Eq. (11.9). Perfect competition refers to a situation in which the demand facing an individual producer is perfectly elastic; that is, competition is perfect when \( e \) facing an individual producer is infinite, and so \( 1/e = 0. \)

Price is assumed to equal marginal cost in the \( Y \) industry. The monopoly in \( X \) (Eq. (11.9)) means that the economy’s equilibrium condition changes from Eq. (11.2) to

\[
\frac{p_x (1 - 1/e_x)}{p_y} = \frac{MC_x}{MC_y} = \frac{\text{MRT}}{p_y} < \frac{p_x}{p_y}
\]  

(11.10)

The fact that \( p_x > MC_x \) implies that the equilibrium price ratio \( p_x/p_y \) is greater than the slope of the production frontier (MRT) at the equilibrium point. This is shown in Fig. 11.1, where \( A_m \) is the autarky equilibrium for the home country and \( p_m \) is the home country’s autarky price ratio.

Three facts should be noted about the monopoly equilibrium \( A_m \) relative to the competitive equilibrium at \( A \) in Fig. 11.1. First, the monopolist restricts the output of \( X \) below its competitive level at \( A. \) Second, the monopolist raises the relative price of \( X \) above its competitive level \( p_x. \) Both effects should be familiar to students from standard partial equilibrium analysis such as that in Fig. 11.2. Third, welfare is reduced by the monopoly below the competitive level at \( A \) in Fig. 11.1.

The equilibrium described by Eq. (11.10) and Fig. 11.1 looks similar to our analysis of the production tax in the previous chapter. The only major difference between the distortion induced by imperfect competition and that induced by a production tax is that the monopoly distortion is endogenous; that is, the monopoly distortion can change as a consequence of the introduction of international trade. That is the subject to which we now turn.

11.2 PRO-COMPETITIVE GAINS FROM TRADE

As just noted, the imperfect competition distortion is more complicated than the tax distortion in that its degree of distortion is endogenous. This significant complication means that trade may well have additional benefits when there is imperfect competition in an economy. We will refer to any such gains as "pro-competitive gains from trade." This section presents a simple case, whereas the next section presents a more difficult situation.

Suppose that the economy has a monopoly producer of \( X \) and so has an autarky equilibrium at \( A \) in Fig. 11.3. The competitive equilibrium would be at \( B \) in that same diagram. To keep the example very simple, suppose that this is a small country in a very large world. Assume, in fact, that when trade is permitted, the country (and its producers) will face fixed world prices. In line with our no-trade model, assume that these fixed world prices happen to equal the undistorted autarky price ratio \( p^* \) in Fig. 11.3.
With trade, the domestic monopolist (or former monopolist) will now face a constant $p^*_n$, and so $MR = p^*_n$. Alternatively, the elasticity of demand "perceived" by the monopolist is now infinite, and the monopoly distortion (markup) goes to zero. The equality between the price ratio and the MRT will be restored. At the world price ratio $p^*$ in Fig. 11.3, the country will produce and consume at $B$.

The movement from $A$ to $B$ in Fig. 11.3 is what we will refer to as a pure, pro-competitive gain from trade. This gain is equal to the gain that could be achieved in the closed economy by eliminating the monopoly distortion. An interesting feature of this special case with $p^*$ equalling the undistorted autarky price ratio is that there is a gain from trade, but no trade actually occurs. The ability of domestic consumers to buy and sell at the undistorted autarky price ratio leads to the beneficial elimination of the monopoly distortion.

Of course, a pro-competitive gain from trade will typically be accompanied by gains from trade because of the existence of comparative advantage. Suppose that the fixed world price ratio is $p^*_n$ in Fig. 11.3. Under the "small-countrystudy assumption," trade takes the economy from $A$ to $C$ in Fig. 11.3. This gain from trade can be decomposed into two separate moves: $A$ to $B$ and $B$ to $C$. The movement from $B$ to $C$ is the normal comparative-advantage gain from trade for a distortion-free economy that we have discussed throughout this book. But now we have an additional gain from trade, which is the movement from $A$ to $B$. The pro-competitive gain adds to (rather than replaces in some sense) the usual comparative-advantage gain from trade.

It must be admitted that the small-country assumption (fixed world prices) in Fig. 11.3 is rather special. Nevertheless, there is a general argument in favor of the view that procompetitive gains from trade are likely to exist. This argument was outlined earlier. When trade is permitted, there will be a larger number of $X$ producers in competition with any single producer. Any individual producer will now have proportionately less influence over the price of the good, and will therefore benefit less from restricting output. In technical terms, the individual producer usually faces a more elastic demand curve with trade. The situation shown in Fig. 11.3 is the extreme case of this more general result.

### 11.3 Cournot-Nash Competition

The purpose of this section is to present another example of pro-competitive gains from trade. The model given in this section is also quite restrictive, but it will help to make the point about pro-competitive gains in a more general fashion. We assume two identical countries, each with a single monopoly producer of $X$. The motivation for this example is that monopoly power often arises from the existence of scale economies, as we indicated earlier, and so the same industry is likely to be imperfectly competitive in all countries. Scale economies are defined and analyzed in the next chapter.

The initial autarky equilibrium for both of the identical countries is given by point $A$ in Fig. 11.4. Now suppose that we open the economies to trade and assume that each monopolist (now more properly called "duopolist") picks the best output, given the output of the other firm. In other words, each firm makes a best response to the output of the other firm. This assumption is known as Cournot-Nash behavior. A Cournot-Nash equilibrium is a situation in which each firm is producing its best-response output given the output of the other firm.

Now refer back to the marginal revenue expression in Eq. (11.6) and consider the $X$ producer in Country $H$. The relevant $X$ in this equation is no longer the combined output of both producers but rather the output of only the home firm. (The corresponding situation holds for the foreign producer.)

Let $X_h$ and $X_f$ denote the outputs of the home and foreign firms, respectively. We assume that with free trade, the world is "integrated" so that the single world price of $X$ is a function of the total supply of both firms: $p = p(X)$, where $X = X_h + X_f$. The "perceived" marginal revenue, $MR_h$, for the home producer should now be written as

---

**Figure 11.3** Pro-competitive gains from trade for a small country.

**Figure 11.4** Cournot competition: pro-competitive gains for two identical countries.
MR_{xh} = p_x + X_h \frac{\Delta p_x}{\Delta X} = p_x + X_h \frac{\Delta p_x}{\Delta X} \\
\text{given that } \frac{\Delta X}{\Delta X_h} = 1 \text{ (Cournot)} \quad (11.11)

The change in the "world" price of X depends on how the total supply of both firms changes when the home firm changes its output. The Cournot assumption is that the home firm chooses its best output given the level of the foreign firm. Thus, $\Delta X / \Delta X_h = 1$: the home firm takes the foreign firm's output as fixed, and so the total change in X output is equal to the change in its own output, $X_h$.

We can now multiply the term, $X_h \Delta p_x / \Delta X$, of Eq. (11.11) by $X / X$ and then by $p_x / p_x$ to transform Eq. (11.11) as follows.

$$MR_{xh} = p_x + \frac{X_h}{X} \left( X \frac{\Delta p_x}{\Delta X} \right) = p_x + p_x \frac{X_h}{X} \left( \frac{\Delta p_x}{\Delta X / X} \right) \quad (11.12)$$

The expression in Eq. (11.12) is similar to the monopoly formula in Eq. (11.10) except for the term $X_h / X$, which is the share of the home firm in total sales. We will denote this share as $s_h = X_h / X$. Continuing to denote the market price elasticity of demand for X as $e_x$, Eq. (11.12) can be written in a form comparable to the monopoly (autarky) formula in Eq. (11.9).

$$MR_{xh} = p_x \left( 1 - \frac{s_h}{e_x} \right) = MC_{xh} \quad s_h = \frac{X_h}{X} \quad (11.13)$$

In the Cournot equilibrium, the home firm's markup, $m_x$, is given by $m_x = (s_h / e_x)$ and now diminishes with the firm's market share. The reason is that when the home firm increases its output by one unit, the revenues lost by the price reduction needed to sell the additional unit are now shared between the two firms. The share of this revenue loss borne by the home firm is simply its share in the market. The home firm does not take into account the revenue loss to the foreign firm when it considers increasing sales by one unit. The same is true for the foreign firm.

Equation (11.13) gives a formal demonstration of our earlier assertion. Adding producers through trade makes the demand facing any individual producer more elastic. Consider opening trade between two absolutely identical economies when each is at the initial autarky equilibrium A in Fig. 11.4. Can A still be an equilibrium? If both X producers continue to produce at A, the equilibrium price $p_x$ will remain unchanged as will the market elasticity of demand $e_x$. But with reference to Eq. (11.13), each firm's share of the market will fall from 1 (when it is a monopolist in autarky) to $\frac{1}{2}$ (when it is a duopolist with trade). Recalling that the $e_x$ is positive, the fall in $s_h$ (and $s_f$) means that marginal revenue in Eq. (11.13) rises. If one firm increases output believing that the other firm will hold its output constant, some of the costs in terms of reduced price for previous units sold is borne by the rival firm as just noted. Thus, the firm that is increasing its output perceives marginal revenue to be greater than if it were a monopolist bearing all of the cost of a price reduction.

When trade is opened up, each firm perceives MR to be in excess of MC. Each firm will thus increase output until the MR = MC equality is reestablished. This could be at a point such as Q in Fig. 11.4, with a price ratio $p^*$. In this particular situation, there will be net trade, as each country consumes and produces the same amounts of X and Y (With no trade barriers, some consumers could be buying from the foreign producer and vice versa, but this trade balances exactly.) Yet there is clearly a gain from the removal of trade barriers as the competition between the two X producers generates an increase in X production in each country. The increase in welfare shown in Fig. 11.4 could be termed a "pure" pro-competitive gain from trade. Note that, because the countries are identical in all respects, there is no pattern of comparative advantage in this example. Yet there is a "gain from trade," which means that a pattern of comparative advantage is not a necessary condition for gains from trade. Much more will be said about "non-comparative-advantage trade" in the next chapter on scale economies.

### 11.4 GAINS FROM TRADE: THE PRODUCTION-EXPANSION CONDITION*

How should we think about the pro-competitive gain in more basic economic terms? The basic difficulty induced by monopoly is seen in Fig. 11.1: the economy produces too little of the monopolized good. The gains from trade shown in Fig. 11.4 are due to the fact that the economy is induced to produce more of the good that is undersupplied initially. We refer to this as the production expansion condition for gains from trade. Another way to think about this comes from more standard microeconomic welfare analysis. The price of a good reflects the marginal value to consumers of an additional unit of the good, whereas the marginal cost of production reflects the opportunity cost of the resources needed to produce an additional unit of the good. Welfare is maximized when the two are equal. When price exceeds the marginal cost of production, as it does in the case of monopoly, too little of the good is being produced. Alternatively, one additional unit of the good generates a benefit (price) that exceeds the resource cost of producing it (marginal cost).

In this section, we will use the formal analysis developed in Chapter 5 and used in the previous chapter in order to understand the production expansion condition more fully. If the production set is convex, as it is in the diagrams of this chapter, then the free trade production point evaluated at the "price ratio" tangent to the production frontier yields a higher value of output than does any other feasible production point. But in the present

*This section is more difficult and may be skipped without loss of continuity. The principal conclusion is similar to that in Section 10.5 of the previous chapter. Introducing free trade in the presence of a domestic monopoly distortion is welfare-decreasing only if trade leads to a further reduction in the production of the monopolized good.
chapter, the "prices" tangent to the production frontier are generally not the consumer prices, but rather the marginal costs of production as indicated in Eq. (11.3). The value of free trade production evaluated at free trade marginal costs is higher than the value of any other production bundle at these marginal costs. Let superscripts f and a denote quantities evaluated at free trade point Q and autarky point A in Fig. 11.4, respectively. Comparing these points at the marginal costs (slope of the production frontier) at Q yields

\[ (MC_f^X X_p^f + MC_f^Y Y_p^f) > (MC_a^X X_p^a + MC_a^Y Y_p^a) \]  

where subscript p denotes production quantities. The marginal cost of X is equal to \( p(1 - m_a) \), where \( m_a \) is the markup (not necessarily the Cournot formula), and the marginal cost of Y is \( p_a \). Substituting these into Eq. (11.14) gives us

\[ p_a(1 - m_a) X_p^f + p_a Y_p^f > p_a(1 - m_a) X_p^a + p_a Y_p^a \]  

Now rearrange terms as follows.

\[ [p_a X_p^f + p_a Y_p^f] > [p_a X_p^a + p_a Y_p^a] + p_a m_a (X_p^a - X_p^f) \]  

The term in square brackets on the left-hand side of the inequality in Eq. (11.16) can be replaced by the value of consumption via the balance-of-trade equation as we did in Chapter 5. For the term in square brackets on the right-hand side of the inequality, the production quantities can be replaced by consumption quantities, because in autarky the production of a good is equal to the consumption of that good. These substitutions convert all the production quantities in the terms in square brackets to consumption quantities (subscript c).

\[ [p_a X_p^f + p_a Y_p^f] > [p_a X_p^a + p_a Y_p^a] + p_a m_a (X_p^a - X_p^f) \]  

The term in square brackets on the left-hand side of Eq. (11.17) is the value of free trade consumption at free trade prices, while the term in square brackets on the right-hand side of Eq. (11.17) is the value of autarky consumption at free trade prices. A sufficient condition for free trade consumption to be revealed preferred over autarky consumption is that the right-hand term in Eq. (11.17) be positive; this occurs when free trade production of X exceeds autarky production. In other words, the production-expansion condition is a sufficient condition for gains from trade. Furthermore, from the definition of \( m_a \), note that \( p_a m_a \) is simply price minus marginal cost:

\[ p_a m_a (X_p^f - X_p^a) = (p_a^a - MC_a^X) (X_p^a - X_p^f) \]  

Here we see the price-minus-marginal-cost term that we talked about earlier. Trade has a beneficial effect if it expands production of the sector that is initially underproducing—that is, the sector with price in excess of marginal cost.

How likely is it that the production-expansion condition will be met in practice? The answer is that it may not be, and that is the subject of the next chapter. However, the pro-competitive effect of trade liberalization that we have just discussed generates some presumption toward the existence of pro-competitive gains through production expansion. It is only if firms in different countries are somehow able to collude following liberalization that we will not get some type of aggregate pro-competitive gains, and such collusion is very hard to sustain.

11.5 QUALIFICATIONS

It is possible that some countries will experience no expansion of underproducing sectors when trade is introduced. When this occurs, the country may fail to gain from trade. The purpose of this section is to briefly introduce a few possibilities discussed in the broader trade-theoretic literature.

Different Costs

Suppose that the X producers in home and foreign have very different costs, and assume in particular that home is the high-cost producer. When trade is introduced, two opposing effects will occur. First, we will have a comparative-advantage effect that will reduce production of X in H. Second, unless the firms are able to collude, we will have a pro-competitive expansion of X production in both countries. If the first effect dominates, then X production falls in H, which may experience negative gains from trade. This is illustrated in Fig. 11.5 where A is the autarky equilibrium and Q and C are the free trade production and consumption points, respectively. Trade reduces the production of X and Country H loses.

Figure 11.6, however, emphasizes that expansion of X production is a sufficient but not a necessary condition for gains from trade. Again, A is the autarky equilibrium, generating a welfare level of \( U_A \). Q and C are the free trade production and consumption points, respectively, and the free trade utility level is \( U_f \). Note also that if the world price ratio continues to fall in Fig. 11.6, it is likely that the country will specialize in Y (the monopoly


X producer is driven out completely. This is likely to generate significant welfare gains, but it is also likely that the X producer will lobby fiercely against trade liberalization.

**Different Size Countries**

Suppose that two countries are identical except for size and that both have a single X monopolist in autarky. This is a bit hard to imagine; for example, if scale economies are limiting entry, then the large country should have more firms. In this admittedly implausible situation, there will again be two effects working in opposite directions. Suppose that Country H is much larger than Country F. First, the home firm will find that it suddenly has a rival when trade is introduced, yet from its point of view, there has been only a very small expansion in the total market. It is almost as if a second firm has been introduced into the home market. Thus, it is possible that the home firm’s output contracts. The foreign firm now has a rival also, but from its point of view, the total market has greatly expanded (much more than doubled in size). Working against this first effect, which tends to contract production in home, is the pro-competitive effect, which works in the direction of increasing the outputs of both firms.

In both the cases mentioned, it is possible to construct numerical examples where the large or high-cost country is worse off with trade. But the differences in size or cost have to be relatively extreme to overcome the effects of the pro-competitive effect in a Cournot model. In addition, these possibilities ignore the crucial role of scale economies, which are what typically give rise to imperfect competition (at least in free market economies) in the first place.

**11.7 CONCLUDING REMARKS**

This chapter has deviated substantially from traditional trade theory, which often presents only the Ricardian and Heckscher-Ohlin models as determinants of trade. These two models typically assume perfect competition, involving situations in which underlying differences between countries produce trade and gains from trade. These models are in no sense incorrect, and indeed, most international trade economists believe that they continue to explain a major proportion of international trade. Different models are not substitutes for one another. Each model presented in this section of the book explains a proportion of trade. Trade has many causes, and each chapter isolates only one cause.

There have been a few systematic attempts to understand how much of international trade is related to the existence of imperfect competition. Some of these will be summarized in Chapter 14. The existing evidence does suggest that imperfect competition produces significantly larger gains from trade for small economies than for large ones. We observe that trade by large firms accounts for a significant proportion of trade in many industries, and we also observe that a very large proportion of trade is carried on intra-firm by multinational enterprises. These firms will be the subject of Chapter 21.

The following points summarize the findings of this chapter.

1. If there is a monopoly producer in one sector of an economy in autarky, equilibrium is not given by a tangency between the production frontier and an indifference curve. The monopoly leads to a reduction in the production and consumption of that good relative to the efficient competitive outcome and to a reduction in welfare. The monopoly equilibrium leaves the producer of the good (the benefit from one additional unit) higher than the marginal cost of the good (the resources needed to produce one more unit); therefore, the good is being “underproduced” in autarky.

2. Trade can be beneficial in exposing monopoly firms to foreign competition. The increased competitive environment in the larger market leads to a decrease in pro-competitive gains from trade. These gains from trade do not rely on the existence of differences between countries, and hence they are “non-comparative advantage” gains from trade.

3. The simplest case to consider is when a small economy with a single firm in one sector is integrated into a large world, such that the (former) monopolist now faces a fixed world price. In such a situation, Fig. 11.3 showed how the gains from trade could be decomposed into comparative advantage gains and pro-competitive gains from trade.

4. Section 11.3 considers a situation in which two identical economies, each with a single X producer, are integrated through trade. We defined a concept called Cournot-Nash behavior, in which each firm picks a best response output given its rival’s output. Integration through trade raises each firm’s “perceived” marginal revenue. When a firm sells one more unit of X, part of the lost revenue on other sales caused by the price reduction needed to sell the additional unit is borne by the other firm. Thus, trade causes each firm to increase output above the autarky monopoly level, and the result is gains from trade for both countries. This is both a pro-competitive and a non-comparative-advantage gain from trade.
Section 11.4 relates the results of the previous two sections to basic welfare economics. As noted above, monopoly leads a good to be underproduced in autarky. Trade is guaranteed to improve welfare if it leads to an expansion of production of the underproduced good. This is a sufficient condition for gains from trade, but it is not necessary, as illustrated in Fig. 11.6.

The final analytical section of the chapter offers some comments about possible situations in which a country could lose from trade in the presence of monopoly (Fig. 11.5). If a country's monopoly firm is a high-cost producer or if the country is very large, it is possible that trade could lead to a contraction in production, thus worsening the distortion (the underproduction of the good). For this to happen, a comparative disadvantage in the production of the good must outweigh the pro-competitive effect.

As a closing thought, note that there is nothing said here to indicate that a country should refuse to trade with a foreign monopoly supplier. The possibility of losing from trade comes from the existence of a domestic distortion, not a foreign distortion. Recall from Chapter 5 that the gains-from-trade theorem does not rely on any assumption about whether or not the foreign country has competitive firms. The home country might gain more if the foreign firms are competitive, but a country cannot be worse off by trading with a foreign monopolist than it is by not trading at all.

PROBLEMS

1. With monopoly in both industries, would it be possible to have the price line tangent to the production possibility curve? What condition would this require?

2. Redraw Fig. 11.3 so that free trade leads to a smaller production of $X$ than at the autarky equilibrium. Production of $X$ is contracting, yet the country definitely gains from trade. Why is this? (Hint: with reference to Eq. (11.17), what is happening to the distortion in this case? $m_2$ in Eq. (11.17) is the value at the free trade equilibrium.)

3. Redraw Fig. 11.3 so that the country imports $X$ in free trade. Compare this diagram to Fig. 11.3. Does the difference between the autarky monopoly price and the world price necessarily tell us whether $X$ will be imported or exported in free trade?

4. Assuming that one of two otherwise identical countries has a monopoly producer of $X$, could trade result in factor-price equalization?

5. With imperfect competition and/or commodity taxes, do the differences in autarky factor prices across countries necessarily imply anything about differences in factor endowments?

6. What happens to markups in the Cournot model as we continue to add firms to the market (assuming that the market elasticity of demand remains constant)?

NOTES

1. Students of calculus will recognize Eq. (11.5) as the rule for differentiation of a product, in this case the product of $p_x$ and $X$. Strictly speaking, Eq. (11.5) is exactly correct only as $\Delta$ goes to zero ($\Delta$ becomes $d$ in calculus).

2. A monopolist will produce only where marginal revenue is positive, which restricts equilibrium to sections of the demand curve where $e$ is greater than 1. Demand in this region is said to be "elastic."

3. There is some possible confusion here in relating the optimal markup to the production tax of the previous chapter. In Chapter 11, the production tax was defined as a proportional markup on marginal cost (equal to the producer price): $\eta = MC(1+e)$. This is the standard convention in economics. But monopoly markups, as in the case of this chapter, are usually defined in terms of a proportion of the consumer price (which in this case is equal to the producer price). Thus, the monopoly markup is usually written such that $e(1-m) = MC$. The reason for this is that, when the markup is expressed as a proportion of the consumer price rather than as a proportion of marginal cost, it takes the very simple form given in Eq. (11.9). We apologize for the inconvenience, but we are using fairly standard terminology.

REFERENCES


CHAPTER 12

INCREASING RETURNS TO SCALE

12.1 INTRODUCTION

It has long been recognized that economies of scale provide an opportunity for trade and gains from trade. Yet very little theoretical research has been done on scale economies until recently. This is in spite of the fact that empirical research in countries as large as Canada and the Western European nations has emphasized the benefits when trade allows domestic firms to rationalize production. High protective tariffs in some of these countries have encouraged the manufacturing industries to produce a wide range of goods in small production runs rather than concentrating on larger and more efficient production of a narrower range of commodities. The more recent view is that even countries as large as the United States have not exhausted scale economies in the domestic market in some industries. Commercial aircraft and computers are two examples. United States consumers benefit from lower prices and higher quality in these industries because companies like Boeing and Intel can spread very high fixed costs over foreign as well as domestic sales.

The gains from trade due to scale economies can be understood fairly intuitively. Suppose, for example, that the cities and towns across the United States could not trade with one another. What do you suppose automobiles would cost if each town had to produce its own? The disadvantages of small-scale production would likely make automobiles prohibitively expensive in all but the largest cities. Trade allows production to be concentrated in a few large factories that ship to all parts of the nation. In fact, even a country as large as Canada is too small to fully reap the scale economies inherent in automobile production. Canada entered into the Auto Pact of 1965 with the United States in order to achieve further scale economies. As a result of the increased trade permitted by the pact, plants in both countries (but especially Canada) produced fewer varieties of cars and increased the length of production runs, thereby lowering costs.

Scale economies are generally difficult to incorporate into general equilibrium models. They are usually inconsistent with perfect competition in production, for reasons discussed in the next section. Therefore, some of the techniques used in earlier chapters to analyze trade are no longer useful; a more complex analysis involving imperfect competition must be used.

12.2 EXTERNAL ECONOMIES

One exception to this problem of analyzing scale economies in general equilibrium occurs when they are external to individual firms, occurring instead at the industry level or at the level of industry groups (e.g., the manufacturing sector). Individual firms remain "small" so that the tools of competitive general equilibrium theory can still be used. It should be emphasized that this is not just a technical convenience. In the very first formal analysis of international trade, Adam Smith emphasized that increasing the size of the market permits a greater degree of specialization and therefore a higher level of productivity. It was only some time later that Ricardo introduced the notion of comparative advantage that became the cornerstone of international trade theory. Adam Smith's view was largely forgotten until recently.

Take agriculture, for example. Economies of scale for individual farms run out at a very small level of production, relative to the size of the market. Yet, as the size of the agricultural sector has grown, it has become profitable to produce specialized machinery and fertilizer, build railroads and handling facilities, conduct research into better seed varieties, and so forth. These developments have led to increasing production at decreasing cost while the industry as a whole captures scale economies, even though each individual producer may have constant returns to scale and may face fixed prices.

Let us return to the no-trade model and assume that all conditions of Chapter 6 hold, except that there are increasing returns to scale in one or both sectors. Suppose we have two absolutely identical economies whose production frontiers are both given by \( TT' \) in Fig. 12.1. The production frontier is bowed in (the production set is non-convex), under the assumption (as discussed in Chapter 2) that scale economies in \( X \) and/or \( Y \) outweigh any factor-intensity effects. Assume that the autarky consumption and production point for both countries is given by point \( A \) in Fig. 12.1. It is interesting and important to note that in this case, no pattern of comparative advantage exists (autarky prices are equal), and yet there are potential gains to be had from specialization and trade. Suppose that Country H specializes...
in Y and Country F specializes in X, so that they produce at \( Q_h \) and \( Q_f \), respectively, in Fig. 12.1. Each country can now trade half of its output for half of the other country's output, so that each country will consume at \( C_h = C_f \). The utility level in each country will increase. Both countries will thus be better off, even though they were absolutely identical to start with.

It is in this sense that scale economies offer gains from specialization above and beyond those obtained from any pattern of comparative advantage.

Although the consumption point \( C_f = C_h \) in Fig. 12.1 could be an equilibrium, this is unlikely. An indifference curve for each country could be tangent to the cord \( TT' \) exactly at the midpoint, but only by chance.

Suppose that when the countries in Fig. 12.1 specialize, each wishes to consume at point E. This cannot be a trading equilibrium because the desired exports and imports of Country H exceed the desired exports and imports of Country F. In order to balance trade, the price of X will have to rise and the price of Y will have to fall. An equilibrium will eventually be reached as in Fig. 12.2, where Country H consumes at \( C_h \), and Country F consumes at \( C_f \). The gains from trade are shared unequally even though the countries are identical. In fact, it is just possible that in equilibrium the price of Y is so low that the price line from \( Q_h \) passes below \( A \), resulting in losses for Country H.

If Country H were a dictatorship, an all-knowing leader would naturally refuse to allow the country to specialize in Y in the case of Fig. 12.2. This could be accomplished by restricting the sale of Y to keep its price higher, for example. But the problem is that in a highly decentralized economy with external economies or imperfect competition (discussed subsequently), there is no mechanism to ensure that the country will not inadvertently end up as bad as or worse off than Country H in Fig. 12.2. The equilibrium in Fig. 12.2 is stable. In Country H the relative price of X in terms of Y (the slope of the price line) is less than the relative cost of producing X in terms of Y (the slope of the production frontier). Thus H is in equilibrium specializing in Y. This demonstrates that with scale economies it is possible for the significant gains from trade to be very unevenly distributed and for one country to actually lose from trade.

This simple model of scale economies provides an interesting contrast to the Heckscher-Ohlin model with respect to the effects of trade on factor prices. Suppose the underlying production structure is Heckscher-Ohlin: there are two factors of production, and the factor intensities differ between industries. In the situation shown in Figs. 12.1 and 12.2, not only are factor prices not equalized by trade, but they are actually driven apart by trade. At the autarky equilibrium A in Fig. 12.1, the factor prices in the two identical countries must be equalized. With trade, one country specializes in Y and the other in X. Now because the two countries have the same technologies and factor endowments by the assumption that they are identical, each has the same total bundle of factors allocated to the good that it is producing. But if X is labor-intensive relative to Y, for example, the slope of an X isoquant through a given factor bundle must be steeper than the Y isoquant through that same factor bundle (e.g., refer back to Fig. 8.1). In each country, the factor price ratio \( w/l \) will be the slope of the isoquant of its good through the endowment point. Taken together, these arguments imply that if X is labor intensive, then the country specializing in X in Fig. 12.1 or Fig. 12.2 will have a higher \( w/l \) ratio than the country specializing in Y. The factor-price ratios, which are equal in the absence of trade, are driven apart by trade.

Two final points should be mentioned. First, note that this last example implies that each country in Figs. 12.1 and 12.2 has a relatively high price for the factor used intensively in its export industry. This has some very important implications for the effects of factor mobility, which we will discuss in a later chapter. Second, note that although relative factor prices
change with the introduction of trade, this does not imply that one factor is necessarily worse off with trade as it would in the case of the constant-returns Heckscher-Ohlin model. In the present case, the capture of scale economies in the good in which the country specializes means that the absolute productivities of both factors may rise at the same time that their relative productivities change. In the case in which both factors are better off (even if unequally so), there will be less opposition to trade liberalization.

12.3 INTERNAL ECONOMIES OF SCALE

We will now consider economies of scale that are internal to the individual firm. This applies to many manufacturing firms that obtain advantages from large-scale production. It is also often the case for some extractive industries such as mining and petroleum. Internal economies may also characterize some service industries such as banking, finance, and insurance.

The problem with internal economies of scale is that they are generally inconsistent with perfect competition and competitive equilibrium. The problem is examined in Fig. 12.3. Suppose a firm must incur some large fixed cost in plant or equipment in order to start production but can thereafter produce with constant returns to scale, or more precisely, at a constant marginal cost. Total cost will be given by

\[ TC = F + (MC_x)X; \quad AC = F/X + MC_x \]  \hspace{1cm} (12.1)

where \( F \) is fixed cost, \( MC_x \) is marginal cost, and \( X \) is output. Average cost is equal to \( TC/X \) and is given by \( AC = F/X + MC_x \). The situation is shown in Fig. 12.3 where \( MC_x \) is constant. \( AC_x \) falls steadily as the fixed cost is spread over a larger and larger output. \( AC_x \) approaches but never actually touches \( MC_x \).

In this situation, could we have a competitive equilibrium in which price equals marginal cost? The answer is no, as we can show in a simple proof by contradiction. Suppose that the current market price is given by \( p = p_c = MC_x \) in Fig. 12.3, and that each firm perceives this price to be constant. At any output, each firm will lose money by virtue of the fact that \( AC_x > MC_x = p_c \) or that the average cost exceeds price, no matter how much the firm produces. Therefore, price cannot equal marginal cost in equilibrium. If, for example, the firm produces at \( X \) in Fig. 12.3 where demand cuts the marginal cost curve, the firm’s losses (negative profits) are given by the vertically hatched rectangle. This area is the per-unit loss of price minus the average cost \( p_c - AC_x \) times the number of units produced \( X \) or \( (p_c - AC_x)X \).

Suppose instead that the current price exceeds marginal cost and that each firm believes it can sell all it wants to at this price. In this case, each firm will attempt to produce an infinitely large output, because at some point \( AC \) will fall below price and then keep falling. Thus, no competitive equilibrium exists with internal increasing returns since either (1) the price is equal to (or below) marginal cost, in which case no firm will wish to produce anything, or (2) the price is above marginal cost, in which case each firm will attempt to produce an infinite amount.

One feasible solution to this dilemma is for one large firm to monopolize the industry and to somehow prevent the entry of other firms (e.g., a second firm might calculate that if it enters, it will incur losses). We then have the standard monopoly outcome shown in Fig. 12.3 where MR is the marginal revenue curve drawn with respect to the demand curve \( D \). Monopoly output and price are given by \( X_m \) and \( p_m \), respectively, where \( MR = MC \). Profits are given by the diagonally hatched rectangle, \( (p_m - AC_m)X_m \), or unit profit times output.

Alternatively, we could allow for free entry of firms until the demand curve facing each firm is driven down to tangency to the \( AC \) curve at one point. But in this and all possible equilibria we must be left with the situation that price exceeds marginal cost \( (p > MC) \). This is the key result for our purposes: price must exceed \( MC \) or the firms will be losing money.

Figure 12.4 gives a general equilibrium representation of this fixed cost plus constant marginal-cost technology, which we will use for the remainder of the chapter. Suppose that \( X \) and \( Y \) are produced from a single factor, labor \( (L) \), which is in fixed supply \( (L = L_x + L_y) \). Assume further that \( Y \) is produced with constant returns to scale by a competitive industry so that units can be chosen such that \( Y = L_y \). If \( Y \) is chosen as numeraire \( (p_y = 1) \), the wage rate in terms of \( Y \) will also equal 1. \( p \) will denote the price of \( X \) in terms of \( Y \), with the cost of producing \( X \) given by \( L_x \).

It is assumed that the production of \( X \) requires an initial fixed cost, given by \( F \), and then a constant marginal cost, \( MC_x \), as in the preceding example. The total cost of labor required to produce \( X \) is then \( L_x = F + (MC_x)X \). The production frontier for this economy is shown in Fig. 12.4 as \( TFP^x \). \( T = L \) is the maximum output of \( Y \) when \( X = 0 \). To begin
producing $X$, the fixed cost $TF$ must be invested before any output is realized. Thereafter, the constant marginal cost of producing $X$ gives the linear segment $FT'$, which has a slope equal to $MC_X$. This "kinked" production frontier is just a special case of the non-convex production set shown in Figs. 2.13 and 2.14 in Chapter 2. Note that although the production frontier in Fig. 12.4 is composed of linear segments, it has a property similar to those in Figs. 12.1 and 12.2 in that it lies everywhere below the diagonal connecting its endpoints $T$ and $T'$.

The average cost of producing $X$ is total cost ($L_X$) divided by output, or

$$AC_X = \frac{L_X}{X} = \left(\frac{L - L_Y}{X}\right) = \frac{(T - Y)}{X} \quad (12.2)$$

Consider point $A$ in Fig. 12.4. Equation (11.2) shows, for example, that the average cost of producing the amount of $X$ at $A$ is simply the slope of the line passing through $T$ and $A$ (the dashed line in Fig. 12.4). As we move along the linear segment $FT'$, we see that the average cost of $X$ is everywhere decreasing in the output of $X$, or alternatively, that production of $X$ is characterized by increasing returns to scale. The equilibrium price ratio must cut the production frontier if positive $X$ is produced at non-negative profits. This result is simply the general equilibrium representation of the result in Fig. 12.3 that price must exceed marginal cost. In Fig. 12.4, the slope of the price ratio must exceed the slope of the production frontier along $FT'$, which is equal to $MC_X$, the marginal cost of production.

An autarky equilibrium with strictly positive profits for a monopoly producer of $X$ is shown in Fig. 12.4, where the price ratio $p_B$ through equilibrium point $A$ is steeper than the average cost of $X$, given again by the slope of the dashed line $TA$. Point $G$ in Fig. 12.4 gives the GNP of the country in terms of good $Y$. Workers are paid a wage of 1 in terms of $Y$ (because the marginal product of labor in $Y$ is 1), and so total wage income is given by $L = Y$ or $OT$ in Fig. 12.4. GNP is thus composed of wage income in terms of $Y(OT)$ and profits in terms of $Y(TG)$. The budget line of wage earners is given by a line with slope $p_B$ through $T = L$ as shown in Fig. 12.4.

Point $B$ on the wage earners’ budget line represents the consumption budget of labor in Fig. 12.4. Therefore, the difference between the consumption bundles $B$ and $A$ is consumption out of profit income. Since wage earners’ income is fixed at $T = L$ in terms of $Y$, a decrease in $p$ always increases wage earners’ utility or real income (their budget line rotates around the fixed point $T$). Wage income equals GNP if profits are zero (e.g., if the price ratio is given by the dashed line $TA$ in Fig. 12.4). Trade will change GNP through changes in workers’ utilities and/or changes in monopoly profits. These two components of GNP may, of course, change in opposite directions.

### 12.4 Sources of Gains from Trade with Increasing Returns

Although there is always a possibility that a country could lose from trade when there are distortions, there are several conceptually separate sources of gains from trade in the presence of increasing returns and the associated imperfect competition. Which of these are captured depends on the given situation. For example, the pro-competitive effects of trade may lead to the exit of some firms and the consequent savings of fixed costs.

#### Pro-Competitive Gains

This was discussed in the previous chapter, so we will repeat the point only briefly here. Scale economies imply that the market can support only a limited number of firms, which will consequently be imperfectly competitive. Trade creates a larger market that can support a larger number of firms and the resulting greater level of competition. The pro-competitive effect of trade has been defined and measured in two ways in the economics literature. One way is to define it as a lowering of the markup on a firm's output. The other is to define it as the expansion of a firm's output (the product-expansion effect), with the resulting capture of price over marginal cost. There are technical inaccuracies in both definitions. Lowering the markup while holding the firm's output constant yields ambiguous welfare results. An expansion of output that captures the excess of price over marginal cost can occur in an external-economies model with no imperfect competition at all. These two effects are often inseparable. In the case of Cournot competition in Section 11.3 and Figure 11.4, the fall in the markup and the expansion of production occur together. Both are caused simultaneously by the perception of more elastic demand.

As in most of the literature, it is more convenient for our purposes to define the pro-competitive effect as identical to the product expansion effect of Chapter 11. When we do this, the pro-competitive effect can be decomposed into the sum of two separate components. Recall from the previous chapter that welfare is affected by a change in the output of $X$ when $X$ is priced above marginal cost by the amount

$$\Delta X = (p - MC_X)$$

(12.3)
An increase in the output of $X$ is beneficial in that the economy captures the excess of price (the value of an additional unit in consumption) minus marginal cost (the value of the resources needed to produce an additional unit). Now write the total cost of producing $X$, $TC_x$, as average cost times output (since average cost is just total cost divided by output).

$$TC_x = X(AC_x) \quad \Delta TC_x = AC_x \Delta X + X \Delta AC_x$$  (12.4)

Now divide the change in total cost in Eq. (12.4) by the change in output to get marginal cost.²

$$MC_x = \frac{\Delta TC_x}{\Delta X} = AC_x + X \left[ \frac{\Delta AC_x}{\Delta X} \right]$$  (12.5)

Substitute the right-hand equation in Eq. (12.5) into Eq. (12.3) for $MC_x$.

$$(p - MC_x) \Delta X = (p - AC_x) \Delta X - X \left[ \frac{\Delta AC_x}{\Delta X} \right] \Delta X$$  (12.6)

The pro-competitive (product-expansion) effect $(p - MC_x) \Delta X$ thus decomposes into two effects. The first term on the right-hand side of Eq. (12.6) can be called the profit effect. If price exceeds average cost (it need not always do so), then an increase in output generates a surplus of price over average cost on the additional output. This surplus is part of national income, although it may be very unevenly distributed. The second term can be called the decreasing-average-cost effect. With increasing returns, the change in average cost with respect to output is negative: $\Delta AC_x/\Delta X < 0$. Thus, when we include the minus sign in Eq. (12.6), we see that an increase in output improves welfare in that the average cost of producing the initial output $X$ falls. When more output is produced, the initial output requires fewer resources.

The profit effect. We have just explained how a country can gain from trade when its firm expands output, capturing the excess of price over average cost on incremental output. Note that a gain here is not inconsistent with a fall in profit to zero as a consequence of trade, which is why the term profit effect is not a perfect one. Trade may lead the price of the product to fall so much that, in the new equilibrium, price is equal to average cost and profits are zero. But in the process of moving from autarky to free trade, the economy captures the excess of price over average cost even if that difference is shrinking) on each additional unit of output produced. In a model with external economies of scale where price is equal to average cost for each firm, the profit effect is zero.

The decreasing-average-cost effect. The second effect in the decomposition of the pro-competitive (or product-expansion) effect derives from the fall in the average cost of producing the initial output when the firm expands its output. This is a savings in real resources, whereas the profit effect arises from the imperfect competition that generally accompanies scale economies. This effect can occur only with increasing-returns technologies. If we had imperfect competition with constant returns to scale, average and marginal cost would be the same, and we would have only the profit effect.

These two effects are separated in Fig. 12.5. Point $A$ shows the initial equilibrium at price ratio $p$. Suppose that $p$ stays the same with the introduction of trade (not very likely) but that the $X$ producer expands output to point $Q$ in Fig. 12.5. Now the country is clearly on a higher budget line. The movement from $A$ to $Q$ can be broken down into two components: $A$ to $B$, and $B$ to $Q$. First, consider the same expansion of $X$ output from $X_a$ to $X_f$, but holding average production costs constant at their initial level, $AC_{x_a}$. The latter is given by the slope of the dashed line through points $T$ and $A$. Therefore, the movement from $A$ to $B$ is the profit effect as defined above. The movement from $B$ to $Q$ is the decreasing-average-cost effect. We can produce more $Y$ at $Q$ than at $B$ because the average cost of production has fallen from $AC_{x_a}$ to $AC_{x_f}$.

Figure 12.5 also shows two special cases we have mentioned. First, if the price ratio $p$ equals the initial average cost $AC_{x_a}$, then there is no profit effect (the economy does not move to a higher budget line). The entire movement from $A$ to $Q$ would be the decreasing-average-cost effect. Second, if there were constant returns to scale (no fixed cost), then average costs would coincide with the slope of the production frontier and there would be no decreasing-average-cost effect. The entire effect of moving from $A$ to $Q$ would be due to the profit effect.

Figure 12.6 shows a possible outcome of trade in which two identical countries are combined, very much like the Cournot case of Fig. 11.4. The autarky equilibrium of both countries is at point $A$, with price ratio $P_A$. When trade is open, we assume that the two monopoly exporters behave according to the Cournot pricing rule discussed in Section 11.3 of the previous chapter.
More advanced theoretical treatments have shown that this is exactly the kind of outcome we will get if there is Cournot-Nash competition and free entry of firms in each country. Free entry drives profits down to zero in each country in autarky. But the opening of trade causes each firm to perceive demand as more elastic, as was discussed in the previous chapter. Generally, firms will increase output, and some firms will then exit as profits are initially negative. The trading equilibrium will have fewer firms in each country, with each firm producing a higher level of output at lower average cost. Empirical analyses for Canada have confirmed that trade liberalization has this rationalizing effect on manufacturing firms.

The situation is illustrated in Fig. 12.7, where A is the autarky equilibrium for each of the two identical countries. Free entry has forced price down to average cost, and the vertical distance $TF'$ is now interpreted as the combined fixed costs of the existing firms. Trade causes each Cournot-Nash firm to perceive its demand curve as more elastic and therefore to increase output. But this leads to negative profits and the exit of some firms. Equilibrium is restored at a lower price with fewer firms in each individual country but more firms in total. Exit of the redundant firms frees up the resources that had been devoted to fixed costs and shifts the production frontier of each country out to $TF'T'$. No trade, or more correctly, no net trade, need occur, because both countries are identical and both attain consumption point C in Fig. 12.7.

The movement from A to C in Fig. 12.7 is a combination of a pro-competitive effect and an exit effect. We can decompose the movement from A to C by considering point B. At B, output per firm must be the same as at C, because the average cost of producing at C is the same as at B (recall from Eq. (12.1) that average cost falls continuously in firm output). Points A and B involve the same number of firms because the same resources are devoted to total fixed costs. Thus, the movement from A to B is a pure expansion in

Firm Exit Effect

The gain from trade described in the preceding section resulted when the two existing firms increased their outputs in response to a perceived increase in the elasticity of demand. But what if the initial situation were characterized by the entry of firms up to the point where profits are zero? Then the increased competition induced by trade might lead to losses and to the exit of some firms.

Scale economies pose something of a dilemma with respect to the number of firms in an industry. On the one hand, it is desirable in terms of technical efficiency that there be a small number of firms. If the average-cost curve is everywhere downward-sloping (as in our current example), it is desirable to have the entire industry output produced by a single firm. But a small number of firms generally implies greater market power and correspondingly greater monopoly output restriction. This trade-off for a single economy gives rise to a third source of gains from trade. With trade we can increase the total number of firms in competition while reducing the number of firms in each individual country. For example, suppose two countries with 10 firms each enter into trade with each other and that the resulting competition drives out three firms in each country. The number of firms in each country has decreased, but the total number competing with one another is now 14, an increase over the 10 that were competing in each country in autarky.
firm outputs, holding the number of firms constant. A to B is therefore the pro-competitive gain from trade. The movement from B to C is a reduction in the number of firms, holding the outputs of surviving firms constant, and therefore shows the firm-exit effect.

Increased Product Diversity

A recent series of papers has emphasized increased product diversity as a form of gains from trade. This emphasis is usually referred to as the monopolistic competition model of trade because it draws on a model of the same name used in microeconomics and industrial organization theory. The idea is that an industry is "competitive" in that there are a large number of firms, but it is also "monopolistic" in that each firm is producing a somewhat unique product. The latter assumption implies that these firms do individually face downward-sloping demand curves.

The situation is shown in Fig. 12.8, where we now assume that both X and Y are produced with increasing returns to scale. Production functions for X and Y are identical, and the goods are symmetric but imperfect substitutes in consumption. This last assumption means that consumers are indifferent between one unit of X and one unit of Y, but that they would like to have some of both rather than more of just one. The consumer is, for example, indifferent between a stereo and a television, but would rather have one stereo and one television than either two stereos or two televisions. This model, which reflects consumer preference for diversity, is called the love of variety approach.

In autarky, each of the identical countries in Fig. 12.8 could attain consumption point A. But this is now not the best choice, even in autarky. Because of the large fixed costs, it is in a country's interest in autarky to produce only one good, specializing in either Y at point T or in X at point T'. This puts the country on an indifference curve through T and T', which is higher than the indifference curve through A. The benefits of product diversity are outweighed by the high fixed costs of starting production of the second good. With trade, each country could specialize in one of the goods and trade half of its output for half of the output of the other country's good, thereby attaining consumption point C (again, this is unlikely to be the actual equilibrium). In this situation, there is no change in the average cost of a good, nor are there any procompetitive gains. Instead, where scale economies were limiting the number of goods consumed before trade, consumers "decided" to take the gains from trade in the form of having more products rather than having lower costs for their existing products.

Gains from trade through product differentiation can be looked at in a second way. For example, although consumers may buy only one automobile each, each would choose a different "ideal" automobile, depending on tastes and income level. This approach to product diversity is labeled the ideal variety approach. Because of scale economies, no country can afford to produce a unique automobile for each consumer. Germany produces Volkswagens and Mercedes-Benzes, and France produces Rennats and Peugeots, all of which have somewhat differing characteristics. Trade in automobiles occurs between France and Germany because some Germans prefer Rennats or Peugeots and some Frenchmen prefer Volkswagens or Mercedes-Benzes.

This situation is shown in Fig. 12.9. Suppose that automobiles have only two characteristics, size and fuel efficiency. There is a tradeoff between these two characteristics: buying a bigger car means sacrificing some fuel efficiency. Figure 12.9 shows three possible combinations of size and efficiency, denoted X, Y, and Z, corresponding to three different types of cars. Suppose that all three models could be produced at the same average cost for the same volume of production. But because of scale economies, the average cost rises steeply as sales fall. Assume finally that societies consist of only

FIGURE 12.8
Increasing product diversity: "love of variety."

FIGURE 12.9
Increasing product diversity: "ideal variety."
two groups, students and faculty, and that the former have a relatively high preference for efficiency and the latter a relatively high preference for size. Their indifference curves are $U_i$ and $U_f$ in Fig. 12.9, respectively.

Even though the three models cost the same for the same level of production, scale economies force a choice. If the country produces both $X$ and $Y$ giving both students and faculty their "ideal" cars, the volume of sales of each model will be much lower and the average cost much higher than if only the single compromise model $Y$ were produced. Thus, an entirely possible outcome is that only model $Y$ is produced. It sells for a modest cost, but faculty are cramped and students are poor from buying gas. In Fig. 12.9, these groups attain indifference curves $U_i'$ and $U_f'$ respectively. Now if we add a second, identical country through trade, one country could produce model X and the other model Z, each exporting half its output for half the foreign output of the other model. Each country would be producing the same number of cars as in autarky, and consequently, the cars would have the same average cost. Assuming $X$ and $Z$ sell for the same price that $Y$ did in autarky, consumers pay the same for cars but attain the higher indifference curves $U_i'$ and $U_f'$, respectively. As in the example of Fig. 12.8, consumers take the gains from trade in terms of increased product diversity rather than in the form of lower prices.

**Specialized Plants and Inputs**

Increases in market size due to trade may also permit firms to build plants specialized to fewer product lines and to create specialized inputs. Two of many possible examples are machinery that is highly specialized to certain products and consultants who specialize in certain business or engineering problems. Little theoretical work has been done on the former, although empirical analysis in Canada has emphasized plant specialization as an important source of gains from trade liberalization. The U.S.-Canada Auto Pact of 1965 was partly motivated by the fact that Canadian plants were producing too many models in small production runs.

Figure 12.8 can be used to depict the gains from specialized inputs with indifference curves now interpreted as isquants for final output. Creation of specialized inputs requires an initial fixed cost of $TT_p$. In autarky, each country creates only one such input in the simple example of Fig. 12.8. An output level corresponding to the isoquant through $T$ and $T'$ is attained in each country from the amount of resources devoted to producing this good. When the countries are combined through trade, the creation of two specialized inputs is profitable because the output level at $C$ can be attained if each country trades half of the output of its specialized input for half of the other country's product.

Before moving on, recall the point about factor returns discussed briefly at the end of Section 12.2. When there is more than one factor, scale economics, whether resulting in lower prices for existing goods or in more goods, make it more likely that all factors will gain from trade. While relative factor prices may change as in the Heckscher-Ohlin model, lower prices for existing goods relative to factor prices or the benefits of having a more diverse consumption bundle, may mean gains from all factors. In the case of increased product diversity, for example, the wage rate could fall in the production of one of the differentiated products, but this decrease in welfare could be outweighed by the utility gain that results from having more products. This effect generates even more political support for free trade.

**12.5 AN EXTENSION OF THE COURNOT MODEL TO FREE ENTRY AND EXIT**

Suppose we take the Cournot model of the previous chapter and add free entry and exit by firms until profits are zero. Now we will have two equilibrium conditions, $MR = MC$ as in Chapter 11, and the zero-profit condition $p = AC$. Suppose all firms are identical so that we can deal with a representative firm $i$. We can use our cost function from Eq. (12.1) to write the second condition as marginal cost plus $F/X_i$, where $X_i$ is the output of the representative firm.

\[ p_i(1 - s_i/e) = MC \quad p = MC + F/X_i \]  

where $s_i$ is the market share of the representative firm. Divide the second equation by the first.

\[ \frac{1}{1 - s_i/e} = 1 + \frac{F}{MC} \frac{1}{X_i} \]  

Assume that fixed costs ($F$), marginal costs ($MC_i$), and the market elasticity of demand ($e$) are all constants. Now assume that we take two identical countries and combine them in trade. This is equivalent to doubling the size of a single country. Under the assumptions noted, only one result is possible: $s_i$ must fall and $X_i$ must increase. They cannot both stay constant; with the market growing, a constant output per firm must mean that the individual firm's market share is falling. $s_i$ and $X_i$ cannot increase or decrease together; that would mean that Eq. (12.8) is no longer satisfied. The equation can be satisfied if $s_i$ increases and $X_i$ falls, but this is impossible in the growing market; a firm's market share cannot grow in a growing market if its output is falling (this can be seen more formally by replacing $s_i$ with $X_i/X$). We have now determined that the larger market induced by trade leads to an expansion in output per firm. This by itself is a sufficient condition for gains from trade. But we can carry the model a bit further. If all firms are identical as we have assumed, then the market share of a representative firm, $s_i$, is just $1/N$ where $N$ is the number of firms. The fact that $s_i$ falls when we combine two identical economics means that the total $N$ must rise. But the number of firms cannot in the end be double (that is, each country cannot continue to support the same number of firms as in autarky) if we
place some simple restrictions on the form of demand functions.\(^a\) Suppose that the number of firms did double (the number of firms in each country stayed constant). Because each firm increases its output due to an increased perceived marginal revenue \(\alpha_i\) falls, profits of the existing firms will fall below zero, leading some firms to exit. In this case, we get the result shown in Fig. 12.7. Trade leads to an exit of some firms in each country but leaves the total number of firms in the expanded economy larger than in either country in autarky. The market is more competitive, surviving firms have lower average costs and higher outputs per firm, and the two identical countries necessarily gain from trade.

12.6 AN ALGEBRAIC VERSION OF THE MONOPOLISTIC-COMPETITION MODEL\(^*\)

In this section we will take a more formal look at increased product diversity in a monopolistic-competition model. The purpose of the section is to show more rigorously how the number of products is determined and to demonstrate that we can indeed construct a case in which all gains from trade are in the form of increased diversity. The model we will use corresponds very closely to the situation shown in Fig. 12.8. Suppose that the \(X\) sector is actually composed of many firms producing somewhat different products. Suppose that the utility functions of identical consumers are given by

\[
U = \sum_{i=1}^{n} X_i^\sigma, \quad 0 < \alpha < 1 \tag{12.9}
\]

where the number of products produced, \(n\), is endogenously determined. Each product that is produced yields diminishing marginal utility, and so the consumer would always rather have one each of two products, say \(X_1\) and \(X_2\), rather than two units of either. Labor is the only factor of production. We will assume free entry of firms such that profits are driven to zero. The economy's budget constraint is thus that labor income is spent on \(X\).

\[
\bar{L} = \sum_{i=1}^{n} p_{xi} X_i \tag{12.10}
\]

More advanced treatments will show that the demand function for \(X_i\) is given by the following rather complicated formula.

\[
X_i = \frac{\bar{L}}{p_{xi} \left( \sum_{j} p_{xj}^\sigma \right)} \quad \text{where} \quad \sigma = \frac{1}{1 - \alpha} \tag{12.11}
\]

If there are many \(X\) producers, we can safely assume that each producer treats the term in square brackets as a constant. Students with calculus can find the elasticity of demand for \(X_i\) as \(p_{xi}/X_i\) times the derivative of Eq. (12.11) with respect to \(p_{xi}\). The elasticity of demand is given by

\[
e_i = -\frac{d X_i/X_i}{d p_{xi}/p_{xi}} = \sigma = \frac{1}{1 - \alpha} \tag{12.12}
\]

The \(X\) producers have the same technology that we described in Eq. (12.1). Let labor be numeraire, so that \(w = 1\), \(p_{xi}\) is the price of \(X_i\) in terms of labor. Producer maximization then requires that the firm set marginal revenue equal to marginal cost, \(MC_x\).

\[
p_{xi} \left[ 1 - \frac{1}{e_i} \right] = p_{xi} \left[ 1 - (1 - \alpha) \right] = p_{xi} \frac{\alpha}{1 - \alpha} = MC_x \tag{12.13}
\]

Freedom of entry and exit requires that equilibrium is characterized by price equals average cost.

\[
p_{xi} = MC_x + F/X_i \tag{12.14}
\]

If we combine Eqs. (12.13) and (12.14), we can solve out for the equilibrium level of \(X_i\), which is the same for all \(X_i\) that are produced (i.e., all \(X_i\) that are produced are produced in the same amount).

\[
X = \frac{\alpha F}{MC_x (1 - \alpha)} \tag{12.15}
\]

Goods are produced in a fixed amount independent of other factors such as the size of the economy, measured by the labor endowment. So suppose that we double the labor endowment, which we can again think of as combining two identical economies. The labor endowment must equal the total labor used in the \(n\) goods that are produced.

\[
\bar{L} = n \left( MC_x X_i + F \right) = n \left[ \frac{\alpha F}{1 - \alpha} + F \right] = n \left[ \frac{F}{1 - \alpha} \right] \tag{12.16}
\]

With goods produced in fixed amounts, the economy expands entirely by expanding the number of goods (an increase in \(\bar{L}\) increases \(n\) in the same proportion). This is the situation shown in Fig. 12.8. Doubling the size of the economy through trade allows each consumer to purchase a more diverse consumption bundle, thereby capturing the welfare benefit from increased diversity shown in Fig. 12.8. Trade does not increase the scale of production of any good, yet it is scale economies that are responsible for the gain from trade. Scale economies are what limit the number of goods produced (degree of product diversity) initially.

Since any good continues to be produced in the same amount, as shown in Eq. (12.15), we can denote the production of a representative good simply as \(X\). The utility function in Eq. (12.9) can then be written as

\[
U = n X^\sigma \tag{12.17}
\]

If we combine two identical economies, and if the output of any particular good remains fixed, consumers in each country will have twice as many.

\(^a\)The analysis in this section is considerably more difficult. You can skip it without losing continuity and refer to Fig. 12.8 for a grasp of the basic ideas behind the monopolistic-competition approach.
goods from which to choose and will consume half as much of each good as they did in autarky (the fixed amount of a good must now be shared among consumers in both countries). Treating $n$ and $X$ as the autarky values, denote free trade utility by $U_f$ and autarky utility by $U_a$.

$$U_f = (2n)(X/2)^2 = 2^{1-a}nX^a > nX^a = U_a$$
given that $2^{1-a} > 1$  

(12.18)

Consumers gain through increased diversity. As suggested earlier, it is better to have one stereo and one television than to have two of either.

### 12.7 CONCLUDING REMARKS

Our analysis of scale economies has produced a number of results that differ in very basic ways from those of the more traditional Ricardian and Heckscher-Ohlin models. First, there is the question of the direction of trade. In the traditional models, the direction of trade is related to underlying characteristics of the economy. In the Heckscher-Ohlin model, for example, we saw that a country exported the goods that intensively used the country's relatively abundant factors. With scale economies, however, there may be some inherent arbitrariness in the pattern of specialization.

This was illustrated in Fig. 12.1 and in subsequent diagrams, where we noted that with scale economies, trade can arise between two identical economies, or rather, between two economies for which there exists no pattern of comparative advantage. Of course, in reality the gains from scale economies occur in addition to gains due to comparative advantage. The methodology of the no-trade model is not to present alternative theories but rather to focus on individual determinants of trade and gains from trade on a time. The theories are in fact complementary in that generally all of them have simultaneous and important roles in actual trade.

Countries typically specialize when there are increasing returns, but the welfare effects of trade may depend on which country specializes in which good. One implication of this result is that the observed pattern of trade in goods produced with returns to scale may often be determined by historical factors, such as which country entered an industry first. The first entrant gains an advantage (sometimes called first-mover advantage) by achieving low costs and perhaps technical expertise early; this may discourage foreign entrants who might have to enter at an initial high cost.

Second, returns to scale have implications for the gains from trade, implications that differ in a number of ways from the more traditional results. On the one hand, scale economies offer more possibilities for gains, whereas on the other hand, there are possible complicating factors. As we showed earlier, scale economies may mean that there will be gains from trade even for two identical economies. Alternatively, gains from trade exist independent of any pattern of comparative advantage. The lower costs and increased product diversity achieved through the capture of scale economies are thus an additional source of gains that complement the gains achieved from other bases for trade, such as differences in factor endowments.

Strong conclusions about gains from trade are, however, impossible to draw because scale economies are generally associated with distortions, for reasons noted earlier. The result is that a country's prices may not accurately reflect the underlying costs and the pattern of comparative advantage. When this happens, a country can end up specializing in the wrong goods to the point of experiencing welfare losses from trade.

Many economists are finding empirical evidence that scale economies are a very important determinant of trade and the gains from trade for countries the size of Canada and many of the Western European nations. Empirical estimates of the gains from trade liberalization in both of these regions suggest that an important source of gains has been a rationalization of the manufacturing and certain service industries. Some would assert that these rationalization effects constitute a major source of gains from the formation of the EEC, outweighing factors having to do with comparative advantage. There is also an increasing acceptance of the view that issues involving scale economies and imperfect competition are important for a country as large as the United States. Finally, with the increased mobility of factors of production (especially capital) and technology across international borders, there is some reason to suggest that the Heckscher-Ohlin and Ricardian bases for trade may be relatively less important in explaining trade among the industrialized countries than they were even a few decades ago. The very large volume of trade among the very similar economies of North America, the EEC, and Japan seems to constitute prima facie evidence that scale economies, imperfect competition, and product differentiation are important determinants of trade.

The principal points of the chapter are summarized as follows.

1. With increasing-returns-to-scale technologies, trade and gains from trade can arise even between two identical economies. We could refer to this as non-comparative-advantage trade in contrast to trade generated by underlying differences among countries. We also showed that the gains from trade are not necessarily distributed evenly, even between identical countries.

2. There are several sources of gains from trade in the presence of scale economies, although they are often hard to disentangle in practice. Expansion of an increasing returns sector through trade generates a benefit equal to the excess of price over marginal cost on incremental output. This pro-competitive gain can be broken down into the excess of price over average cost (the profit effect) and the fall in the average cost of producing existing output (the decreasing-average-cost effect). Gains may also be captured as a result of the exit of some firms, which frees up the resources that were used in fixed costs for other uses.

3. Gains from trade may be captured from increased product or input diversity instead of from lower average costs for a fixed range of products. In other words, gains may be captured by having either the same range of products at lower costs or a larger range of products at the same costs.
Of course, these two extremes will generally be mixed in practice. The final sections of the chapter modeled the two extreme cases. Section 12.5 gave an extension of the Cournot model of the previous chapter, showing that combining two identical economies leads surviving firms to increase production (resulting in a decrease in the average production cost) of a fixed range of products. Section 12.6 used a version of the monopolistic-competition model, in which any good that is produced is produced in a fixed amount, to show that trade between two identical countries leads to gains from increased product diversity.

4. The chapter focused largely on a one-factor model in order to concentrate on the essence of scale economies. However, two points that are important in a multi-factor context were briefly noted. First, trade based on scale economies between similar economies may drive factor prices further apart in the two countries. We will explore this further in Chapter 21. Second, scale economies make it more likely that all factors will gain from trade, contrary to the Heckscher-Ohlin model. While trade may change relative factor prices, the increased factor productivities due to the capture of scale economies may mean that the absolute or real returns to all factors rise. In the case of increased product diversity, a factor's return may fall in terms of a representative good, but this negative effect may be outweighed by the availability of a more diverse consumption bundle.

PROBLEMS

1. Show that if both countries want to consume at E in Fig. 12.1, there will be excess demand for X and excess supply of Y.

2. Show by reworking Fig. 12.2 that the relative price of Y could drop so low that Country II would lose from trade.

3. Show that if a firm's price is less than its average cost, its profits must be negative.

4. What is the largest output that the firm could produce in Fig. 12.3 and still break even?

5. Using Fig. 12.7, show that point C could not be attained by the two countries if some firms did not exit from the industry.

6. Redraw Fig. 12.8 with different indifference curves such that autarky equilibrium at A is preferred to an equilibrium at either T or T'.

7. In the discussion of product diversity and monopolistic competition, we consider two different situations: (a) consumers have identical tastes but prefer diversity (love of variety, Fig. 11.8) and (b) consumers have heterogeneous tastes (ideal variety, Fig. 11.9). Determine which approach is likely to be more useful in each of the following situations: (1) choosing groceries in a supermarket, (2) buying a house, (3) shopping for clothing, (4) choosing a new stereo.

NOTES

1. Equilibrium is generally not given by a tangency between an indifference curve and the production frontier. The slope of the production frontier incorporates the externality effects that one producer has on another, while private firms do not take these effects into consideration in making their input and output decisions. If, for example, there are external economies in the X sector, then the "social" marginal cost of producing an additional unit of X is less than the private marginal cost, which is equal to the price of X. In equilibrium, we would have p = p_f > MRT. The price line would cut the production frontier as in Fig. 11.1 of the previous chapter. Figure 12.1 could be generated by an economy in which the external economies are equally strong in both sectors (not very likely, but it helps make the simple point we wish to show).

2. Students with calculus will recognize the second equation in Eq. (12.4) as the rule for differentiation of a product. Strictly speaking, it is valid only when \( \Delta \) approaches zero.

3. A sufficient condition is that demand is not "too convex." A linear demand curve is sufficient for the result that some firms in each country must exit. The difficulty is that, if demand is very convex, the price fall caused by the pro-competitive effect causes consumers to spend much more on X in total. Holding the initial number of firms at the combined autarky total, if this effect is sufficiently strong, the markup revenue received by a firm may increase even though that firm is cutting its markup rate in half. Basically, if combining the two economies does not at least double revenues for each firm (causing markups revenues to fall), then some firms will exit the market.
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CHAPTER 13

TASTES, PER CAPITA INCOME, AND TECHNOLOGICAL CHANGE AS DETERMINANTS OF TRADE

13.1 INTRODUCTION

Our models to this point have focused on the production side of the general equilibrium structure of economies to describe the causes of trade and the sources of gains from trade. This focus is representative of trade theory in general, which has devoted the overwhelming share of its attention to production, neglecting consumption almost entirely. Many models assume that consumers have identical and homogeneous utility functions, regardless of where they are located. This means that if commodity prices were equalized by trade, consumers everywhere would demand goods in the same proportions. All trade would then be due to various differences in production among countries. As students have realized by now, this emphasis generates a markedly diverse and sophisticated set of predictions about the supply-side determinants of comparative advantage, such as differences in factor endowments, policy-based market distortions, and imperfect competition associated with increasing returns to scale.

There has been much less theoretical attention paid to demand-based determinants of trade. Neither has there been much empirical examination of the apparent presumption by trade economists that production differences are more important than consumption differences for explaining trade patterns. This phenomenon is curious in that the assumption of identical and homogeneous preferences across countries is easily shown to be questionable. For example, in 1991, 59 percent of household consumption in Bangladesh was estimated to have been devoted to food. The corresponding shares of food in household budgets in other countries were: Indonesia 48 percent, Argentina 35 percent, Greece 30 percent, Japan 17 percent, and United States 10 percent. In contrast, budget shares allocated to medical care were: Bangladesh 2 percent, Indonesia 2 percent, Argentina 4 percent, Greece 6 percent, Japan 10 percent, and United States 14 percent. In part, these differences reflect variations in relative prices due to trade barriers and government policies. However, they clearly indicate that preferences are not homogeneous, in that the relative share spent on food declines and that of medical care rises as the level of economic development rises. They might suggest as well that tastes are also not identical, though this cannot be conclusively inferred from share data alone. However, an obvious national difference that would affect preferences is that the industrialized countries tend to have larger percentages of their populations at advanced ages, increasing the demand for health care. Accordingly, one purpose of this chapter is to bring together some strands of literature in order to examine the possible ways in which international differences in consumption patterns can influence trade flows.

A second shortcoming of our production-based models to this point is that they are entirely static in nature. They investigate the effects of differences in important supply characteristics on trade flows. However, most people will recognize that international trade bears important relationships to dynamic changes in the world economy, such as shifts in technology and new product innovation. These models are also not as fully developed as the standard trade theories, but it is important to bring them into our discussion of trade determinants. Thus, the second purpose of this chapter is to analyze some relatively simple aspects of the influence of technological change on international trade.

We should place these newer theories in some historical context. Interest in developing trade models that could serve as alternatives to the Ricardian and Heckscher-Ohlin concepts emerged largely in the 1960s and 1970s after several empirical studies raised questions about the practical validity of these traditional models. We review these studies in the next chapter. However, most models based on demand variations, scale economies, and technological differences are relatively recent and are still under active theoretical development. This helps explain why there are many disparate views of what determines trade in these terms and why the models vary in complexity and rigor. However, these influences on trade are clearly important and deserve separate treatment here.
13.2 INTERNATIONAL CONSUMPTION BEHAVIOR AND TRADE

In this section we analyze the implications of allowing consumption patterns to vary between countries in two ways. First, we take national utility functions to be homogeneous but not identical. Second, we consider the case of identical but nonhomogeneous preferences.

Different Tastes

We begin with the most simple specification of international differences in preferences. Following our previous methodology, we assume that the only difference that exists between two countries is in demand conditions, for only in this way can we be sure that the results derived depend entirely on differences in demand. In particular, we assume that endowments in the two countries are identical, that production functions are identical between countries, and that production takes place with constant returns and perfect competition. These assumptions imply that the production possibility curves for the two countries will be identical. Thus, in Fig. 13.1, $TT'$ represents the production possibility curve for both Country H and Country F. In this section we also assume that there are no distortions in either economy and that the utility functions of the two countries, while differing, are both homogeneous. The case of nonhomogeneous demand is considered in Section 13.3. The autarky equilibrium is the point where the highest indifference curve for each country is tangent to the production possibility curve. If we assume that tastes in Country H are biased toward commodity $Y$ relative to tastes in Country F, then $U_h$ and $U_f$ could be representative indifference curves for the utility functions of H and F, respectively.

The autarky positions for countries H and F are $A_h$ and $A_f$, respectively, and the autarky price lines are $p_h$ and $p_f$ in Fig. 13.1. Therefore, in autarky, commodity $Y$ is relatively expensive in Country H, whereas commodity $X$ is relatively expensive in Country F. The reason for this outcome is simply that there is a stronger preference for good Y, driving up its price in comparison with $X$, with the opposite situation prevailing in F. When trade is permitted, the residents of Country H, observing that $Y$ is relatively less expensive in the foreign country, will shift their purchases from the home country to Country F. Similarly, residents of the foreign country, observing that commodity $X$ can be purchased more cheaply in Country H, will shift some of their purchases to that country. The results of these shifts in demand will be that the production point for the home country will move down the production possibility curve, whereas the production point for the foreign country will move up toward the $Y$ axis. These adjustments will continue until there is no longer any incentive for residents of one country to increase their purchases in the other, or in other words, until commodity trade has succeeded in equalizing commodity prices. Such a situation is shown in Fig. 13.2, where the common world price ratio is $p_w$ and where the common production point is $Q$. Figure 13.2 is drawn so that trade is balanced, or so that the triangles $C_hB_hQ$ and $QB_fC_f$ are identical.

From the analysis of Fig. 13.2 we can conclude that Country H, the country whose tastes are biased toward commodity $Y$, will import commodity $Y$ and export commodity $X$, while Country F, where tastes are biased toward commodity $X$, will import $X$ and export $Y$. Thus, we conclude that when trade is caused by taste differences, the country will import the commodity toward which its tastes are biased. Another way of stating this result is that nations tend to import the goods that are most preferred in consumption when differences in tastes are the predominant source of comparative advantage.

In the specific example given in Fig. 13.2, both countries enjoy gains from trade. The gains-from-trade theorem does apply to this particular...
model because none of the assumptions required for the theorem is violated. Similarly, we can see that factor prices will be equalized by trade, for at the international trade equilibrium, both countries produce at exactly the same point. Because they share the same production functions, the two countries will have precisely the same efficiency locus, and the equilibrium production same point on this locus. As a result, relative and absolute factor prices must be the same in the two countries. The Stolper-Samuelson theorem also holds in this model. In Country F, for example, trade results in a relative reduction in the price of X. If X is labor-intensive, the wage-rental ratio will fall, the real return to labor will fall, and the real return to capital will rise. The opposite changes will occur in Country H. Thus, the primary results from Chapter 8 apply to a model in which trade is due to taste differences.

Nonhomogeneous Tastes

An alternative possibility, which also generates differences in international consumption patterns, is that tastes are nonhomogeneous but are nevertheless identical in both nations. This nonhomogeneity will help explain the fact that budget shares for food and other consumption items vary widely across countries at different levels of income per capita.

Recall that in Chapter 3 we discussed a situation in which, although tastes were nonhomogeneous, aggregation of the individual curves into community indifference curves was possible. This occurred when income-consumption curves were linear but did not go through the origin. We use this type of "quasi-homogeneous" preferences in Fig. 13.3 to illustrate how differences in per capita income lead to differences in consumption patterns, which in turn lead to trade. Assume that we have two countries with identical populations but that Country F has uniformly superior technologies for producing both goods X and Y. In Fig. 13.3 the production possibility curve of Country F \( (T_f, T_f') \) is a "radial blowup" of Country H's production possibility curve \( (T_h, T'_h) \). That is, along any ray from the origin, the slopes of the two production possibility curves are the same. Assume also that tastes are nonhomogeneous in that there is a "minimum consumption requirement" of Y of the type discussed in Chapter 3. The origin for a system of indifference curves is then point \( C_y \). All consumers in both countries are assumed to have the same (nonhomogeneous) preferences.

Given that the populations are identical by assumption, the larger national product associated with the higher production possibility frontier implies that Country F has higher per capita income than does Country H. The lower income per person in Country H implies a relatively high demand for \( Y \) in that country in autarky and vice versa for Country F. The autarky equilibria will be at points like \( A_h \) and \( A_f \) in Fig. 13.3, where because of the similar production structure, there is a relatively high autarky price of \( Y \) in Country H and a relatively high autarky price of \( X \) in Country F. As in the previous section, each country will have a comparatively high price for its "most preferred good," except now, "preference" derives from differences in per capita income. Underlying preferences or tastes are assumed to be the same for all consumers.

The autarky price differences lead to a trading equilibrium as shown in Fig. 13.3. The production points of countries H and F are \( Q_h \) and \( Q_f \), respectively. These lie along the same ray from the origin because of our "radial blowup" assumption made earlier and the equalization of commodity prices by trade. Consumption points are \( C_h \) and \( C_f \) for countries H and F, respectively, at the free trade price ratio \( p \). These consumption points lie on a ray through \( C_y \). Country H, low in per capita income, imports \( Y \), and Country F, high in per capita income, imports \( X \). As in the case of the taste differences shown in Fig. 13.2, trade is due to differences in demand. In both examples, the countries produce goods in the same proportions, but they consume them in different proportions at the same set of prices.

Notice an important implication of this analysis. With quasi-homogeneous preferences of this kind, the proportion of income spent on good \( Y \) (the good with the minimum consumption requirement) falls and the proportion spent on good \( X \) rises as per capita income increases. Another way of stating this is that demand for \( Y \) is income-inelastic (elasticity is less than unity) and demand for \( X \) is income-elastic (elasticity is greater than unity). Comparing this to the trade pattern established previously, we see that the poorer country imports the good with the low income elasticity. Strictly in terms of demand patterns, then, we would expect that poorer countries would tend to import food to satisfy their relatively greater demand for it.

The models in this section have demonstrated that variations in tastes, embedded in a standard trade model, cause nations to import the goods they most prefer. Trade in this view is still inter-industry in nature, as it was in the Heckscher-Ohlin model. However, this outcome is at odds with two observations about trade in the real world. First, some countries tend also to export goods for which there is a sizeable domestic demand. Second, international trade in manufactures often is more intra-industry in
nature. We can use other ideas about demand patterns to build toward an understanding of these facts.

13.3 THE LINDER HYPOTHESIS

This analysis of the possible role of per capita income in determining trade leads naturally to a discussion of the ideas of Swedish economist Staffan Linder (1961). Linder argued that the principles governing trade in manufacturing goods are not the same as those governing trade in primary products. He was quite prepared to support the idea that trade in primary products is determined by factor endowments. However, he argued against the notion that differences in factor endowments are the major determinants of trade in manufactured products. He chose instead to highlight the role of demand, beginning his argument with an observation similar to the one we made in our chapter on increasing returns to scale: a large volume of trade exists between the developed countries. These countries have very similar factor endowments and thus, according to the Heckscher-Ohlin theory, we might not expect a large volume of trade between them. We must, therefore, look for a cause of trade other than factor endowments.

Linder contended that a manufactured good is created by an innovative entrepreneur in response to a perceived demand. A new manufactured good is, in other words, introduced only when an entrepreneur believes there is sufficient potential demand to warrant production. It is this perception of potential demand, rather than considerations of factor endowments, that triggers production. The second assertion in the argument is that an entrepreneur is most familiar with the home market. Barriers of distance, language, and culture mean that entrepreneurs are much less likely to be able to perceive what kinds of new products could be successfully introduced into foreign markets.

The third assertion follows from the first two. For a manufactured product to be produced in (and therefore potentially exported from) a country, there must exist significant home demand for the product. The range of manufactured goods produced in a country is therefore determined by domestic demand as much as by production considerations such as factor endowments.

Suppose that an entrepreneur perceives a home demand for a product and begins production. Where will this entrepreneur find export opportunities for additional sales? Linder argued that the best opportunities will be found in countries that have very similar demand patterns to the entrepreneur's home country. Thus, if an American invents a new communications device, such as a modem or telefax machine, and produces it for the home market, the best export opportunities for this device will be found in Canada, Western Europe, and Japan. Similarly, entrepreneurs in Canada, Western Europe, and Japan will find that their best foreign markets will be in the United States and in one another's countries.

The final assertion in Linder's argument is implicitly contained in this last statement. The countries with the most similar demand patterns for manufactured goods will tend to be those with similar per capita incomes. People in countries with lower per capita incomes may wish to buy relatively simple products. However, people in countries with much higher per capita incomes may want more sophisticated devices, such as coffee makers with flashing lights, digital readout, and remote control. Thus, the volume of trade in manufactured goods will be highest among countries of similar per capita incomes, such as the United States, Canada, Western Europe, and Japan. For obvious reasons, Linder's hypothesis is also referred to as the overlapping demand hypothesis or the preference similarity hypothesis. Predictions about which specific products each country might export are difficult to make, because such exports depend on the history of entrepreneurial activity in each market. Overall, however, international patterns of income and demand determine the extent of trade in manufactured goods. In particular, it is possible to export goods for which there is a strong domestic demand.

13.4 EXPLAINING THE EXISTENCE OF INTER-INDUSTRY TRADE AND INTRA-INDUSTRY TRADE: COMBINING DEMAND AND SUPPLY INFLUENCES

So far, we have made a number of references in the text to the concepts of inter-industry trade and intra-industry trade. We begin this section by discussing these concepts more fully before going on to consider a model in which important determinants of these kinds of trade can be combined into a unified general equilibrium trade theory.

As we have suggested, inter-industry trade refers to international exchange of widely dissimilar goods, such as the exportation of automobiles in return for imported clothing. It should be evident that such trade stems from differences in countries that produce rankings of sectoral comparative advantage. In the Ricardian model, for instance, international differences in labor productivity (associated with different technologies) in distinctive types of goods generate a particular trade pattern. More fundamentally, however, economists associate inter-industry trade with the Heckscher-Ohlin model, in which variations in factor endowments by country and in factor intensities by commodity determine comparative advantage. Thus, labor-abundant countries tend to export labor-intensive goods, such as clothing, and capital-abundant countries tend to export capital-intensive goods, such as automobiles. Land endowments are also quite important in determining trade. As noted previously, it follows that inter-industry trade should be prevalent in trade between countries with disparate endowments, such as labor-abundant, developing countries on the one hand and capital-abundant, developed countries on the other. Except in cases of peculiar
endowment structures, such as the acute scarcity of natural resources and land in Japan, we would not expect to see much trade among the developed economies as a group.

It should be clear that this last prediction is false. As we discuss in Chapter 14, trade among developed nations accounted for 57.0 percent of world exports in 1990. Most of that trade was in manufactures involving intra-industry trade (IIT), or the simultaneous importing and exporting of similar products. There is substantial IIT among the industrialized nations both in manufactured inputs, such as machinery, high-technology electronics, and specialized chemicals, and in manufactured final goods, such as automobiles, consumer durables, cosmetics, and alcoholic beverages. The United States, for example, is a significant importer and exporter of both wines and beers. It is difficult to reconcile this fact with theories of trade based on differences in factor endowments.

**Explanations for Intra-Industry Trade**

There are numerous possible sources of IIT. We limit ourselves here to four explanations that are seen as the most important.

**Industrial classification.** Some trade flows are misleadingly measured as IIT because of the industrial classification system. For example, the United States exports fruits and vegetables during the summer, when they ripen, and imports produce in the winter from countries in the southern hemisphere. This trade, based on *seasonal growing variations*, could easily be explained in a Hecksher-Ohlin framework by considering climate as a factor of production. However, trade flows are typically reported on a calendar-year basis, so both imports and exports of identical goods exist within these trade categories. A second and more significant example lies in the common phenomenon of high-wage nations producing sophisticated components of electronics products, exporting them to low-wage nations for assembly into final goods, then importing the final products. A prominent case of this *mid-product processing* occurs in United States trade with Mexico, wherein several American firms ship components to *maquiladora* plants in Mexico along the border for assembly into automobile parts, televisions, and the like. Similar processes happen in trade between the high-income countries of the European Community and the Mediterranean nations and between Japan and developing nations in Asia. The point here is that such trade is largely based on differences in wage costs, suggesting that it is generated by Ricardian or Hecksher-Ohlin factors. Nonetheless, both the exports of components and the imports of final goods tend to be counted in the same trade categories, resulting in IIT.

**Transport costs.** For many products, shipping costs are high in relation to their market value. The prototypical examples are heavy and inexpensive goods, such as cement, bricks, and lumber, though we could also mention electricity and certain tradeable services like construction. High transport costs imply that markets for such goods are limited geographically. It is quite possible that localized markets exist across national borders, generating two-way trade. For example, it may well be that lumber is exported from British Columbia in Canada to the state of Washington in the United States and simultaneously exported from Maine in the United States to Quebec in Canada. There are numerous examples in Western Europe of cities that lie across a national border from each other, meaning that these cities form an integrated market. Two-way trade associated with transport costs is common as different localized bilateral markets engage in ordinary commerce. In this sense, IIT can be a result of political and geographic decisions on where to draw national borders.

**Product differentiation.** One of the strongest assumptions in traditional trade theories is that imported and domestic goods are completely homogeneous, or perfect substitutes in consumption. However, many commodities, especially manufactured goods, are differentiated by style and quality. It is obvious that automobile models vary in size, horsepower, comfort, performance, and appearance. Similarly, wines, beer, furniture, and other goods are differentiated by quality and variety. Manufactured inputs, such as machinery, electronic components, and software are also differentiated in significant ways. If preferences are heterogeneous, so that imported goods and similar domestic goods are seen by consumers as imperfect substitutes, the products can command different prices and profit markups in various markets. This is because each variety of a product will face a distinct demand curve in each market, allowing its producer to act with some market power. Thus, firms will compete not only on the basis of price, but also on the bases of performance, quality, service, and other dimensions of product differentiation.

As we discussed in Chapter 12, these simple observations carry crucial implications for international trade. It is evident that consumers and firms prefer to have many choices of which car or wine or machine to purchase. When either the *love of variety* idea or the *ideal product* idea is incorporated into models of monopolistic competition and product differentiation, it follows that international trade is simply an extension across borders of tastes for diversity. Thus, there are consumers in the United States who prefer German beer and consumers in Germany who prefer American beer, resulting in two-way trade. Similarly, there are homeowners in Canada who enjoy Scandinavian furniture and homeowners in Sweden who prefer Canadian furniture. Trade in differentiated inputs is also prevalent. Thus, tastes for variety and the ability to differentiate products provide a powerful explanation for IIT.

**Increasing returns to scale.** IIT associated with product differentiation is considerably reinforced by the existence of scale economies. We developed numerous perspectives on scale economies and trade in Chapter 12. For our present purposes, we simply reiterate the fact that if industries in each
country tend to produce a relatively small range of differentiated goods, each subject to increasing returns, the result will be substantial two-way trade at lower costs. It is inefficient for each country to produce an entire set of models of automobiles and trucks, for example, if some models can be obtained from other countries. Thus, each automobile industry in the United States, Canada, Germany, France, the United Kingdom, Japan, and Korea produces a subset of differentiated models at relatively low cost. Indeed, in nearly any manufactured product for which scale economies are potentially important, the combination of increasing returns and product differentiation leads to significant IIT. Finally, note that increasing returns clearly expand the likelihood that a nation will export goods for which it has strong domestic demand.

A Unified Model of Trade

Many of the various elements that we have analyzed in this and the preceding chapter can easily be combined into a model that helps explain the stylized facts that motivated our discussion: the apparently large volume of trade among the industrialized countries relative to trade between the industrialized countries and the developing countries, and the existence of IIT in manufactured goods.

Suppose that there are two goods, food and manufactures, and that food is labor-intensive while manufactures are capital-intensive. Assume that food has a high minimum-consumption requirement (implying a low income elasticity of demand), whereas manufactures have no minimum-consumption requirement (implying a high income elasticity of demand). Let there be two blocks of countries, a capital-abundant “North” and a labor-abundant “South.” (These titles, which are used commonly in international economics, are meant to distinguish the industrialized, higher-income nations from the developing, lower-income nations.) The North will be relatively specialized in producing manufactures because of its capital abundance, as suggested by the factor-proportions theory. Suppose also that the countries of the North have higher per capita incomes, which is the result when ownership of capital is spread uniformly over laborers. Countries of the North will therefore consume relatively more manufactures because of their higher incomes. In contrast, the labor-abundant South will be relatively specialized in both producing food, because it is labor-intensive, and consuming food, because of the lower per capita incomes. If there were no taste biases, the South would export food and the North would export manufactures exactly as predicted by the Heckscher-Ohlin theorem. However, the consumption biases mean that the level of North-South trade in food for manufactures will be reduced below what it would be in a Heckscher-Ohlin world. The consumption bias in each region toward its own export good reduces both imports and exports.

Assume finally that manufactures are not a homogeneous good but a collection of differentiated manufactured goods, as discussed earlier. With increasing returns in each product, each manufacturing firm will produce a somewhat unique good and sell it to consumers in all the countries that make up the industrial North. This is intra-industry trade because these countries are simultaneously importing and exporting similar manufactured goods to one another. In the North, the taste bias toward manufactures due to the high per capita income now actually increases the amount of intra-industry trade among the northern countries. Relative to a Heckscher-Ohlin world with homogeneous tastes, the northern manufacturing firms switch exports from the South, where demand is low due to low per capita incomes, to other northern countries where demand is conversely high. Thus, nonhomogeneous demand leads to a decrease in North-South trade and to an increase in IIT among the northern industrialized countries. These are the stylized facts that were to be explained. We should note that while this model is most useful from the standpoint of economic realism, it makes the assumption that there is a strong positive correlation between capital intensity in production and a high income elasticity of demand in consumption. This assumption, which seems reasonable on some grounds, has not yet been supported by conclusive, empirical evidence.

13.5 THEORIES OF TRADE BASED ON DYNAMIC CYCLES

We turn next to issues of dynamic changes in trade patterns. During the 1960s and perhaps earlier, some international trade economists observed that the pattern of trade in the world had undergone a gradual shift during the 20th century. The change seemed to be particularly pronounced with respect to the manufactured exports of some developed countries. It was noted that while numerous goods were originally developed and produced in the United States, the location of their production often shifted subsequently to Europe and then to developing countries, only to be replaced by a new generation of products in the United States. This gradual and systematic pattern of change seemed to call for a new theory of international trade that could account for the dynamic introduction of new goods and the movement over time in comparative advantage toward the developing countries as the new goods advanced in age.

The Life Cycle for New Products

Several economists developed informal theories of this process as related to new products, though they attempted to relate it to notions of underlying comparative advantage. Raymond Vernon was the first to construct an explicit product cycle hypothesis. In this view, a product goes through a full life cycle from innovation to standardization. Vernon's conception of the innovative stage of the cycle borrowed ideas from the Linder hypothesis, though there is nothing particularly dynamic (having to do with changes over time) in Linder's analysis. Consider a product such as a personal computer (PC). At some point, entrepreneurs in some high-income country, such as the United States, Germany, or Japan, decide that potential demand
has risen to the point where PCs can be profitably introduced. High incomes are again important to the extent that new products are income-elastic in demand. It is also important for demand in the innovating country to be fairly price-elastic for the new good, in order for the firm to be able to earn some (at least temporary) profits as it refines the production technique. Thus, demand patterns are again central to the theory.

Production of the computers initially occurs in the home market where there is easy communication between factory managers and sales personnel. This localized production, according to Linder and Vernon, is necessary in order to facilitate critical revisions of the PC and of the technology for producing it. Such revisions to the innovative product can benefit from customer comments, while providing repair services is easier in local markets. Exports to other high-income countries are expected to begin within a relatively short time as consumers in those countries recognize the existence of the PC. An increasing proportion of domestic output will likely be exported to other countries as their incomes grow.

The second phase, often called the *mature stage* of a product cycle, occurs when the technology for producing the good has become fairly stable, and demand in other high-income and middle-income countries has risen to the point where entrepreneurs there find it profitable to begin production themselves. After all, they have the advantages of lower transport costs and local communication, while the limited need for additional technical change in the personal computer has diminished. Such production could come about through several mechanisms. First, the firm that innovated the PC could undertake foreign direct investment in factories in Western Europe and countries such as Canada, Australia, and even South Korea or Taiwan. Indeed, the product cycle model provides one hypothesis about why firms engage in foreign direct investment. Second, local firms in these countries could begin production of the new good under licensing arrangements with the innovating firm. Finally, firms in this other countries might develop a competing product with similar characteristics, such as a PC with more memory or improved graphics capabilities. After some time it might well be that these firms begin exporting the PC and its substitutes back to the original innovating country. One reason is that they might have lower costs of production because of the lower wage rates in their economies, an explanation of particular relevance to, say, Taiwan. These producers might also gain scale economies and production expertise as they penetrate markets in the innovating nation. Also important is that firms in the innovating country will have moved on to develop newer versions of the good and will have begun scaling back production of the older PC model.

The third phase of the product cycle, often called the *standardized stage*, occurs when production of the original PC becomes routine and labor-intensive. Note that by this stage, demand for the product is likely to have become much less price-elastic because consumers have come to understand how the product works and numerous competing products have been introduced. In this final phase, production is likely to move to the low-wage developing countries through foreign direct investment, as there is relatively little local ability in those countries to develop competing products. Such production is capable of servicing markets in North America, Japan, and Western Europe so that the original producers are now in the position of import competitors. The process could even continue to the point where the original producers are driven out of the market entirely.

However, disappearance of the innovating firms is unlikely. As the last phase of the product cycle approaches, our example PC firm has been developing and exporting newer products such as work stations or supercomputers. There is a continuous introduction of new products, each of which may be expected to go through a similar life cycle. As a second example, color television receivers were first developed decades ago by American firms. However, Japanese and European televisions began soon thereafter to compete with North American firms and eventually dominated the North American market. Currently, most television sets sold in the United States are produced in developing countries, such as Mexico, under license to U.S., Japanese, and European firms. However, North American electronics firms have moved on to other products and are competing with firms in Japan to be the first to introduce commercially successful high-definition television receivers.

Another example might be textile production. During the early nineteenth century, Great Britain had a large share of the world export market in high-quality woven textiles. As the century progressed, many of Britain’s export markets were lost to new producers in North America and Europe. By the middle of the twentieth century, these countries were in turn losing sales to producers in Japan. The Japanese began to experience cost increases in the 1960s, and production began to shift to countries such as Korea, Taiwan, and Mexico. By this time the Europeans, North Americans, and Japanese were beginning to specialize in new products, such as sophisticated textile materials, that may someday also be produced largely by developing countries.

### The Life Cycle for New Technologies

It seems useful to distinguish between new products, on the one hand, and new technologies as embodied in production processes (such as steelmaking) or new producers’ goods (such as machinery) on the other hand. The product cycle previously described tends to focus on final consumption goods. Yet it seems likely that there is a closely related phenomenon with respect to production technology, which we might call the *technology cycle*. Techniques of production and various types of machinery often seem to follow a cycle from development and use in the advanced countries to eventual use in developing countries. Such a phenomenon is of interest because production technologies and producers’ goods are important exports of the industrialized nations.

A simple theory of a technology cycle begins with the observation that the industrialized nations are high-income and high-wage countries.
High wages create a strong incentive to invest in labor-saving production technology, because the payoff to a new innovation is the number of worker hours saved, times the wage rate. The industrialized nations are thus the leaders in the development of new technology. This new technology improves productivity and tends to lead to further wage increases. Indeed, it would be very difficult to decide whether the development of new technology stimulates wage increases or vice versa. Presumably the causality runs both ways.

In any case, beginning with the observation of continuous technological development and wage increases, we can postulate a technology cycle similar to the product cycle. In the first phase, a new technology, such as a piece of textile machinery, is developed in an industrialized country. This machine is used for production in the innovating country or in other high-wage developed nations. It is not exported to developing countries because its use would make production there inappropriately capital-intensive. As time passes, wages rise in the developed countries to the point where the textile machine no longer permits profitable production. Simultaneously, incomes in some developing nations rise to the point where use of the machine is justified for foreign production. The machine becomes an export of the industrialized country. In later stages of the cycle the machine may, in fact, be produced abroad.

To the best of our knowledge, this phenomenon is not well-researched and should thus be regarded as somewhat speculative at this point. Yet it does seem to offer a potentially important hypothesis about the direction of trade in technology and production equipment. As noted, however, a satisfactory theory must deal with the simultaneous causality between technical change and high per capita income.

Some Implications of Cycle Models

It is important to understand the implications of this continuous process of product and technology development and production relocation. There are basically two forces in operation here: the innovation of new goods and technologies and the international diffusion of information about how to produce them. As demonstrated in theoretical analyses by Paul Krugman and David Dollar, these forces set up a potential conflict between the interests of the advanced, innovative countries (the “North” in our earlier terminology) and those of the developing nations (the “South”). The introduction of new goods helps satisfy the tastes for variety that consumers in all countries share in these models. However, production of these new goods is at first feasible only in the North because only firms in that region have the technical knowledge required. This gives Northern firms a temporary monopoly, which is translated into higher wages for northern workers. Thus, new products raise welfare for northern workers through higher wages and more consumption variety. The faster the rate of innovation, the greater the gain in utility for the North. In these models, new products also raise welfare for southern workers because the variety gains outweigh the higher costs of new goods associated with the premium wages. In general, of course, this may not be true, and the monopoly costs could be larger.

The existence of lower wages in the South sets up an incentive to transfer technological information about production to the South, where production costs would be reduced. However, when technology is diffused in this fashion, the Northern monopoly disappears. Thus, technology transfer raises the welfare of southern workers through higher wages but lowers the welfare of northern workers by reducing their wages (though prices also decline). If rates of technology transfer are quite rapid in comparison with rates of new product development, relative wages may converge. In this sense, Northern countries may have an incentive to erect barriers, such as patents, to free transfer of technology.

While these models are highly stylized, they do point out important features of the world economy. Advanced countries like the United States, Canada, and Japan have high wages due in part to their highly innovative economies. An important component of maintaining high incomes is the need for continuous product and technology innovation through research and development expenditures, assisted by the maintenance of a technically skilled labor force. At the same time, the transfer of new technologies is crucial for raising incomes in the developing countries. Indeed, some countries may find themselves rapidly climbing a “technology ladder” from the production of standardized goods to product innovation. Japan has passed through this process, and Korea, Taiwan, Singapore, and Hong Kong appear to be doing the same now. Other countries, such as Thailand and Indonesia, quickly take their places at the lower end of the ladder. These dynamic processes are a key determinant of global economic growth, but they do put a burden on the wealthy countries to engage in continuous innovation. Failing this, the developed countries could be tempted to erect barriers to imports from the poorer countries, an observation that seems to be increasingly consistent with actual trade policies.

13.6 CYCLE MODELS AND COMPARATIVE ADVANTAGE

At first glance, these dynamic theories seem to stand in stark contrast to our earlier discussions about the determinants of trade. Although the earlier discussions suggested a stable pattern of trade based on patterns of comparative advantage, returns to scale, and so on, the dynamic theories seem to suggest a continuously shifting pattern of trade, at least for manufactured goods. Are we forced to choose between two irreconcilable approaches?

Much of the apparent conflict disappears if we think of goods as being composed of a number of characteristics. For new goods, the standard Heckscher-Ohlin effects of labor or capital intensity are relatively unimportant in comparison with issues such as engineering inputs, shifting technical specifications, and experimentation in use. As products mature, however, we usually observe a relatively stable pattern of trade emerging in product characteristics associated with more traditional factors. Indeed, whether a mature product is produced with stable technologies that
are labor-intensive (say, television production) or capital-intensive (say, steel plate production) determines the type of countries that will export back to the innovating nations. Similarly, even though the particular goods being produced in a country may continually change, the underlying characteristic of goods exported from a particular country will remain largely the same, as long as that country remains in a similar position relative to others in terms of its wages and its capacity for product and technology innovation. The product-cycle theory suggests that we should find the wealthiest nations specializing in new consumer goods that cater to high-income tastes. These nations should be observed to produce and export new capital-intensive, or labor-saving, equipment and technologies. If the types of product characteristics embodied in a nation's exports are in turn systematically related to the determinants of trade discussed earlier, including factor endowments, scale economies, and nonhomogeneous tastes, then the product-cycle approach may not, in fact, be that different after all.

Several reservations can be expressed about the cycle theories. As we have just mentioned, it may be that the cycle theories are actually not very distinctive after all, if we think of countries as trading the characteristics embodied in goods rather than the goods themselves. Instead of viewing the United States as having moved from exporting radios to televisions to home computers, perhaps we should think of the United States as exporting sophisticated electronic goods, "sophisticated" being defined relative to the period in question.

Second, although incentives for product innovation and imitation remain as strong as ever, changes in the world economy may have shrunk the length of typical product and technology cycles so much that the model has limited empirical validity. This is largely because the product cycle theory as developed in the 1960s significantly underestimated the ability of multinational enterprises to move production abroad at a low cost. As we noted earlier, the theory relies on the assumption that a new product must initially be produced at home in order to allow easy communication among engineers, plant managers, and sales personnel. In an era of increasingly sophisticated multinational firms, this communication problem has become less of a constraint. Firms may quickly transfer the production of a new product to the location that offers the most attractive factor prices. But in this case, production is determined by the traditional determinants of comparative advantage. We should also point out that in recent years, changes in global production techniques have tended to de-emphasize traditional mass-production techniques in many high-technology sectors in favor of more flexible manufacturing methods pioneered by Japanese firms. Where such techniques are prevalent, we would expect to see much less shifting of production and comparative advantage to low-wage countries than we saw in the 1970s.

A final reservation about the cycle theories is that they are largely partial-equilibrium explanations of trade and are stated in such a way that it is difficult to understand the nature of causality. They seem to assert that high per capita incomes cause the development of new products and technologies. But, as we noted previously, it would be equally valid to assert that new technologies cause high incomes. Until this type of problem can be fully worked out, the cycle models will have to be regarded as incomplete. A satisfactory model should give a complete or general equilibrium description of the economy, rather than treating the level of income as exogenous. In the last ten years, economists have begun to develop such models, in which growth in income levels and incentives for product innovation are endogenously determined as a result of variables such as initial factor endowments, tax and tariff rates, and economies of scale.14 Interestingly, in these so-called "new growth models," international trade is as much a spur to further innovation as it is the result of underlying demand and supply factors in static models.

13.7 CONCLUDING REMARKS

In this chapter we have examined several ways in which demand influences international trade, and we have considered simple theories of dynamic technical change and trade. Our main conclusions may be stated as follows.

1. Demand differs across countries both because people have different tastes and because demands depend on per capita income when tastes are identical but nonhomogeneous. Empirical studies of demand tend to strongly reject the hypothesis of homogeneity, as we will discuss again in the next chapter. In these relatively simple specifications of demand patterns, countries tend to import the goods for which they have the strongest preferences.

2. Differences in demand caused by differences in per capita income are a cornerstone of the Linder hypothesis. This model has other elements, such as the role of entrepreneurs in developing new products, but per capita income is central to the implications of the models for international trade questions. A country can export only those products for which an entrepreneur has perceived and filled a domestic demand. Thus, trade in manufactures is most prevalent among developed countries, which have similar tastes because of similar per capita incomes.

3. The existence of some intra-industry trade is due to the categorization of industries for purposes of reporting trade data. Some of it is due to transport costs in conjunction with localized markets that spill over national borders. Most importantly, however, ITT is the result of preferences for product variety in conjunction with economies of scale.

4. These factors may be combined with the notion of nonhomogeneous preferences and factor endowments into a unified model that explains the prevalence of trade in differentiated manufactures among developed countries and the prevalence of inter-industry trade between developed countries and developing countries.

5. The product-cycle model also depends heavily on differences in demand associated with per capita income. Fundamentally, the cycle models
are useful in understanding the importance of product and technology innovation and international diffusion. These processes have important influences on incomes in different nations.

6. The cycle models may be criticized on numerous grounds. A more satisfactory dynamic theory of trade awaits further development of models that capture the mutual dependence of technical change and per capita income.

PROBLEMS

1. Suppose in Fig. 13.2 that over time, tastes in Country H shift toward commodity X. How will this affect welfare in the two countries? How will relative and real factor rewards be affected?
2. In Fig. 13.2, how is the volume of trade affected by the degree of differences in tastes between the two countries?
3. In Fig. 13.3, show that trade disappears as the minimum consumption requirement for Y goes to zero.
4. Try to think of several products that have undergone cycles. What are the underlying characteristics of the products in question?
5. Using the Linder hypothesis as applied to the product cycle, explain why the United States was a leader in the development and export of automobiles. Explain why high-quality hockey skates were first produced in Canada.
6. In which ways is the product-cycle model inconsistent with the Heckscher-Ohlin model? In which ways are the two consistent?
7. How would you use the product-cycle model to help explain the existence of IT?

NOTES

1. Our review in the next chapter of empirical work in trade considers one such study, the results of which suggest that demand differences do indeed play an important role.
3. Deeper analysis of trade and economic growth will be presented in Part Four.
4. Interested readers are referred to Greenaway and Milner (1988). We also provide further commentary on the empirical importance of IT in the next chapter.
5. In fact, this process is encouraged by certain provisions of U.S. and Mexican trade policy. Under U.S. law, only the value added by workers in Mexico is subject to import taxes when the final goods are shipped back. These policies will be phased out under the terms of the North American Free Trade Agreement.
6. Readers should not infer from this that increases in transport costs would expand IT. Rather, higher transport costs tend to diminish all trade flows. However, we do observe two-way trade in particular products with significant shipping costs.
7. It is also possible to develop models of IT in homogeneous products manufactured under increasing returns. Recall from Chapter 12, for example, that if two identical firms produce the same goods monopolistically in autarky in two countries, the introduction of free trade would lower prices in a Cournot-Nash equilibrium through the threat of two-way trade or cross-penetration of each other's markets. However, in the equilibrium, there could be IT if there were no transport costs. Such "cross-hauling" is possible even in the presence of transport costs if the firms engage in "reciprocal dumping" or charging lower prices in export markets than at home, as shown by Brander and Krugman (1983).
8. This model is based on the formal theory developed by Markusen (1986). Important elements of this theory were also advanced by Krugman (1980).
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prices across countries. Autarky, or the absence of any trade, is virtually an unobservable situation, and available data would be influenced by international trade. Thus, economists resorted to indirect means of testing trade theories based on observable variables.

A second problem is that to establish theoretical statements about trade, economists make numerous simplifying assumptions that cannot be true under all realistic circumstances. Thus, even in cases where it is possible to translate our theories into equations that embody observable variables, these equations cannot be expected to hold literally or without error. Accordingly, because they cannot fully test trade theories, empirical trade analysts must pose a simpler question: "How closely do actual trade data correspond to the levels predicted by various trade theories?" Given this constraint, empirical work consists largely of measurement and judgment rather than precise testing.²

A third point is that our various international trade theories should not be seen as competing hypotheses. Rather, each theory tends to focus on a particular aspect of national economies that is expected to induce trade. In principle, each of these influences operates simultaneously, both alone and in conjunction with the others, to explain the pattern and volume of trade. The task for empirical economists, therefore, is to assess the relative importance of various trade determinants.

Despite these problems, economists have made great progress in studying the effects of various influences on the patterns of international trade. It is well worth examining some of the important work on the determinants of comparative advantage. One reason for considering this work is that it has caused some trade theorists to reconsider their models in light of new empirical regularities discovered in trade data. A second reason is that, whatever their methodological shortcomings, our empirical studies have resulted in a large body of evidence that is highly suggestive of the importance of varying determinants of trade. Finally, as our theories have suggested, understanding the sources of international trade is critically important in evaluating the relationships between trade and such significant issues as income distribution, market structure, and technology. In turn, empirical work can be used to inform the decisions of governments making trade policy.

14.2 THE GAINS FROM TRADE

With few exceptions, our models point strongly to the conclusion that a country in a state of free trade likely enjoys substantially higher welfare than it would in isolation. This view was perhaps most apparent in the Classical and Heckscher-Ohlin models, in which the ability to trade at world prices allowed nations to specialize their resources along the lines of comparative advantage and allowed consumers to avail themselves of cheaper import prices. Additional gains from trade came from rationalization of industry, greater economies of scale, improved quality, and enhanced competition.
As mentioned earlier, it is difficult to test for the existence of gains from trade because of the absence of autarky data. Economists often appeal to an obvious point in claiming that there are such gains: countries could presumably refuse to trade if they chose to isolate themselves to be better off in a regime of open trade than in isolation, which was the basic point of Chapter 5. Of course, we must recall that free trade may still redistribute income, making some individuals worse off and some better off, so that some scheme of compensatory payments to the losers must be potentially available.

In practical terms, it is not difficult to see the wisdom in the view that free trade is superior to autarky, because a policy of self-sufficiency is generally no more sensible for a country than it is for an individual. If a small economy, such as that in Hong Kong or Switzerland, attempted to meet all its needs for food, machinery, steel, and the like through domestic production alone, success would come only at high costs, tending to impoverish the nation.

This powerful statement is supported by historical evidence in a fascinating study by Richard Huber. Japan moved from a position of virtual autarky in 1858 (the end of its feudal period) to one of nearly free trade in the 1870s after the Meiji Restoration. The effects on the Japanese economy were dramatic. In this period, foreign trade rose from a negligible percentage of national income to perhaps 7 percent. In autarky Japan needed to produce both primary goods and manufactures. Japan was especially inefficient in the production of the latter; in order to sustain production of iron bars, for example, the price of that commodity relative to tea was some 9 times the corresponding relative price in London. Once trade began, the prices of tea and silk, Japan’s primary export goods, rose dramatically toward world levels. Similarly, the relative prices of import goods fell sharply as Japanese consumers and firms took advantage of lower foreign costs. Overall, Huber calculated that by the 1870s, Japan’s terms of trade had improved by 340 percent. This change, in conjunction with access to better foreign technologies, expanded Japanese real national income by as much as 85 percent in 15 years.

The Japanese example is unique perhaps only in providing an opportunity to study a transition from autarky to open trade. Economists point to a more recent body of evidence, however, that suggests that developing economies that are open to trade undergo economic transformation and growth more rapidly than those developing countries that are relatively inward-looking and protectionist. Numerous studies have shown that, since the 1960s, the export-oriented economies of Asia, such as Korea, Hong Kong, Taiwan, and Singapore, have performed markedly better than countries in Latin America and Africa. The key difference is that the former countries have generally exposed their industries to competition at world relative price levels, while the latter nations have sustained relative prices that do not correlate well with comparative advantage. Substantial debate continues among economists over the conclusiveness of such comparisons. However, there seems little question that the more open economies have raised their levels of per-capita income relative to the other countries. This fact suggests that the existence of pervasive barriers to trade tends to prevent nations from achieving full gains from trade.

14.3 TESTS OF THE RICARDIAN MODEL

Most empirical work has focused on the predictions of particular models rather than on the broader question of the gains from trade. The Ricardian model, for example, rests on the assumption of different technologies in different countries, generating varying labor productivities. These labor productivities determine comparative advantage. Tests of the model attempt to find relationships between relative labor productivity and international trade flows.

Note that the sharpest prediction of the theory, that countries are specialized in the goods they export, may be rejected in practice. With few exceptions, countries also produce the goods they import and a host of nontraded goods. Nonetheless, it is interesting to examine how strongly differences in labor efficiency correlate with exports. The pioneering work was done in the 1950s by G. MacDougall, who computed simple measures of average labor productivity in the United States and the United Kingdom for the year 1837. He hypothesized that, given that the American wage rate at that time was approximately twice that in Britain, U.S. firms should have an export advantage in manufacturing sectors for which U.S. labor productivity exceeded twice the level in the U.K. He tested this notion by calculating the ratios of U.S. exports to U.K. exports of 25 products to countries other than themselves. MacDougall considered only trade with third countries because trade barriers greatly influenced bilateral trade between the United States and the United Kingdom. However, exporters in both countries faced largely equivalent market conditions in other countries and could compete on an equal footing. MacDougall’s test results were supportive of the Ricardian model. Twenty of the 25 products satisfied the simple prediction that, in cases where U.S. productivity exceeded twice the U.K. level, the ratio of U.S. exports to U.K. exports exceeded one, while in other cases the ratio was less than unity.

A fuller examination along these lines was performed by Robert Stern, who compared American and British trade in 1950 and 1959. By 1950, average U.S. wages were approximately 3.4 times the average U.K. wages, suggesting that the ratio of American to British exports would be greater than unity in sectors where the ratio of outputs per worker exceeded 3.4 and less than unity in other cases. Of the 39 sectors considered, 33 conformed to this prediction in 1950, with the relationship becoming somewhat weaker by 1959. The results for the 1950 data suggested that a 1-percent increase in the ratio of labor productivities was associated with a 1.27 percent percent rise in the export ratio.
These two studies seemed to provide encouraging support for the Ricardian model. In fact, it is surprising that economists have not devoted much additional effort to such analysis in order to verify more conclusively that labor productivity differences constitute an important determinant of international trade. However, in interpreting these results, we must keep two important caveats in mind. First, the empirical specifications were exceedingly simple and did not control for the potential effects of other determinants of trade, such as transport costs, imperfect competition, and product differentiation. Second, the results found by MacDougall and Stern are consistent with other trade theories as well. For example, it is easy to show that in a world where trade is caused by differences in factor endowments but where factor prices are not equalized, the relative productivity of labor will tend to be higher in capital-abundant countries. Accordingly, the results may have simply captured the effects of trade of American capital abundance and British labor abundance in that period.

14.4 TESTS OF THE HECKSCHER-OHLIN MODEL

Recall that the Heckscher-Ohlin model makes a series of strong assumptions in order to isolate the effects of different relative factor endowments on trade between two countries. These assumptions include identical technologies with constant returns to scale, perfect competition, the absence of factor-intensity reversals, identical and homogeneous preferences, the absence of international factor migration, and the absence of impediments to trade. Again, it is obvious that this set of assumptions does not hold in reality and that the predictions of the model cannot be expected to hold literally. The task is to assess the significance of endowment differences in explaining trade patterns. This complicated subject occupies our discussion in this section.

The Leontief Paradox

As we mentioned in Chapter 8, the Heckscher-Ohlin model is incapable of predicting that any country will export a particular good when there are more goods than factors. For example, the more capital-abundant country may not export the most capital-intensive good when there are three commodities. However, the implicit international trade in factor services must obey the Heckscher-Ohlin theorem. That is, with two factors and two or more goods, the capital-abundant country will find that its bundle of exports is more capital-intensive than its bundle of imports.

This theorem on the factor content of trade was first examined by Wassily Leontief in perhaps the most famous empirical study in economics. Leontief had greatly aided the American planning efforts in World War II by developing a technique of accounting for all the inputs required in the production of GNP. This technique, called input-output analysis, recognizes that the production of, say, an automobile requires primary inputs, such as capital and labor, in addition to intermediate inputs, such as steel, paint, glass, and the like. The prior production of these latter inputs also requires capital and labor in addition to other intermediate inputs, which in turn require capital and labor, and so on. Leontief developed a method for assembling these various inputs into an input-output table that could be used to compute the total labor and capital embodied in production of any bundle of goods.

An obvious application was to discover how much capital and labor were required to produce U.S. exports in comparison with U.S. imports. Note that an immediate methodological problem arises. While it is sensible to use an American input-output table to compute the factor contents of U.S. exports, a computation of the factor contents of U.S. imports would require detailed and consistent data on production techniques in all foreign trading partners. This was not feasible for Leontief, so he calculated the capital and labor required to produce U.S. goods that are similar to (or compete with) American imports. This procedure is theoretically valid under either of two conditions. First, if the factor-endowments model holds and international factor prices are equalized, each country shares the same techniques of production, and using the U.S. table will not bias the import computations. Second, if production functions exhibit fixed coefficients, or a constant ratio of capital to labor regardless of the factor-price ratio, use of the U.S. techniques similarly captures foreign production methods adequately. Leontief chose the latter condition.

Leontief calculated the capital and labor requirements in the production of a representative bundle of $1 million worth of both exports and import-competing goods in 1947. In that year the United States was unquestionably the most capital-abundant nation in the world and was certainly capital-abundant and labor-scarce relative to the rest of the world. Thus, the expectation was that exports were capital-intensive. Nevertheless, Leontief discovered that the capital-labor ratio in U.S. imports exceeded that in U.S. exports by some 23 percent. This unexpected outcome has been termed the Leontief paradox.

Leontief's famous result caused great surprise among economists schooled in the Heckscher-Ohlin tradition. Leontief himself was puzzled by the finding and asserted that the issue was really one of measurement. In particular, his belief was that, because of superior education and training in conjunction with better management techniques, American labor was perhaps three times more productive than foreign labor. Thus, in effective labor units, the United States was really labor-abundant. While this view anticipated later thinking about labor skills, it was ad hoc and unconvincing of the time. The three-to-one ratio suggested by Leontief was not predicated on a careful evaluation of labor efficiency throughout the world; it was simply the ratio required to get the "expected" result. In fact, there is little evidence that this huge superiority in U.S. labor ever existed, even in
the early 1950s. Moreover, to the extent that labor was enhanced by better American management or entrepreneurship, we would expect the relative productivity of capital to be enhanced as well.

Numerous attempts have been made to verify Leontief’s results, with mixed results. Because the United States may have been an unusual country, similar computations have been made for other countries with all manner of endowments, incomes, and market structures. In some cases, the results of these studies were consistent with expectations under the endowment model. For example, Peter Heller demonstrated that Japan’s international trade in the 1960s followed an interesting dual structure. Japan’s exports to less-developed nations were capital-intensive, and its imports were labor-intensive, while its exports to more-developed nations were relatively labor-intensive in comparison with imports. In many other studies, however, the results seemed to contradict the Heckscher-Ohlin theorem. Geographically, then, the Leontief paradox is not an isolated event.

A more compelling objection was that 1947 was not a very appropriate year for testing the endowment theory. The model relies on the specification of a long-run equilibrium without market distortions. It can hardly be argued that the economies of Europe and Japan were in an equilibrium in 1947; rather, they were beginning a process of rapid dynamic adjustment in production and factor supplies. Robert Baldwin recomputed Leontief’s ratios for the United States using the 1958 input-output table and 1962 international trade data, with the result that the paradox was still strongly in evidence. However, the analysis by Robert Stern and Keith Maskus showed that by 1972, American exports had become capital-intensive relative to imports. Thus, the paradox may have been reversed by the 1970s. Even so, there remains the puzzling fact noted by Harry Bowen that in the post-War period, American relative capital abundance seems to have declined. It is unclear how the relative capital intensity of exports could have risen in that context.

Alternative Explanations for the Paradox

A more revealing line of objections to Leontief’s finding has come from noting that the assumptions of the Heckscher-Ohlin model are too strict to be believed. Indeed, the most enduring and valuable outcome of the debate over the Leontief paradox is that it stimulated trade theorists to think more fully about the implications of departures from those assumptions.

For example, it is possible that the international structure of trade barriers could partially explain Leontief’s result. Our analysis of the endowment model showed that free trade would lower the real incomes of each country’s scarce factor, providing an incentive for that factor to lobby for import protection. Thus, the United States might be expected to have high trade barriers to labor-intensive imports, and some foreign countries might erect restrictions on capital-intensive imports. These policies could reduce

the levels of trade below those expected from endowment-based comparative advantage. (Recall that trade restrictions cannot overturn comparative advantage altogether unless there are significant subsidies paid to exporting and importing the “wrong” commodities.) While this possibility is surely important, it has proved most difficult to test conclusively because tariffs have complicated effects across sectors in general equilibrium.

Another possibility is that preferences across countries differ rather than being identical and homogeneous. Certainly, if there are significant taste biases in the sense that some countries have strong preferences for goods in which they would otherwise have a comparative advantage, the pattern of trade could be reversed. We noted in the last chapter that consumption patterns do vary markedly across nations. As we discuss later, this fact seems to help explain a significant share of world trade.

Another important possibility is that countries do not share access to identical technologies. This observation is at the core of the product-cycle model and related ideas about trade in a more dynamic context. The issue here is that trade data for a particular year may not reflect a long-run, static equilibrium so much as a short-run, dynamic transition under varying technologies. In the product cycle, for example, American exports of new goods may seem to be labor-intensive when, in reality, they make relatively heavy use of new technological information through the employment of highly skilled, technical labor inputs such as engineers and scientists.

The most substantive objection to Leontief’s procedure is simply that it is inadequate to suppose that there are only two primary factors of production, capital, and labor, in the world. Various forms of land and natural resources also serve as sources of comparative advantage. Indeed, these may be the most relevant factors for the Heckscher-Ohlin model because they are internationally immobile. Further, physical capital and labor exist in different forms. We should not expect the average worker in higher-income countries to share identical productivity characteristics with the average worker in lower-income countries. Rather, national labor forces consist of different endowments of laborers of various skills, with skills being higher in countries that invest more in education and training.

Because acquiring new skills often involves a lengthy investment process, it is reasonable to suppose that laborers of widely varying skills do constitute different endowments. For this reason, laborers are often distinguished by their human capital, or accumulated investments in education and training.

Regarding natural resources, Jaroslav Vanek made the observation that the Leontief paradox is consistent with the possibility that the United States was abundant in capital and labor but scarce in natural resources, such as oil, the extraction of which is quite capital-intensive, as we indicated in Chapter 6. Thus, in the act of importing scarce natural-resource services, the United States was implicitly importing the services of capital as well. Some empirical economists accounted for this possibility in their work by excluding certain natural-resource-intensive products from their
computations. In the study by Stern and Maskus, for example, this exclusion reinforced their finding that the Leontief paradox was reversed in 1972. In general, relative supplies of land and natural resources clearly affect world trade patterns. The United States and Canada are both large net exporters of agricultural commodities, while Canada also exports the services of energy and minerals. In contrast, Japan, Hong Kong, and Singapore are extremely scarce in such resources, and their imports are dominated by oil, raw materials, and food.

With respect to labor skills, Donald Keesing was the first to show that a disaggregation of U.S. labor by skill type was important in explaining the factor contents of trade. American net exports were clearly intensive in highly skilled laborers, such as professional workers. This finding has proved to hold strongly in examinations of other data sets and definitions of human capital. Most trade economists agree that a fundamental determinant of U.S. comparative advantage is a relatively abundant supply of highly-skilled labor. This finding explains the fact that average wages in American export sectors are markedly higher than average wages in import-competing sectors. This is true of other developed nations as well.

These observations were important in spurring additional theoretical research, especially in terms of the product cycle and related ideas. However, the role of additional factors is properly incorporated into the factor-endowments model only through the factor-content (or HOV) theorem, which we discussed in Chapter 8. We simply state the mathematical result here, because it is useful in motivating subsequent discussion, and we refer interested readers to an article by Edward Leamer for a formal proof. Retain all assumptions of the Heckscher-Ohlin theorem, except allow there to be m factors and n goods, with n ≥ m. For any country j, let s' be its proportion of world income. Finally, let $F^j_1$ and $F^j_m$ denote the endowments of factor i for country j and the world, respectively. Let us define a ranking of factor abundance and scarcity for country j by virtue of its share of world endowments of each factor:

$$(F^j_1 / F^j_1) > (F^j_2 / F^j_2) > \cdots > (F^j_i / F^j_i) > \cdots > (F^j_m / F^j_m) > s'$$. \hspace{1cm} (14.1)

Under the HOV theorem, country j's consumption share lies somewhere in the middle of this chain, as we have written. It also follows that country j's net exports of the services of any factor are positive if its abundance ranking for that factor lies above the consumption share, and its net exports are negative if its ranking lies below that share. That is, a country exports the services of its abundant factors and imports the services of its scarce factors when factor abundance is measured relative to a global standard. This is the essence of the factor-content theorem.

The practical importance of this theorem is that it can be used to rank a country's factor endowments in terms of their relative abundance as revealed by trade. Indeed, Leamer used Leontief's own data to show that the United States had in fact been revealed to be relatively abundant in capital and scarce in labor with the allowance of more than two factors. Thus, there may never have been a Leontief paradox. Moreover, once these rankings are compiled, they may be compared to actual data on national and world factor endowments as a full test of the HOV theorem. Such tests have been performed for the United States by Keith Maskus and for a collection of countries by Harry Bowen, Edward Leamer, and Leo Sveikauskas. The results of these tests indicate that the rankings of factor abundance revealed by trade data do not convincingly replicate actual endowment rankings, suggesting that the theorem does not hold literally in real-world situations.

Judging the Importance of Factor Endowments in Explaining Trade

Of course, we should not be surprised by the inability of actual data to conform to the rigorous assumptions of the HOV model. These assumptions are made simply to study the theoretical effects of endowment differences on trade in factor services. No one would be surprised to learn that the world is not perfectly competitive and that there exist market distortions, such as taxes and trade barriers. Rather than testing the truth of a theory based on unrealistic assumptions, it is more illuminating to measure how strongly factor endowments seem to affect actual trade flows.

Two statistical approaches to this question have been employed. The first technique is to relate measures of U.S. net exports across manufacturing industries to factor intensities in production. Two studies worth mentioning are one by Robert Baldwin and one by Robert Stern and Keith Maskus. Baldwin found that capital intensity was negatively related to net exports, another version of the Leontief paradox, but that human capital was positively associated with net exports. Stern and Maskus demonstrated that over the last few decades, U.S. comparative disadvantage became more strongly associated with lower-skilled labor inputs. They further showed the importance of human capital and technological inputs, such as research and development spending, in explaining the structure of U.S. trade. In general, the results from studies of this nature are consistent with economists' beliefs about underlying relative endowments across countries, providing indirect support for the Heckscher-Ohlin theory.

A second approach, developed by Edward Leamer in an important book, is quite close to the spirit of the Heckscher-Ohlin-Vanek model. In that model, if we assume that the numbers of factors and goods are equal, that factors are fully employed and homogeneous in all countries, and that factor prices are equalized internationally, the net exports of any commodity are a (complicated) linear function of the difference between a country's vector of factor supplies and its vector of factor demands. Assuming identical and homothetic tastes, the demand for factors is simply the product of the country's global income share and global factor endowments.
TABLE 14.1
Relative factor endowments, 1975 (percent of world endowments)

<table>
<thead>
<tr>
<th>Factor*</th>
<th>Canada</th>
<th>Fed. Rep. Germany</th>
<th>India</th>
<th>Japan</th>
<th>Mexico</th>
<th>South Korea</th>
<th>U.K.</th>
<th>U.S.</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNP</td>
<td>3.46</td>
<td>9.22</td>
<td>1.99</td>
<td>11.14</td>
<td>1.00</td>
<td>0.47</td>
<td>5.10</td>
<td>32.94</td>
</tr>
<tr>
<td>Capital</td>
<td>2.68</td>
<td>10.28</td>
<td>1.18</td>
<td>14.92</td>
<td>0.70</td>
<td>0.37</td>
<td>4.87</td>
<td>29.36</td>
</tr>
<tr>
<td>Prof. Labor</td>
<td>2.87</td>
<td>6.11</td>
<td>13.47</td>
<td>8.08</td>
<td>1.66</td>
<td>0.70</td>
<td>6.00</td>
<td>24.53</td>
</tr>
<tr>
<td>Lit. Labor</td>
<td>1.74</td>
<td>6.19</td>
<td>12.29</td>
<td>11.95</td>
<td>2.35</td>
<td>1.86</td>
<td>4.77</td>
<td>17.11</td>
</tr>
<tr>
<td>Illit. Labor</td>
<td>0.02</td>
<td>0.07</td>
<td>65.24</td>
<td>0.20</td>
<td>1.30</td>
<td>1.41</td>
<td>0.67</td>
<td>0.15</td>
</tr>
<tr>
<td>Trop. Land</td>
<td>0.00</td>
<td>0.00</td>
<td>9.11</td>
<td>0.00</td>
<td>4.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.14</td>
</tr>
<tr>
<td>Dry Land</td>
<td>2.35</td>
<td>0.00</td>
<td>5.68</td>
<td>0.00</td>
<td>0.24</td>
<td>0.00</td>
<td>0.00</td>
<td>32.44</td>
</tr>
<tr>
<td>Temp. Land</td>
<td>38.03</td>
<td>1.37</td>
<td>1.77</td>
<td>1.91</td>
<td>0.00</td>
<td>0.51</td>
<td>1.25</td>
<td>18.47</td>
</tr>
<tr>
<td>Coal</td>
<td>1.96</td>
<td>10.80</td>
<td>0.49</td>
<td>1.67</td>
<td>0.32</td>
<td>1.35</td>
<td>11.13</td>
<td>50.87</td>
</tr>
<tr>
<td>Minerals</td>
<td>19.06</td>
<td>1.79</td>
<td>3.43</td>
<td>1.89</td>
<td>3.09</td>
<td>0.81</td>
<td>0.98</td>
<td>27.58</td>
</tr>
<tr>
<td>Oil</td>
<td>9.76</td>
<td>1.25</td>
<td>0.73</td>
<td>0.16</td>
<td>1.28</td>
<td>0.00</td>
<td>1.63</td>
<td>58.04</td>
</tr>
</tbody>
</table>


It is possible to use a statistical procedure termed regression analysis to estimate this linear relationship. Regression analysis involves finding the linear equation that most closely fits a set of data that has observations on a dependent variable (here, net exports in each commodity) and one or more explanatory variables (here, national endowments of factors). For each of ten broadly defined commodities, such as raw materials and labor-intensive manufactures, Leamer estimated this relationship using a sample of 47 countries (defined to make up the "world," this sample did cover most of the major trading nations) with measures of 10 factor endowments in 1975. The regression estimates were then taken as measures of the link between endowments and trade.

It is worth mentioning some basic results. Table 14.1 shows computations of relative factor endowments, or shares of each country in the world supply of factors, for selected nations. The entries in the first row are national shares in world GNP, or the s/ terms in our earlier analysis. The remaining rows show each country's share in the world supply of factor endowments. In theory, these may be compared to the GNP shares to measure relative factor abundance. For example, in 1975 Japan had 14.92 percent of the world capital stock, which exceeded its GNP share of 11.14 percent, suggesting that Japan was capital-abundant. Japan was clearly very scarce in land and natural resources. The United States was abundant in dry land, coal, and oil and scarce in lower-skilled labor and tropical land. In fact, the United States was a large net importer of oil, suggesting that its tastes are biased heavily toward oil consumption in comparison with other countries. 19 Canada was abundant in temperate land, minerals, and capital.

India seemed to be scarce in capital and oil but relatively abundant in other factors. The fact that India was well-endowed with so many factors but had a small share of world GNP reflects the very low productivity of inputs there. This suggests that production functions in India were significantly inferior to those in other countries in 1975, in contrast to the Heckscher-Ohlin assumption of identical technologies.

The interesting question is how these endowments relate to trade flows. Leamer's preferred regression estimates of the trade equations are shown in Table 14.2 for selected groupings of commodities. Each entry in the table indicates the change in net exports, in thousands of U.S. dollars, that is estimated to result from a unit increase in the associated endowment. Thus, a $1 million increase in the capital stock of the average country would reduce net exports (or raise net imports) of raw materials by $8,800 and of cereals by $4,300. However, it would increase net imports (or lower net exports) of animal products by $40, of labor-intensive products by $1,000, of capital-intensive products by $16,500, of chemicals by $3,800, and of machinery by $29,100. Readers may verify that the results make good sense. Increases in land and resource supplies tend to expand exports of raw materials and agricultural goods while reducing exports of manufactured goods. Expansions of the stock of literate labor (essentially educated, blue-collar workers) raise net exports of most manufactured goods but reduce net exports of materials and agricultural commodities. Professional labor is a source of comparative advantage for chemicals. Overall, the equations fit the data well; each equation typically explains as much as 50 to 60 percent of the observed trade patterns. The conclusion from this analysis is that

TABLE 14.2
Estimates of the effects of factor endowments on trade, 1975

<table>
<thead>
<tr>
<th>Commodity group*</th>
<th>Raw Mtls</th>
<th>Animal</th>
<th>Cereals</th>
<th>Labor-Int.</th>
<th>Capital-Int.</th>
<th>Chemicals</th>
<th>Machinery</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital</td>
<td>-5.8</td>
<td>0.04</td>
<td>-4.3</td>
<td>1.0</td>
<td>16.5</td>
<td>3.8</td>
<td>29.1</td>
</tr>
<tr>
<td>Prof. labor</td>
<td>30.3</td>
<td>-27.4</td>
<td>946.3</td>
<td>-699.7</td>
<td>-1947.9</td>
<td>481.7</td>
<td>-1177.4</td>
</tr>
<tr>
<td>Lit. labor</td>
<td>-59.4</td>
<td>-17.3</td>
<td>-97.4</td>
<td>78.9</td>
<td>126.7</td>
<td>-53.4</td>
<td>77.7</td>
</tr>
<tr>
<td>Illit. labor</td>
<td>2.5</td>
<td>17.9</td>
<td>-18.8</td>
<td>4.8</td>
<td>39.1</td>
<td>-4.4</td>
<td>8.3</td>
</tr>
<tr>
<td>Trop. land</td>
<td>-0.1</td>
<td>-0.3</td>
<td>2.3</td>
<td>-0.5</td>
<td>-0.8</td>
<td>-0.8</td>
<td>-0.7</td>
</tr>
<tr>
<td>Dry land</td>
<td>-0.3</td>
<td>0.7</td>
<td>1.0</td>
<td>-0.3</td>
<td>-0.3</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td>Temp. land</td>
<td>0.6</td>
<td>7.4</td>
<td>20.6</td>
<td>-3.8</td>
<td>-11.8</td>
<td>-8.5</td>
<td>-19.2</td>
</tr>
<tr>
<td>Coal</td>
<td>0.4</td>
<td>-0.05</td>
<td>0.03</td>
<td>-0.07</td>
<td>-0.08</td>
<td>-0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td>Minerals</td>
<td>1.1</td>
<td>-0.01</td>
<td>-0.01</td>
<td>-0.05</td>
<td>-0.07</td>
<td>-0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td>Oil</td>
<td>0.04</td>
<td>0.03</td>
<td>0.24</td>
<td>-0.04</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.02</td>
</tr>
</tbody>
</table>


*Raw mtl.: raw materials; Animal: animal products; Labor-int.: labor-intensive manufactures; Capital-int.: capital-intensive manufactures. The unit of measurement for each commodity group is $1000. The unit for each type of labor is 1000 workers; for each type of land 1000 hectares; for coal, minerals, and oil $1000; and for capital $1 million.
factor endowments are an extremely important influence on comparative advantage in world trade.\textsuperscript{26}

14.5 PREFERENCES, TECHNOLOGY, AND SCALE ECONOMIES: THE IMPORTANCE OF INTRA-INDUSTRY TRADE

As we have emphasized in this book, there are other theoretical determinants of trade than Ricardian technological differences and variations in factor endowments. Prominent in this discussion have been differences in tastes as in the Linder Hypothesis, dynamic evolution of comparative advantage as in the product-cycle model, and increasing returns to scale and imperfect competition. These views have been subject to considerably less empirical testing than the endowment model. Again, rigorous tests of these ideas are difficult to execute. Nonetheless, we can gain some insights from a brief review of the major studies available. We proceed by considering work that is focused on each issue separately. However, one feature these theoretical notions have in common is that each can serve as an explanation for the existence of intra-industry trade (IIT). We discuss the empirical significance of IIT in the final subsection.

International Preferences

Casual consideration of international trade data would suggest that the Linder hypothesis provides a powerful explanation of trade patterns. As we show later, the bulk of international trade in manufacturing goods takes place among the developed countries, which have similar per capita incomes. Thus, it seems that a regression in which bilateral trade flows are explained by differences in per capita incomes (with the amount of trade rising as incomes grow more similar) should be successful. Indeed, early exercises of this sort consistently found such a correlation. However, countries with similar per capita incomes also tend to be geographically concentrated, such as those in Western Europe. Thus, trade among these countries may be accounted for simply by lower transportation costs. For example, this view is consistent with one explanation of the failure of Japan to engage in as much IIT as other developed countries: Japan is far removed from other industrial markets. One test of this hypothesis is to relate changes in bilateral trade and per capita incomes over time, which holds geographical proximity (and relative transport costs) fixed. Several efforts along these lines have found no clear evidence for the Linder hypothesis.\textsuperscript{21}

One problem with the Linder hypothesis is that it places relatively little theoretical structure on the determinants of trade and therefore provides little guidance to the empirical analyst. A more recent and very promising line of research makes assumptions about the form in which tastes are allowed to differ. As we discussed in Chapter 13, if tastes are quasi-homogeneous, a model may be developed to help explain the observed international variations in the shares of consumption of different goods. We noted earlier that the proportion of income spent on food declines rapidly with the level of per capita income, falling from an average of 50 percent for the poorest countries to 17 percent for the richest countries. Thus, food is clearly a necessity good in economic terms. In contrast, relative expenditures on medical care, transport and communication, and education tend to rise sharply with incomes. Linda Hunter has explored the implications of quasi-homogeneity for trade patterns.\textsuperscript{22} She estimated demand functions for 11 commodity groups across a sample of 34 countries in 1975 based on a particular utility function that implies quasi-homogeneous demand functions. She then "neutralized" the effects of demand differences by forecasting what trade would be if preferences were homogeneous and all markets continued to clear. The difference in these estimates suggests the importance of nonhomogeneity in explaining world trade. Her results suggest that as much of 29 percent of world trade may be caused by nonhomogeneous preferences, with this effect being stronger for higher-income countries. Hunter's approach has been criticized because of the special nature of the underlying utility functions, and her results should not be considered definitive. Nevertheless, the evidence is most intriguing and suggests that empirical analysts should devote more effort to the issue of tastes and trade.

The Product Cycle

The product cycle is an intuitively appealing notion that is supported by substantial anecdotal evidence. For example, virtually any product in the consumer electronics industry, such as color televisions, video recorders, and semiconductors, seems to obey the prescriptions of the model. New innovations in the technologies underlying these products are predominantly developed in the industrial nations while, with little delay, mass production is located in the developing economies. Similar processes seem to characterize chemicals, textiles, and some other goods. Indeed, a number of industry case studies, now rather out of date, have yielded results that support the model.

Despite this fact, generalized testing of the product cycle has been frustrated by contradictory results. Again, a primary difficulty is distinguishing this theory from other possible explanations of trade. One clear example is that in numerous studies of American trade structure, there is a strongly positive correlation between net export strength by industry and the industry's investment in research and development (R&D). This seems to constitute strong indirect evidence for the product-cycle model, except that it is quite possible that R&D spending is simply a surrogate measure for the relative abundance in the United States of technically skilled labor inputs. The latter factor may well be the ultimate source of American comparative
advantage. Further, there always remains an issue of underlying causality—is high R&D spending a determinant of trade or the result of profitable trading opportunities based on other sources of comparative advantage? This question has yet to be answered definitively.

One direct approach to measuring the product-cycle model, pioneered by Gary Hufbauer, is the practice of identifying the first date at which a particular product entered world trade. Countries like the United States might be expected to have strong net export positions in newer goods. This proposition has received only weak support in the literature. More recently, David Audretsch argued that it should be possible to characterize the newness of goods in terms of their underlying production profiles, with global production of a good rising at an increasing rate for innovative goods and remaining fairly stable for standardized goods. His correlations concurred somewhat with this hypothesis, suggesting that innovativeness may be a measurable concept in world trade.

The product-cycle model inherently concerns the dynamics of trade. It helps explain theoretically the existence of multinational enterprises (MNEs), among other things. As we discussed in the last chapter, the practice by MNEs of trading inputs and outputs within the firm and rapidly relocating production has probably reduced the length of the product cycle to an indistinguishable length. In this sense, a proper test of the model would take into account the existence and growth of MNEs, attempting to explain the reasons for their existence across industries. To date, this task has not been adequately performed. Further, we noted the importance to the model of understanding how rapidly new technological information diffuses among countries through technology transfer, product copying, and the like. This process also has not yet been studied in a satisfactory way.

We must conclude that adequate formal testing of the product-cycle model has yet to be designed and performed. The model certainly helps explain some features of the world economy that most economists believe are important, such as the need to invest in product development and quality and the desire to shift production location over time. Further, it may be that the very existence of MNEs is indirect validation of the model. At this time, however, we remain fairly skeptical of the model's applicability to the major proportion of world trade.

Scale Economies and Imperfect Competition

Most economists would regard economies of scale as a significant factor influencing international trade. An obvious point to make in this context is that international trade is dominated by transactions among very large firms, rather than by the perfectly competitive, atomistic firms of standard trade theory. Indeed, recent research has demonstrated that a significant proportion of global trade in manufactures takes place as internal transactions within multinational enterprises. These facts would be of little theoretical interest if such firms existed simply to conduct trade based on traditional notions of comparative advantage. However, our earlier discussion pointed out that the existence of increasing returns can have important and distinctive effects on trade and the gains from trade. This issue has commanded surprisingly little empirical work despite its obvious importance.

That increasing returns exist at the level of individual plants in manufacturing is clear. However, direct evidence that scale economies affect trade tends to be contradictory. Many studies in numerous countries have detected a positive correlation between the size of industrial plants and production for exports, strongly suggesting that scale economies facilitate the achievement of lower costs for exporting. However, when analysts add a variable measuring economies of scale to statistical studies of trade flows based on theoretical models, the results provide only weak evidence that economies of scale contribute to international trade. It should be noted that measuring scale economies in a consistent way across industries has proven an elusive task. For example, standard measures of how concentrated an industry is, such as the percentage of industry sales accounted for by the largest four firms, are not necessarily related to significant scale economies or to barriers to entry. More fundamentally, we have pointed out that increasing returns may occur in a variety of important ways. Besides plant size are issues of geographical concentration, cost-reducing innovations in intermediate inputs, diffusion of technological information, and learning economies from repeated production. Indeed, evidence is emerging that the use of new intermediate goods, such as computers and advanced machinery, significantly improves the productivity of manufacturing firms and helps expand exports. However, most of these impacts—arguably the most important influences on scale economies and trade—have not been measured particularly well.

Such problems have pushed economists toward two alternative and more revealing approaches. One body of research is termed numerical general equilibrium analysis. In this approach, economists develop models of an entire economy (or, say, several economies linked together in a regional trade agreement), taking account of various market structures in different industries. A key feature of these models is that they are capable of incorporating important economy-wide constraints, such as a fixed supply of labor and capital in the short run, that would have significant influences on the degree to which sectoral outputs can change in response to a shift in government policy. Another feature is that they can provide estimates, or even well-informed guesses, about the values of important parameters in each industry, such as the ease of technical substitution among inputs for production functions, elasticities of demand for outputs and inputs, and the extent of differentiation of products coming from different countries. Typically these estimates are taken from other published studies and combined with a set of data on outputs, consumption, and trade for a particular year, assuming the available data represent a general equilibrium for the
Intra-Industry Trade

The three types of models just examined share an important characteristic. Each is capable, in theory, of explaining the prevalence of intra-industry trade (IIT) in the world economy. As we discussed in Chapter 13, this phenomenon is the simultaneous import and export by a country of very similar types of products. For example, the Linder hypothesis and related notions about trade among nations with similar per capita incomes is consistent with the observation that many slightly differentiated consumer goods are traded internationally. If trade takes place to satisfy tastes for variety in consumption, we can understand the fact that the United States and Canada have extensive two-way trade in beets, that French, Italian, and German wines are traded simultaneously with American wines, and that high-fashion clothing of different brands and styles is exchanged among high-income economies. Countries might also simultaneously import and export similar products that embody different levels of technological sophistication, as suggested by the product cycle models. Finally, scale economies allow firms in different nations to produce at lower cost by specializing in similar types of goods or inputs, with international trade among the countries serving as the incentive for that specialization. This process is characteristic of automobiles, machinery, chemicals, and other industrial commodities.

Intra-industry trade is important enough to warrant consideration of some details on its measurement. Some central facts about world trade in goods are presented in Table 14.3. In 1990, total world merchandise exports amounted to $3.188 trillion. It is interesting that the high-income, developed economies accounted for 74.6 percent of this trade. This is hardly surprising because these economies also produced 71.7 percent of world GDP. More striking is the fact that the developed countries traded extensively among themselves, accounting for $1.816 trillion or 57.0 percent of world exports.

<table>
<thead>
<tr>
<th>Country group</th>
<th>Exports ($billions)</th>
<th>Share of world exports (%)</th>
<th>Export share in GDP (%)</th>
<th>Exports per capita</th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td>3188</td>
<td>100.0</td>
<td>14.3</td>
<td>$603</td>
</tr>
<tr>
<td>High-income developed</td>
<td>2379</td>
<td>74.6</td>
<td>14.9</td>
<td>$3062</td>
</tr>
<tr>
<td>Intra-HID</td>
<td>1816</td>
<td>57.0</td>
<td>11.4</td>
<td>$2337</td>
</tr>
<tr>
<td>Other high income</td>
<td>177</td>
<td>5.5</td>
<td>54.7</td>
<td>$4414</td>
</tr>
<tr>
<td>Upper middle income</td>
<td>307</td>
<td>9.6</td>
<td>22.2</td>
<td>$670</td>
</tr>
<tr>
<td>Lower middle income</td>
<td>184</td>
<td>5.8</td>
<td>19.8</td>
<td>$293</td>
</tr>
<tr>
<td>Low income</td>
<td>141</td>
<td>4.4</td>
<td>15.4</td>
<td>$46</td>
</tr>
</tbody>
</table>

Exports are also scaled in the table by GDP and population in order to help neutralize the effects of country size on these comparisons. Thus, the high-income, developed economies tend to have somewhat lower export-to-GDP ratios (though there are marked exceptions; for example the Swiss ratio is 28.4 percent). At the same time, their populations are highly productive in exports, with over $2000 per person exported among them. Poor countries engage in far fewer exports per capita and claim a far smaller share of world trade.

The dominance of world trade by exchange among the developed economies is difficult to reconcile with standard Heckscher-Ohlin and Ricardo trade models. The Heckscher-Ohlin model, for example, predicts that trade should transpire largely between countries with markedly different relative factor endowments. Thus, we would expect *inter-industry* trade in very different products to dominate world trade. To be sure, such trade is important in several commodities and for several countries. Japan must import a disproportionate share of the world's natural resources because of its scarcity of land and minerals. Developing countries in Asia export labor-intensive manufactures, such as clothing, in return for machinery and specialized inputs. We suggested earlier in this chapter that the factor-content theorem provides a credible explanation for an important component of world trade.

Nonetheless, the significant degree of trade among the developed economies, which have relatively similar factor endowments and technologies, must be caused primarily by other economic factors. Our answer lies in extensive amounts of IIT that take advantage of economies of scale and differentiation of products. Table 14.4 provides some simple statistics on IIT for certain countries and products. The formula for computing these IIT indexes is the following:

$$IIT = 100 \left(1 - \frac{(c_j - i_j)}{(c_j + i_j)} \right)$$  \hspace{1cm} (14.2)

**TABLE 14.4**

Intra-industry trade by commodity and country, 1990

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuels</td>
<td>73.1</td>
<td>31.8</td>
<td>4.7</td>
<td>11.9</td>
<td>89.9</td>
<td>59.7</td>
</tr>
<tr>
<td>Chemicals</td>
<td>92.8</td>
<td>75.8</td>
<td>99.0</td>
<td>50.0</td>
<td>99.9</td>
<td>75.0</td>
</tr>
<tr>
<td>Special industrial machinery</td>
<td>62.5</td>
<td>45.6</td>
<td>35.5</td>
<td>26.9</td>
<td>89.7</td>
<td>91.8</td>
</tr>
<tr>
<td>Computers</td>
<td>46.3</td>
<td>74.7</td>
<td>39.0</td>
<td>68.4</td>
<td>95.3</td>
<td>99.8</td>
</tr>
<tr>
<td>Automobiles</td>
<td>79.7</td>
<td>58.7</td>
<td>26.0</td>
<td>10.1</td>
<td>62.3</td>
<td>37.3</td>
</tr>
<tr>
<td>Clothing</td>
<td>24.1</td>
<td>52.1</td>
<td>0.2</td>
<td>0.2</td>
<td>69.7</td>
<td>17.3</td>
</tr>
<tr>
<td>Precision</td>
<td>48.9</td>
<td>71.6</td>
<td>70.4</td>
<td>37.6</td>
<td>91.6</td>
<td>67.7</td>
</tr>
</tbody>
</table>


This index, originally developed by Herbert Grubel and Peter Lloyd, can range from zero, indicating complete inter-industry trade in industry *j* (that is, either exports or imports are zero) to 100, indicating complete intra-industry trade (exports equal imports).\(^9\) One significant problem exists with these computations. When IIT indexes are calculated for aggregated commodity groups, as in Table 14.4, they tend to overstate the true amount of IIT by lumping together goods that really are not very similar. It is more appropriate to compute them for highly detailed and disaggregated commodities, which would have the effect of considerably reducing the figures in Table 14.4. Nonetheless, studies that have done this consistently find that IIT is an important phenomenon across a wide range of goods and countries.

Note in Table 14.4 that Germany and the United Kingdom tend to have especially high IIT measures. This reflects their membership in the European Economic Community, where proximity and common trade practices act to encourage considerable trading of similar commodities across borders. In particular, notice the high percentages of IIT in clothing trade for these countries. There is a great deal of cross-border trade in fashion in Western Europe. Similarly, Canada has high indexes reflecting its overwhelming trade relationship with the United States. Japan, however, tends to have smaller IIT figures, which, as we suggested earlier, reflects both its peculiar land scarcity and its long distances from other developed countries. In this regard, Japan is more like Korea than it is like the United States.

At the same time, however, IIT varies across commodities. Chemicals, computers, industrial machinery, and precision instruments tend to have a high percentage of IIT in the industrial economies. All of these products are subject to technological differentiation and scale economies. Canada has a very high IIT figure in automobiles, which is caused by substantial two-way trade with the United States. These two countries share largely free trade in automobiles as a result of The United States-Canada Automotive Agreement of 1965. Again, IIT in automobiles is prevalent in Western Europe. For most countries IIT is relatively small in clothing, which is an indication that trade in that sector is largely driven by comparative advantage (Korea) and disadvantage (Canada, Japan, and the United States) in labor-intensive goods. Fuels are also largely governed by inter-industry forces.

These highly aggregated figures are crude, yet they suggest important phenomena in world trade. Numerous economists have attempted to use statistical techniques to explain the structure of IIT across commodities and countries. One classic reference is the study by Bela Balassa.\(^1\) Balassa demonstrated that trade in manufactures increased rapidly in Western Europe after the formation of the European Common Market, indicating that forces such as product differentiation, scale economies, and industrial rationalization tend to accompany economic integration activities among similar countries. Similarly, in their book, Grubel and Lloyd were the first
to carefully document the existence of IIT. They used their findings to make a series of hypotheses about the sources of IIT. It is interesting to note that IIT is one economic phenomenon that was measured empirically before it was explained theoretically. In this sense, the Grubel and Lloyd study is one of the most important empirical efforts in international trade because it stimulated substantial theoretical inquiries into the relationships among imperfect competition, demand, and trade.

In a recent study, Balassa attempted to capture basic determinants of IIT indirectly by measuring certain national characteristics other than commodity and industrial characteristics, such as product differentiation and scale economies. He hypothesized that IIT would rise with the level of per capita GNP (a measure of economic development and also an indirect indicator of product differentiation) and the level of GNP itself (a measure of market size and scale economies). He also expected IIT to fall as geographic distance between trading partners became larger and as trade restrictions became more significant. Finally, he made allowance for the fact that some countries share borders and some countries are members of economically integrated areas, such as the European Community. These latter variables would be positively correlated with IIT to the extent that they allowed for greater information flows about differentiated products and allowed for rationalized industrial structures. Balassa analyzed 38 developed and developing countries in 1971, using disaggregated trade data to compute an IIT index for each country. His results seemed to support his hypotheses, as each variable performed in the expected direction and was statistically significant. Particularly important factors seemed to be membership in the European Community, the existence of common borders, and the level of economic development.

Studies such as Balassa's clearly suggest that IIT is an important phenomenon and that it is caused by identifiable factors. Nevertheless, these studies attract criticism of the kind we discussed earlier. For example, no one has yet specified a fully integrated theory of IIT that would allow us to determine appropriate equations for use in these studies. In that sense, the results are difficult to interpret, and indeed, they seem to change considerably depending on the equations used and the variables included. Also, the use of broad aggregate variables as loose and indirect measures of important characteristics underlying IIT is questionable. It cannot be stated with confidence that per capita GNP measures product differentiation and tastes as opposed to, say, relative capital and labor endowments. In fact, per capita GNP has often been used as a variable measuring factor endowments in studies of the Heckscher-Ohlin model. Accordingly, the status of empirical work on the endowment model is generally equivalent to the status of empirical work on models of IIT. Both are considered important determinants of actual trade flows and should be viewed as complementary explanations of international commerce.

14.6 CONCLUDING REMARKS

Active research continues to be done on empirical testing of international trade theory. It has proven difficult to observe practical versions of our complicated general equilibrium trade theories. Because of these difficulties, economists have had more success in measuring the contributions of various determinants of trade flows. Economists generally agree that relative labor productivity, factor endowments, tastes, and product differentiation with scale economies all seem to provide important sources of comparative advantage. While it is not possible to determine the exact contribution of each influence, our conclusion is that there are numerous important variables that clearly induce countries to trade among themselves.

The main points for review from this chapter include the following.

1. There is substantial evidence that economies garner significant gains from trade. One study of Japan in the 19th century actually demonstrated such gains in a comparison of autarky with liberalized trade. Indirect evidence of this point is also strong, as it is clear that relatively open economies have grown more rapidly than relatively closed economies in the post-war period.

2. Relative labor productivities are correlated with relative export performances of nations, as suggested by the Ricardian model. However, these results are difficult to interpret in light of the fact that other theories predict similar outcomes.

3. The Leontief paradox was the unexpected finding that American exports were labor-intensive and imports were capital-intensive in 1947. This result was tremendously important in stimulating further thinking about the determinants of trade. Attempts to explain the finding through relaxing certain assumptions of the Heckscher-Ohlin model have met with mixed success. More importantly, economists now believe that numerous factor endowments, including capital, types of labor, and natural resources provide sources of comparative advantage. This perspective has led to the development of the factor-content trade theorem, which is true under very general circumstances.

4. The rigorous assumptions of the factor-endowments model have forced economists to attempt to measure the contribution of endowments to trade rather than test the theorem literally. This effort has proved largely successful, pointing to the importance of factor endowment differences in actual trade flows. Generally, differences in natural resources and land supplies provide important sources of comparative advantage, as do differences in labor skills.

5. Differences in tastes seem to have a significant influence on world trade flows, though research into this question is still relatively new. Broad empirical evidence in favor of the product-cycle model has not yet been found.
6. Models of IIT point toward other influences on trade, including product differentiation, imperfect competition, and scale economies. While IIT is certainly a measurable and important phenomenon, no full "test" of its theoretical predictions yet exists. However, economists have tried, with substantial success, to measure the contribution of its underlying determinants to the extent of IIT. Factor endowments as well as characteristics of IIT provide important explanations for the structure of international trade, with the former being more closely associated with trade in primary goods and labor-intensive manufactures and the latter being more closely associated with trade in differentiated manufacturing goods.

PROBLEMS

1. Explain why Leontief's result was considered to be paradoxical. Why do economists consider his approach to have been only an incomplete "test" of the Heckscher-Ohlin model?
2. Criticize the various theoretical attempts to reconcile or explain the Leontief paradox. Further, explain how other theories of trade could help explain the paradox.
3. Why do countries engage in intra-industry trade? List several consumer commodities for which both domestic and imported varieties are available for purchase. Do you think that trade in such goods can be reconciled with the notion that trade is determined by differences in factor endowments? Differences in technologies? Why or why not?
4. The following data represents hypothetical trade in four commodities for some country. Compute the IIT index for each commodity. Which commodities are more characterized by inter-industry trade and which by intra-industry trade? How would you suggest using these data to calculate an IIT index for the country as a whole?

<table>
<thead>
<tr>
<th>Commodity</th>
<th>Exports</th>
<th>Imports</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commodity 1</td>
<td>$0</td>
<td>$5000</td>
</tr>
<tr>
<td>Commodity 2</td>
<td>$3000</td>
<td>$2500</td>
</tr>
<tr>
<td>Commodity 3</td>
<td>$10000</td>
<td>$1000</td>
</tr>
<tr>
<td>Commodity 4</td>
<td>$4500</td>
<td>$7000</td>
</tr>
</tbody>
</table>

5. Below are actual trade data (in millions of dollars) for the United States in 1989 for a broad category of machinery and some detailed subcategories. Compute the IIT indexes at each level. Why do you suppose the indexes for the more detailed categories are lower? What would you conclude about the accuracy of computing IIT indexes directly from aggregate categories as opposed to taking an average of the indexes from the subcategories that comprise them?

NOTES

1. Interested readers are referred to the excellent survey by Deardorff (1984).
2. Note that this is a common problem in the social sciences, in which it is largely impossible to isolate the effects of a particular variable on some system as may be done in a chemistry laboratory. Recently, economists have begun constructing laboratory experiments with human and animal subjects to investigate relatively simple questions in economic theory. However, this approach is virtually absent from the testing of international trade theories.
4. We may currently be witnessing a similar transformation as the economies of Eastern and Central Europe and China reorient themselves toward greater trade with the Western market economies.
5. See the paper by Sebastian Edwards (1995) for a review.
6. The exceptions are countries for which economic activity is dominated by the production of a primary commodity, such as oil or cocoa, for export. Notice, however, that comparative advantage in such goods is surely related more to endowments of natural resources than to labor-productivity advantages.
7. See the study by G.D.A. MacDougall (1951).
10. See P. Heller (1976).
12. Interested readers are referred to the article by Edward Leamer (1988).
14. See the article by D. B. Keating (1965).
19. In reality, the U.S. share of the world's oil is not this large because the data sample excludes many nations with large stocks of petroleum, such as those of the Middle East.
20. For more recent estimates of world endowments and trade equations, see the paper by K. E. Maskus (1991).
21. However, in his 1990 article, Jeffrey Bergstrand has provided firmer evidence for the role of preference similarity in explaining bilateral trade flows.
24. There are numerous possible explanations for MNEs, as we discuss in Chapter 22.
25. For example, in a study of U.S. trade flows with 27 countries in 1986, S. Lael Brainard (1993) found that the share of both U.S. imports and exports accounted for by intra-firm transfers was around 25 percent.
26. See, for example, the review in F. M. Scherer (1980).
27. An excellent review is provided by James R. Tybout (1993).
29. See the article by J. D. Richardson (1989).
31. See B. Balassa (1968).
32. See B. Balassa (1986). There are now hundreds of such studies in the literature.
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15.1 INTRODUCTION

In Chapter 5 we contrasted a free trade equilibrium with an autarky equilibrium, in which a country does not trade at all. Both these extremes are virtually unheard of in practice. Instead, when a country does engage in trade, the government of that country will erect various barriers to restrict trade. The most common of these barriers are taxes levied on the importation of foreign goods. These taxes, commonly referred to as tariffs, are simply a form of commodity taxation. Tariffs are sometimes levied on exports as well as on imports. This is the case, for example, with Canadian exports of natural gas to the United States. While there are other forms of trade restriction, this chapter will concentrate on tariffs. Other barriers, such as import quotas, will be discussed in the following chapter, and we will defer until Chapter 19 a detailed discussion of why such policies are put into use by governments.

For now, we establish the two essential reasons that governments may choose to levy taxes on trade. The more important objective is to protect the operations of domestic industries that compete with imports. Taking a Heckscher-Ohlin framework, for example, we would expect import restrictions to be more severe in sectors that intensively use an economy's scarce factors. The most extreme form of protective tariff would be a tax
that eliminates imports. We refer to this as a prohibitive tariff. The second objective would be to raise revenues for the government. This practice is common in many developing countries, where it is easier to tax international trade at the border than to establish broad-based income taxes. Indeed, many exporters of primary products tax their foreign sales for revenue purposes. However, trade taxes are relatively unimportant as sources of revenue for developed economies.¹

15.2 THE WELFARE LOSS FROM TARIFFS

In this section we focus on a small economy facing fixed world prices. That is, the country can trade as little or as much as it wants at a fixed world price ratio \( p^* \). In this case, tariffs will affect the equilibrium price ratio facing domestic producers and consumers, but they will not affect \( p^* \). Assume also that the pattern of comparative advantage is such that this country exports \( Y \) and imports \( X \). Its government then places an \textit{ad valorem} tax of \( t \) on each unit of \( X \) imported into the country.² Because \( p^* \) is fixed, the domestic price of \( X \) will rise by the full amount of the tax. Let \( p = p_e/p_x \) be the domestic price ratio. Because exports are not taxed, the domestic and world prices will be related by \( p_e = p^*(1 + t) \) and \( p_x = p^* \) or \( p = p^*(1 + t) \). Because of the import tariff on \( X \), the domestic price ratio will be greater than the world price ratio (\( p > p^* \)).

It is tariff-distorted domestic prices, rather than world prices, that consumers pay and producers receive. Of course, trade must still be balanced at the world price ratio, because \( p^* \) remains the price ratio at which the country does business with the rest of the world. These facts give us equilibrium conditions that can be summarized as follows:

\[
\text{MRS} = \text{MRT} = p = p^*(1 + t) > p^* \tag{15.1}
\]

\[
p_e^*(Y_e - X_e) + p_x^*(Y_x - Y_e) = 0 \quad \text{or} \quad p = \frac{(Y_e - Y_p)}{(X_e - X_p)} \tag{15.2}
\]

where subscripts \( e \) and \( x \) again denote the amounts of a good produced and consumed, respectively. Equation (15.1) notes that domestic consumers and producers will equate the domestic MRS in consumption and MRT in production to the domestic price ratio, which is in turn greater than the world price ratio. Thus, at the post-tariff equilibrium, the slopes of the community indifference curve and the production frontier will be equal to each other but greater than the slope of the world price ratio. Equation (15.2) requires that the domestic production and consumption points be linked by the world price ratio.

These equilibrium conditions imply that the post-tariff equilibrium must be as shown in Fig. 15.1. In that diagram, \( A \) refers to the autarky equilibrium, whereas \( C_t \) and \( Q_t \) refer to the free-trade consumption and production points, respectively. A tariff on imports of \( X \) will result in production at a point like \( Q_t \) and consumption at a point like \( C_t \). Points \( Q_t \) and \( C_t \) are linked by the world price ratio as required by the balance-of-payments constraint (Eq. (15.2)). Points \( Q_t \) and \( C_t \) also satisfy Eq. (15.1) in that we have \( \text{MRS} = \text{MRT} > p^* \).

Several characteristics of the post-tariff equilibrium are clear from Fig. 15.1. First, the post-tariff level of welfare (\( U_t \)) is lower than the free-trade level (\( U_e \)) but higher than the autarky level (\( U_a \)). Therefore, the tariff leads to a welfare loss relative to free trade but certainly not relative to autarky. Second, the tariff causes production to move from the free-trade point (\( Q_t \)) back toward the autarky point (\( A \)). Third, the reduction in imports caused by the tariff also induces a decline in the volume of exports, which must be true in the absence of any change in the world price ratio. The new trade triangle is \( Q_t, V, C_t \). Thus, tariffs penalize both importers and exporters by impairing their equilibrium trade positions. It is important to recognize that the resources shifts caused by tariffs must reduce production for exports. Finally, because exports of \( VQ_t \) units of \( Y \) are worth \( VZ \) units of \( X \) at domestic prices but \( VC_t \) at world prices, the quantity \( ZC_t \) depicts the tariff revenue, measured in units of the import good \( X \). We implicitly assume that the government retakes this revenue to citizens in a lump-sum fashion, allowing them to reach the consumption equilibrium at point \( C_t \).

These effects on welfare, production, and trade reveal the essential effect of tariffs, which is to move the country back from free trade in the direction of autarky. The country specializes less in the good in which it has a comparative advantage and thus sacrifices some of the gains from trade. Indeed, real national income is reduced from \( ON_e \) to \( ON_t \). If the tariff
15.2, the tariff reduces imports from \( X_f \) to \( X_t \), with exports correspondingly reduced to \( p^* X_t \), units of good \( Y \), whether the tax is imposed on imports or exports. The domestic relative price ratio in the small importer becomes \( p = p^*(1 + t) \), while tariff revenues are the rectangle \( p^* T S \), which is measured in units of \( Y \).

An additional important point is that in addition to reducing overall income, tariffs redistribute income. In Fig. 15.1, the tariff raises the domestic price of \( X \) and shifts production from \( Q_f \) to \( Q_t \). We know from our earlier analysis that this shift will generally change factor prices. In the Heckscher-Ohlin model, the increase in the price and production of \( X \) will increase the real income of the factor used intensively in the production of that good and decrease the real income of the other factor (the Stolper-Samuelson theorem). Thus, in this case, the losses shown in Fig. 15.1 are shared unevenly, and one factor is actually made better off. Because overall welfare in the economy falls with the tariff, it follows that the other factor suffers a welfare loss in excess of the entire welfare loss. These distributional consequences of protection help to explain why we have protectionist policies. Chapter 19 will focus on this issue.

15.3 TARIFFS, TAXES, AND DISTORTIONS

As we noted earlier, tariffs are simply a special kind of tax. The purpose of this section is to expand on the notion of tariffs as taxes and to analyze the relationship of tariffs to other types of taxes. Recall from Fig. 15.1 that an import tariff on \( X \) has the effect of raising both the price charged to the consumers and the price received by the producers. This hurts the consumer of \( X \) and helps its producers. The tariff acts like a tax on consumers and a subsidy to producers. In fact, a tariff has the equivalent effect of a consumption tax combined with a production subsidy. From the information in Fig. 15.1 alone, we would find it impossible to tell whether the equilibrium at \( C_t \) was caused by an import tariff or by a combined consumption-tax/production-subsidy on \( X \).

Import Tariffs and Export Taxes

It is somewhat more difficult to grasp the point that an import tariff on \( X \) is exactly equivalent to some export tax on \( Y \). As we indicated earlier, restricting imports is equivalent to restricting exports. Recall that an import tariff on \( X \) raises the domestic price of \( X \) above the world price \( (p_f > p^*_f) \) while leaving the domestic price of \( Y \) equal to the world price \( (p_y = p^*_y) \). The effect of the tariff on relative prices is to set \( p > p^* \). For its part, an export tax establishes the following relationship between the domestic price of \( Y \) and the world price: \( p_y = p^*_y (1 - t) \). (Note that for this small country, the tax would reduce the domestic price received by producers
of the export good by the full amount of the tax, because exports must be sold at the fixed world price.) Thus, the tax drives a wedge between the domestic and world prices of $Y (p_0 < p_0^*)$ while leaving the domestic price of $X$ equal to the world price ($p_x = p_x^*$). The effect of the export tax is also to set $p > p^*$. Thus, the diagram in this section shows that the country must pay the export tax $t_x$ in addition to the income tax $t$. Again looking only at the information in Fig. 15.1, we would find it impossible to tell whether the equilibrium at $C_T$ was generated by an import tariff or by an export tax.

Export taxes and import tariffs are equivalent in that they tend to raise the relative domestic price of imports and lower the relative domestic price of exports. Both tend to shift resources out of export industries into import-competing industries. Many observers have argued that countries should restrict imports by tariffs and simultaneously encourage exports by subsidies. This contention is wrong on two accounts. First, we should not do either in a small economy, where free trade is optimal, and second, the two proposed policies have exactly opposite effects and would therefore tend to cancel each other.

**Export Subsidies**

It is interesting to consider the effects of subsidizing exports in a small open economy. This policy is analyzed in Fig. 15.3. Suppose that $s$ is an ad valorem subsidy rate on exports of $Y$. Then $p_0 = p_0^*/(1 + s)$ and $p = p^*/(1 + s) < p^*$. Equation (15.1) must be replaced by

$$\text{MRS} = \text{MRT} = \frac{p^*}{1 + s} < p^* \quad (15.3)$$

The balance-of-payments constraint in Eq. (15.2) must, of course, continue to hold.

Figure 15.3 shows that the export subsidy causes the country to produce more $Y$ and less $X$ (point $Q_x$) than at the free trade equilibrium (point $Q_f$). Thus, real national income of $ON_x$ is smaller than in free trade, as was the case with the tariff. Both policies distort resource allocation. The difference is that the subsidy generates excessive production of $Y$ while the tariff generates excessive production of $X$. Consumption occurs at $C_x$ where the MRS in consumption equals the distorted domestic price ratio. The country trades more with the rest of the world (both exports and imports increase), but welfare is reduced from $U_f$ to $U_x$. Observe the implication that artificially increasing trade by subsidizing exports will not make an economy better off in general. Indeed, export subsidies are usually more welfare-decreasing than tariffs because they require taxpayers to fund them, rather than generating tax revenues.

![Figure 15.3](image)

**Export subsidies.**

In fact, an export subsidy could actually make an economy worse off than in autarky, as we prove later in Section 15.7. It is possible to see this, however, by considering Fig. 15.3 again. If the production distortion induced by the subsidy is so large that the world price line emanating from point $Q_x$ actually passes below indifference curve $U_a$, the country would be better off not trading than subsidizing exports.

**Consumption Taxes and Production Subsidies**

Now let us return to the notion that an import tariff (or export tax) is equivalent to a consumption tax and a production subsidy. Suppose that for some political reason the government is determined to increase production in the import-competing sector relative to the level it attains in free trade. One reason the government might wish to do this is that some minimum level of production in the import-competing sector is viewed as important for national security reasons, as might be the case with steel, oil, or semiconductors. Given this objective, the important economic question is, what is the least-cost method of achieving it? The problem with an import tariff is that it acts as a tax on consumption, in addition to serving as a subsidy to production. Might it not be better to use a direct output subsidy instead? The answer is definitely yes, as is shown in Fig. 15.4. If the government uses an import tariff to shift production from $Q_f$ to $Q_t$, consumption will move to $C_t$, resulting in a welfare level of $U_t$. 


Suppose instead that the government simply subsidizes production of $X$ in such a way that the producer receipts per unit are the same as with the tariff. In this case output will shift to $Q_t$, but consumers will not face distorted prices and will instead be allowed to trade at world prices. This will allow consumers to attain consumption bundle $C_s$ and utility level $U_s$ in Fig. 15.4. This result can be explained by using the terminology of gains from exchange and gains from specialization developed in Chapter 5. The tariff in Fig. 15.4 distorts both consumer and producer prices, thereby causing a loss of gains from exchange as well as gains from specialization. The subsidy distorts only producer prices and thereby causes a loss only of gains from specialization. Curiously, despite the logic in Fig. 15.4, politicians and the general public appear to find tariffs more acceptable than subsidies because tariffs are the more common method of protection. More will be said about the politics underlying such choices in Chapter 19.

**Tariffs and Distortions**

A final point concerning tariffs and taxes is explored in Fig. 15.5. As we noted earlier in this chapter, the result that tariffs are harmful for a small open economy relies on the assumption that there are no distortions in the economy. If there are distortions, it may be the case that tariffs could be used to offset these distortions and thereby increase welfare. This possibility is an application of what is known in economics as the *theory of the second best*. This theory states that in the presence of multiple distortions (such as domestic taxes or monopoly), welfare is not necessarily improved by removing a single distortion (such as an import tariff). An equivalent statement is that in the presence of distortions, adding an additional distortion may improve welfare.

An application of the latter form of the theory of the second best is shown in Fig. 15.5. Suppose that for some political reason, the producers of $Y$ have managed to obtain a subsidy from the government and that the government is unwilling to take the political risk of removing the subsidy. Free trade production will take place at a point like $Q_f$ in Fig. 15.5, where the domestic producer price ratio $p_t$ (the slope of the production frontier) is flatter than the world price ratio. Consumers can trade at world prices, and so consumption is given by point $C_f$. Even though the government cannot remove the subsidy, it can improve welfare by introducing an additional distortion, namely, an import tariff on $X$. This will raise the domestic price of $X$ and, with the rate of subsidy on $Y$ unchanged, encourage the production of $X$, moving the output mix from $Q_f$ to $Q_t$. The consumer prices will then be distorted by the tariff on $X$ ($p > p^*$), so consumption will occur at a point like $C_t$. Welfare is thus improved by the tariff, even though the country trades at fixed world prices. The tariff accomplishes this result by influencing production in a direction opposite to the influence of the distortionary subsidy. The effect of the tariff is to push the economy back in the direction of its efficient pattern of specialization. Of course, as our earlier analysis pointed out, imposition of the tariff could also lower welfare if the tariff-inclusive domestic price ratio does not induce much change in production but substantially worsens the consumption distortion. Such an
production and consumption decisions and that would lower welfare in the home country. However, the fall in the relative equilibrium world price of the home country’s import good from $p^*_f$ to $p^*_t$ represents a gain in the home country’s terms of trade. The welfare benefits from this would, to some extent, offset the welfare losses from reduced trade. Tariff revenue is the area $np^*_tTS$.

Figure 15.7 illustrates the possibility that the improvement in the terms of trade is so strong that Country H is actually made better off by the tariff. The tariff lowers the world price ratio from $p^*_f$ to $p^*_t$, resulting in post-tariff production and consumption at $Q_t$ and $C_t$, respectively. Home welfare increases from $U_f$ to $U_t$ following the imposition of the tariff.

The economic explanation of this possibility is fairly simple. While a country would like its firms to behave competitively when selling at home, it would be beneficial for the country to behave as a monopolist when selling abroad. Because we have assumed that individual firms are competitive, they cannot behave in this way. Therefore, the government can act to make the country behave as a monopolist. The tariff causes the country to restrict its “output” (exports) like a monopolist and also to restrict its “demand” (imports) like a monopolist, thereby moving prices in the country’s favor. At the same time, however, this action clearly worsens the other country’s economic welfare. Country F suffers both a termsof-trade loss and distortionary losses from the fact that the altered relative price pushes resources out of its export sector and changes consumption decisions. Accordingly, we might expect F to retaliate against
H with its own tariff on H exports. This process of tariff imposition and retaliation—a "trade war" in popular terminology—is harmful to global welfare and is likely to leave both H and F worse off than in free trade. We discuss this possibility more fully in the next section.

15.5 THE OPTIMUM TARIFF AND RETALIATION

When a country can gain by imposing a tariff, we might ask what the best possible tariff level is. This is known as the optimal tariff issue. The key to deriving the optimal tariff was contained in our preceding discussion, where we noted that a tariff could allow a country to exert its monopoly power in the supply of its export good or to exert its monopsony power in the purchase of its import good.

Since most of our discussion has concerned tariffs on imports, let us take the latter approach and think of the country as exercising its monopsony power in the purchase of imports. Figure 15.8 depicts the situation for Country H, which is again assumed to import good X. \( E^f_x \) is the partial-equilibrium foreign supply curve (technically, the excess supply curve) and \( I^h_x \) is the home country's (excess) demand curve for X. Free trade equilibrium would be given by the intersection of the two, establishing a free trade price of \( p_{sf}^* \) and setting imports equal to \( I_{sf} \).

But this free trade equilibrium is not a welfare optimum for Country H. An optimum requires that Country H equate the domestic price of X to the marginal cost of imports. The foreign supply curve gives the price of imports for each quantity of imports, and price is simply the average cost. Let \( C_x \) denote the total cost of imports. We have

\[
C_x = p_x^* I_x; \quad \Delta C_x = \frac{C_x}{I_x} = p_x^*; \quad I_x = X_e - X_p
\]

(15.4)

where \( AC_x \) is the average cost of imports. Free trade thus equates the domestic price of X to the average cost of \( X \) (\( p_x = p_x^* \)).

Marginal cost is defined as the change in cost (\( \Delta C_x \)) in response to a change in the quantity of imports (\( \Delta I_x \)). \( \Delta C_x \) can be approximated as follows.

\[
\Delta C_x = p_x^* \Delta I_x + I_x \Delta p_x^*
\]

(15.5)

Dividing Eq. (15.5) by \( \Delta I_x \), we have

\[
\frac{\Delta C_x}{\Delta I_x} = p_x^* + I_x \frac{\Delta p_x^*}{\Delta I_x} = p_x^* \left[ 1 + \frac{I_x}{p_x^*} \frac{\Delta p_x^*}{\Delta I_x} \right]
\]

(15.6)

Let \( e_x^f \) be defined as Country F's elasticity of supply of exports. Since \( \Delta C_x/\Delta I_x = MC_x \), Eq. (15.6) can be rewritten as

\[
MC_x = p_x^* \left( 1 + \frac{1}{e_x^f} \right); \quad e_x^f = \frac{p_x^*}{I_x} \frac{\Delta I_x}{\Delta p_x^*}
\]

(15.7)

Since the supply curve slopes upward, \( e_x^f \) is positive, and marginal cost is greater than average cost (\( MC_x > AC_x = p_x^* \)). The marginal cost curve is shown by \( MC_x \) in Fig. 15.8. The economic reason that marginal cost of imports exceeds average cost is straightforward. Let the home country choose to import another unit of X, which would cost \( p_{sf}^* \) at the free-trade price. However, because the home country is large, its decision to import another unit would raise the world price, increasing the cost on all units imported. Thus, full marginal costs consist of the price of another unit of imports plus the extra inframarginal costs generated on existing imports.

Country H maximizes its welfare by equating \( p_x \) to \( MC_x \). Thus in Fig. 15.8 the country should import quantity \( I_{sf} \), requiring a domestic price of \( p_x \). This restriction on imports drives down the world price of X from \( p_x^* \) to \( p_x^* \), and results in a welfare gain for Country H, as discussed in the previous section. We also know that an import tariff will lead to the relationship \( p_x = p_x^*(1 + t) \), where \( t \) is the ad valorem tariff rate. Thus, the optimal tariff rate will be the rate that solves the equation

\[
p_x = p_x^*(1 + t) = p_x^* \left( 1 + \frac{1}{e_x^f} \right); \quad t = \frac{1}{e_x^f}
\]

(15.8)

The optimum tariff is thus equal to the inverse elasticity of foreign export supply. The more inelastic foreign excess supply is, the larger the optimum tariff will thus be (i.e., \( t \) will be large when \( e_x^f \) is small).
It is easy to see that the optimum tariff formula covers the special case of a small open economy. If a country can trade as much or as little as it wishes at fixed world prices, this means that the supply curve facing the country is horizontal, or infinitely elastic. In this situation, $e^f$ is infinite and $1/e^f$ is zero. Thus, the optimal tariff for a small economy is zero, and free trade is indeed the optimal policy, as discussed in section 15.2.

Two qualifications of this discussion should be noted. First, the optimal tariff formula is deceptively simple in that it seems to tell us exactly what the tariff should be. But in fact, $e^f$ generally varies as its value as we move along the foreign excess supply curve. The equation $t = 1/e^f$ is unfortunately no more than an equilibrium condition and does not by itself tell us what the numerical value of $t$ should be. The optimal value of $t$ must be found by first estimating $E^f$ and $1/E^f$, and then using $E^f$ to construct $MC^f$ or $e^f$. It is only after this has been done that the formula can be applied to find the optimal value of $t$. Note especially in this regard that $t$ will depend on domestic factors, even though the optimal tariff formula seems to rely only on the foreign elasticity. The optimal tariff $t$ will equal $1/e^f$ evaluated at the point where the domestic excess demand curve crosses $MC^f$. Because $e^f$ generally varies along $MC^f$, the actual value of $e^f$ and therefore $t$ will depend on where $I^f$ crosses $MC^f$. Thus, domestic factors do indeed help determine the value of the optimum tariff, and the simple formula does not, in fact, provide a shortcut to finding this value.

The second qualification is a much more important one. The optimal tariff discussed here is based on the assumption that the government in Country F will not retaliate when Country H institutes the tariff. However, H's optimal tariff clearly reduces F's welfare by reducing F's trade volume and worsening terms of trade (that is, it reduces the relative price of F's export good). Suppose, then, that the foreign government will exactly match any tariff that H imposes with a tariff on H's exports. From our earlier analysis we know that this tariff is equivalent to Country F imposing a tax on its exports. Thus, in Fig. 15.6, this retaliatory move will cause the export-supply portion of $E^f$ (i.e., the portion to the left of the vertical axis) to shift up, which will further restrict trade and move the terms of trade back against Country H. Indeed, it is quite possible to end up with exactly the same world price ratio that prevailed with free trade. The volume of trade will be lower, and therefore, since neither country has succeeded in improving its terms of trade, both countries will be unambiguously worse off.

Because of the high probability of foreign retaliation, the term “optimal tariff” is very misleading. It is optimal only under the special assumption of no retaliation. If all countries pursue this so-called “optimal” strategy simultaneously, it is likely that every country will be worse off—hardly an optimal outcome. If countries cooperate instead of myopically pursuing their self-interests, they may find that relatively free trade constitutes the optimal policy.

### 15.6 Effective Protection

One fundamental implication of our discussion thus far is that a tariff provides protection from imports, allowing expanded domestic production of the protected commodity. This prediction assumes that the tariff is the only tax that directly affects costs and prices of the good in question. Such an assumption is reasonable for goods that are produced solely by untraded primary inputs, such as capital and labor, and for goods that require intermediate inputs that are freely traded internationally. However, most commodities are produced with the use of intermediate goods that are themselves subject to trade taxes. Thus, a tariff on imported steel, for example, would raise costs and lower output in the automobile sector even if there were a protective tariff on cars. In general, manufacturers are better off as tariffs rise on imports that compete with their outputs and worse off as tariffs rise on their imported inputs. The term effective protection refers to the fact that all such tariffs need to be taken into account in computing the net protective effect of the tariff structure.

Because our goal is to isolate the costs of intermediate inputs, the notion of effective protection actually refers to the positive or negative stimulus to value added in production of a commodity. Value added per unit of output, $v$, is the difference between the price of a final good and the cost of purchasing intermediate inputs. As such, it measures the portion of the value of output that is available for payments to primary inputs. For example, if the price of an automobile is $15,000 and the cost of acquiring the steel, leather, glass, rubber, and so on needed to produce the car is $10,000, there remain $5,000 to pay for wages, the costs of capital (e.g., profits and interest), and the costs of land (e.g., rents). Value added thus captures the costs of primary inputs. In this case, value added makes up 33 percent of the gross value of the car. If the tariff structure combines to expand value added relative to free trade, it effectively raises payments to these primary factors.

In this sense, the effective rate of protection, $t_v$, is defined as the percentage change in a sector's value added per unit of output to a situation in which tariffs have been, $v'$, in moving from free trade with no tariffs imposed.

$$
t_v = \frac{1}{v} (v' - v) \quad (15.9)
$$

Continuing with this example, suppose for simplicity that steel is the only intermediate input in cars and that the prices given exist in free trade. We choose units so that one unit of steel is required per automobile. Now suppose that a 20-percent tariff is imposed on imported cars and that the domestic producers of cars respond to the tariff by raising their price by 20 percent, to $18,000. With no tariff on steel, domestic value added thus rises to $8,000 per car, and the effective rate of protection becomes $t_v = (8,000 - 5,000)/5,000 = 0.6, or 60 percent. Interestingly, the 20 percent nominal tariff on the final good raises the effective tariff from zero to 60 percent. Of course, this result simply reflects the fact that value added
A further point to note is that tariffs are not the only determinant of effective protection. There are other factors that can influence the level of effective protection, such as domestic taxes, subsidies, and other government policies. Effective protection can be calculated by taking into account all of these factors, which can make it more difficult to predict the impact of trade policies on production.

1. If the real rate of protection is equal to the nominal tariff, then the tariff on imports (tariff on imports - tariff on exports) is equal to the effective rate of protection.

2. If the effective rate of protection is lower than the nominal tariff on imports, then the tariff on imports is less than the nominal tariff.

3. If the effective rate of protection is less than the nominal tariff and may even be negative, then the tariff on imports is not effective in reducing imports.

In practice, it is often difficult to estimate the effective rate of protection accurately, especially when there are multiple sources of protection, such as domestic subsidies and taxes. Therefore, it is important to consider all of the factors that can influence the level of effective protection when designing trade policies.
TABLE 15.1
Nominal and effective rates of protection in selected industries, United States, Japan, and Republic of Korea

<table>
<thead>
<tr>
<th>Industry</th>
<th>United States</th>
<th>Japan</th>
<th>Republic of Korea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>NRP (%)</td>
<td>ERP (%)</td>
<td>NRP (%)</td>
</tr>
<tr>
<td>Food products</td>
<td>1.80</td>
<td>1.91</td>
<td>18.40</td>
</tr>
<tr>
<td>Wearing apparel</td>
<td>4.79</td>
<td>10.16</td>
<td>25.40</td>
</tr>
<tr>
<td>Wood products</td>
<td>22.70</td>
<td>43.20</td>
<td>13.80</td>
</tr>
<tr>
<td>Chemicals</td>
<td>1.70</td>
<td>1.72</td>
<td>0.30</td>
</tr>
<tr>
<td>Iron and steel</td>
<td>2.40</td>
<td>3.66</td>
<td>4.50</td>
</tr>
<tr>
<td>Electrical machinery</td>
<td>4.40</td>
<td>6.94</td>
<td>4.50</td>
</tr>
<tr>
<td>Transport equipment</td>
<td>2.50</td>
<td>1.94</td>
<td>1.50</td>
</tr>
</tbody>
</table>


Nominal tariff rates and effective rates of protection to be phased in by 1986 following the Tokyo Round of tariff negotiations.

A second observation is that many developing countries have arranged their protective structures so that effective tariffs are far higher than published tariffs. In part, this is an attempt to foster growth in domestic manufacturing through a regime of import-substituting industrialization. Again, the goal is to promote domestic output of final goods by escalating tariffs on the inputs. This policy is often accompanied by a deliberate overvaluation of the domestic currency, done in part to discourage exports of primary products in favor of keeping primary goods at home for use in manufacturing import-competing goods. On occasion, these protection levels can be extraordinary. For example, it was estimated that in 1986, Argentina had nominal tariff rates of 63 percent on finished textiles and 76 percent on woodworking industries. However, the associated effective rates of protection, accounting for trade barriers, taxes, and the exchange-rate regime, amounted to 832 percent and 1,308 percent, respectively.11

To provide further perspective, Table 15.1 presents recent nominal tariff rates and estimates of effective protection rates in the United States, Japan, and the Republic of Korea. It can be seen that all countries heavily protect wearing apparel, while Japan and Korea strongly protect their agricultural sectors. Indeed, the costs of agricultural protection in Korea are so high that the food products industry is effectively taxed, despite an 11.7 percent nominal tariff.

15.7 GAINS FROM TRADE WITH MANY GOODS, TRADE TAXES, AND SUBSIDIES

Up to this point, we have focused mainly on a simple model in which there are only two goods. Results of the analysis suggest that an import tariff reduces welfare relative to free trade but still leaves welfare greater than or equal to the autarky level. An import or export subsidy, however, has the potential of making the country worse off relative to autarky.

Can we say anything about a country that trades many goods, some of which are taxed and some of which are subsidized? It turns out that there is in fact a very simple condition for gains from trade: if net trade tax revenue (the sum of all import and export tax revenues minus trade subsidy payments) is positive, then the country is better off than in autarky. Another way of saying this is that if trade is, on average, taxed more than it is subsidized, then there are still gains from trade.

Suppose that there are n goods, \((X_1, \ldots, X_n)\), with fixed world prices \((p_1, \ldots, p_n)\) (although the argument easily generalizes to a large economy) and corresponding domestic prices \((p_1, \ldots, p_n)\). Domestic and world prices are related by \(p_i = \gamma_i (1 + t_i)\). If good i is imported, then a positive \(t_i\) is an import tariff and a negative \(t_i\) is an import subsidy. If good i is exported, then a positive \(t_i\) is an export subsidy and a negative \(t_i\) is an export tax (e.g., if the world price is higher than the domestic price \((t_i < 0)\), then \(t_i\) is an export tax).

Domestic producers optimize with respect to domestic prices. In a competitive economy, this means that the value of production at domestic prices in (distorted) trade is greater than or equal to the value of autarky production at these same prices. Let superscript d denote quantities in tax/subsidy distorted trade and superscript a denote autarky quantities. Subscripts p and c denote production and consumption quantities as before. Competitive equilibrium is characterized by

\[
\sum_{i=1}^{n} p_i^a (1 + t_i) X_{ip}^a = \sum_{i=1}^{n} p_i^a (1 + t_i) X_{ip}^a
\]

Equation (15.10) can be rearranged as

\[
\sum_{i=1}^{n} p_i^a X_{ip}^d = \sum_{i=1}^{n} p_i^a X_{ip}^a + \sum_{i=1}^{n} p_i^a t_i (X_{ip}^a - X_{ip}^d)
\]

The balance-of-trade condition and the autarky market-clearing condition are given by

\[
\sum_{i=1}^{n} p_i^a X_{ip}^d = \sum_{i=1}^{n} p_i^a X_{ip}^a = X_{nc}^a
\]

Substituting Eq. (15.12) into Eq. (15.11), the latter becomes

\[
\sum_{i=1}^{n} p_i^a X_{ip}^d = \sum_{i=1}^{n} p_i^a X_{ip}^a + \sum_{i=1}^{n} p_i^a t_i (X_{ip}^a - X_{ip}^d)
\]

A welfare comparison of distorted-trade versus autarky consumption must, however, be done at domestic prices. By adding and subtracting several terms to both sides of the equation, Eq. (15.13) becomes

\[
\sum_{i=1}^{n} p_i^a (1 + t_i) X_{ip}^d = \sum_{i=1}^{n} p_i^a (1 + t_i) X_{ip}^a + \sum_{i=1}^{n} p_i^a t_i [(X_{ip}^a - X_{ip}^d) - (X_{nc}^a - X_{nc}^d)]
\]
Consider the term in square brackets on the right-hand side of Eq. (15.14). Let \( M_i = X_i - X_{ie} \) be the imports of good \( i \). In autarky, these are zero. Thus, the term in square brackets on the right-hand side of Eq. (15.14) reduces to \( M_i^d \). Using the relationship between world and domestic prices, Eq. (15.14) then reduces to a relatively simple expression:

\[
\sum_{i} p_i X_i^d = \sum_{i} p_i X_{ie} + \sum_{i} p_i^e M_i^d
\]

The second summation on the right-hand side of Eq. (15.15) gives the total net value of trade tax revenue. Equation (15.15) gives us the welfare comparison we are seeking. The value of domestic consumption in the distorted trade equilibrium is greater than or equal to the value of autarky consumption (evaluated at distorted-trade, domestic prices) if net trade tax revenue is positive. Again, recall that if \( X_i \) is imported (\( M_i > 0 \)), \( t_i > 0 \) is an import tariff, and if \( X_i \) is exported (\( M_i < 0 \)), \( t_i < 0 \) is an export tax. A country whose taxes on trade exceed its subsidies cannot be worse off than in autarky, but a country whose subsidies exceed its taxes on trade can be worse off.

15.8 CONCLUDING REMARKS

Tariffs, which are taxes on imports, are the most common form of government interference with international trade. They exist largely to protect domestic firms that compete with imports, though tariffs are sometimes levied for purposes of raising government revenues. We have analyzed tariffs and other trade taxes and subsidies in our general equilibrium framework, making the following major points.

1. Tariffs, like other forms of commodity taxes, alter relative prices and change quantities transacted. Import tariffs raise the domestic price of imports and so reduce their quantity. If a country is small and thus faces fixed world prices, this reduction causes a reduction in the gains from trade, thereby reducing national welfare. Tariffs simply move the country back in the direction of autarky.

2. The effects of tariffs, as policy distortions, on consumers and producers can be examined in terms of both the import-competing and export sectors. Specifically, an import tariff is equivalent to a combination of a tax on consumption of the import good combined with a subsidy on production of the import-competing good. Furthermore, an import tax is equivalent to an export tax (in a two-sector model), and an import tariff can be offset by an export subsidy.

3. While tariffs are almost surely welfare-reducing for a small country, a large country may be able to exploit its monopoly power on world markets by using a tariff to gain a favorable terms-of-trade effect for itself. However, this power is greatly undermined by the likelihood that other countries will retaliate against the country imposing the tariff. The noncooperative scenario of tariff imposition and retaliation is unlikely to benefit any country. The probable outcome is that the volume of world trade will be reduced without a significant gain for any country in terms-of-trade advantage. Gains from trade are lost with the reduction in world trade. Stated in other terms, all countries suffer efficiency losses in terms of distorted consumption and production decisions with no offsetting advantages in international relative prices. However, in a cooperative scenario, countries are likely to find that the so-called "optimal" tariffs are not, in fact, optimal at all. By cooperatively reducing their tariffs, countries can expand trade without suffering adverse terms-of-trade effects and can thereby increase their welfare.

4. Tariffs frequently fall upon imported intermediate goods in the production process. The effect of these tariffs is to generate a pattern of distortions in the use of intermediate goods in the production process. The real extent of tariff protection in such cases is hidden by the layering of tariffs, and effective protection on final goods may be much greater or smaller than nominal tariff rates would indicate. It is important to account for these intersectoral effects of the tax structure in order to understand the nature of resource allocation pressures.

PROBLEMS

1. Is it possible for a tariff to make a country worse off than in free trade?

2. Redraw Fig. 15.1 for the case in which the country exports \( X \) and imports \( Y \).

3. Suppose a country produces two goods, \( X \) and \( Y \), along a linear production transformation curve where \( X \) is the imported good and production is specialized in \( Y \). Show the welfare losses from the imposition of a tariff on \( X \) and decompose these losses into production losses and consumption losses.

4. The government of the Republic of Korea at one time followed an aggressive policy of import protection with tariffs and export promotion with subsidies. Contrast this policy with one of free trade.

5. For the past several years, the United States has been subsidizing exports of grain. Analyze the welfare effects of this policy.

6. Suppose that instead of instituting an optimal import tariff, the government decides to use an optimal export tax. Using a methodology similar to that of Fig. 15.8, can you derive the optimal export tax formula? (Hint: in this case the home country would act as a monopolist in its export good).

7. Suppose a commodity is produced only after the introduction of a tariff on imports with which it competes. Will the usual effective-protection calculation be correct in this case?

8. Assume that yarn is the only input into cloth and that the proportion of yarn in the unit cost of cloth is 0.4 (that is, \( c_{o} = 0.4 \)). Let the nominal tariff rate on cloth be 25%. Compute the effective rates of protection to cloth when the yarn tariff is: (a) 0%, (b) 10%, (c) 25%, (d) 50%. Solve for the tariff rate on yarn that would make the effective rate on cloth zero.
9. Consider an industry $X_1$ with two intermediate inputs, $X_{21}$ and $X_{31}$, and suppose that $a_{21} = 0.2$ and $a_{31} = 0.5$. Tariff rates are $t_1 = 30\%$, $t_2 = 20\%$, and $t_3 = 10\%$. Calculate the effective rate of protection on $X_1$.

10. Suppose that a small country exports both goods $X_1$ and $X_{21}$, where $X_{21}$ is an input into $X_1$. Let $a_{21} = 0.3$ and suppose that the export tax rates are $t_1 = 25\%$ and $t_2 = 10\%$. Can you compute the effective rate of tax on $X_1$?

NOTES

1. For example, tariff revenue amounts to only 0.01 percent of total government revenue in the United Kingdom, 0.02 percent in Germany, and 1.56 percent in the United States. On the other hand, tariffs provide the government of Argentina with 13.51 percent of total revenue and the government of Ghana with 40.90 percent of all revenues. The source for these figures is International Monetary Fund (1986).

2. An ad valorem tax is one that is levied as a percentage of the value of the taxed goods, like a sales or excise tax. Not all tariffs are of this form. Some tariffs are specific tariffs, levied per unit of quantity, as in so many dollars per ton of fish. Frequently, specific and ad valorem tariffs are combined into compound tariffs.

3. A comprehensive treatment of the effects of various taxes on trade and welfare is given by Melvin (1976).

4. This point is credited to Lerner (1936), who assumed competitive markets in its proof. See also Kaempfer and Bowes (1982) for extensions of numerous complications to the simple model.


6. The original argument was made by Bickerdike (1966) and was formalized and generalized by a number of authors, including Graaff (1949).

7. See Johnson (1954) for a full discussion of the tariff war outcome and Markusen (1981) for an analysis of the opposite problem of cooperative tariff reduction. Note that the threat of retaliation by F might be sufficient to deter the initial decision by H to impose its optimal tariff, so there is a strategic element to this analysis as well.

8. Thus, we assume that the price of cars goes up by 20 percent, whether they are produced domestically or imported. Implicitly, this means that the importing country is small and that imported and domestic cars are perfect substitutes. We retain these assumptions with respect to intermediate inputs as well.

9. A further possibility is the existence of negative value added, which refers to the unusual situation in which an inefficient domestic activity is so heavily protected that it is induced to produce a certain output, despite the fact that at world prices, the value of that output is less than the value of the intermediate inputs. For example, heavily distorted economies produce some products, such as cars, that cannot be sold on world markets for a price that would cover input costs.

10. In the presence of multiple inputs into the production of some good $j$, the value added of $j$ with protection on inputs will be

$$ v_j^* = (1 + t_j) \sum_{i=1}^n a_{ij}(1 + t_i) $$

Here, $a_{ij}$ denotes input-output coefficients, and $t_j$ refers to the tariff rate on the output and $t_i$ on the inputs. To derive value added in free trade, this equation can be recalculated with all tariff rates set to zero. The resulting $v_j^*$ and $t_j$ can then be substituted into Eq. (15.9) in order to calculate the effective rate.


12. Recall the possibility that a tariff could raise welfare in the face of some other domestic distortion.
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16.1 INTRODUCTION

We noted in Chapter 15 that import tariffs are the most common form of trade restriction and that they are simply a specific form of taxation. Tariffs impose no restrictions on the amount of a good that can be imported; consumers may acquire as much of the good as they are willing to pay for. Thus, tariffs directly affect the price of imports and only indirectly affect the quantity of imports via the effect of price increases on consumer and producer decisions.

While tariffs are the most widespread form of protection, a type of trade restriction in increasing use is the quantitative restriction, or quota. Quotas are ceilings on the quantities of imports allowed for particular goods. For example, a quota might state that no more than 500,000 cotton shirts or no more than 100,000 automobiles can be imported during some specific time period. Quantitative restrictions are widely used in many kinds of trade, including trade in agricultural goods and textiles. Where they are used, quotas are probably much more restrictive than tariffs. From 1966 to 1986, quota coverage ratios, or the percentage of goods for which imports are restricted by quotas, doubled in developed countries, and quotas are probably used even more widely by less-developed countries.

Quotas are, in a sense, the opposite of tariffs, in that quotas directly restrict the quantities of imports and only indirectly affect prices through the artificial scarcity that the quantity restriction creates. Yet, tariffs and quotas are fundamentally similar in that they both ultimately restrict the quantity of imports and raise their domestic prices. However, only under certain circumstances, which we will discuss later, do tariffs and quotas have identical effects on the importing economy.

16.2 EFFECTS OF QUOTA PROTECTION

In Fig. 16.1, the home country, which is assumed here to be too small to affect world prices, imports \( C_x - Q_x \) units of \( X \) at the fixed world price ratio of \( p^* \) in free trade. Suppose a quota is imposed by the home country that restricts imports to only QR units of \( X \) per period. This quantitative restriction on imports of \( X \) leads to an artificial scarcity of \( X \) in H that, in turn, raises the price of \( X \) to both consumers and producers. Because the cost of QR units of \( X \) on the world market is still given by \( p^* \), a new equilibrium following the imposition of the quota can be found by locating a trade triangle that is QR units long on the X side but still has a hypotenuse with a slope of \( p^* \). One endpoint of the hypotenuse of the trade triangle will be a point along the production possibilities curve, and the other will be a point on a community indifference curve, such that the slopes of these two curves are the same. This new trade triangle shows the restricted level of imports of \( X \) allowed under the quota and the amount of exports of \( Y \) that must be used to purchase these imports at world prices. The common slope of the production frontier and the community indifference curve at the endpoints of the trade triangle is the new domestic price ratio, \( p = MRT = MRS \), brought about by the artificial scarcity of \( X \) caused by the quota.
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**FIGURE 16.1**

Effects of a quota.
Notice the similarity of this restricted-trade equilibrium to that shown in Fig. 15.1, where trade was restricted by an import tariff. Just as with the tariff, the quota lowers aggregate domestic welfare, in this case from \( U_f \) to \( U_q \). We can similarly infer that this quota-induced movement toward autarky will actually benefit the scarce factor in the economy, according to the Stolper-Samuelson Theorem. Finally, the distance \( AC_q \), which is the gap between the world price line \( p^* \) and the domestic price ratio \( p \), represents the difference in the value of imports at world and domestic prices.

This gap between prices in the home and foreign countries was easily explained as the result of a tax when we analyzed tariffs in Chapter 15. In the case of a quota, however, there is no tax to compensate for the difference between foreign and domestic prices. Instead, some lucky group of importers is allowed to buy X very cheaply in Country F and sell it at a significant premium in Country H. A quota is simply a permit to import some good into a certain country during a specified time period. If the quota is actually restrictive, that is, if it actually creates an artificial scarcity in the importing country, it is said to be binding. Any binding quota has associated with it some value stemming from the artificial scarcity that the quota creates. This scarcity value of the quota is called a quota rent. In Fig. 16.1, export quantity \( BQ_q \) is worth \( BC_q \) units of imports at world prices but is worth only \( BA \) units of good X at domestic prices, indicating that the domestic price of the import good is indeed higher under the quota. Thus, the rent from quota QR, when measured in units of good X, is exactly the line segment \( AC_q \). Referring again to Fig. 15.1, we have assumed that this rent is used for consumption purposes, achieving a final equilibrium at point \( C_q \).

How does a group get to be lucky enough to earn these quota rents? The allocation of rents from import quotas depends on the method by which the quota rights are distributed by the government of the importing country. One simple allocative mechanism is to grant the import permits to firms currently importing the good according to the share of the import market that each firm has already captured. This mechanism will, to some extent, offset the losses incurred by importers from the restriction in the volume of trade by returning to them valuable quota rents. An alternative mechanism, frequently discussed by economists, but only rarely used by policy makers, is to auction the quota rights off to the highest bidder. Because the maximum bid that an importer would be willing to make for the right to import in the presence of a binding quota is exactly the difference between the home and foreign prices, auctioning the quota rights will allow the government to collect all of the quota rents as auction revenue. Unfortunately, a much more common means of allocating import quota permits is to grant them to friends of the government as political favors, or with bribes of governmental officials. Because these quota-induced scarcity rents are economically valuable, firms may well expend real resources in trying to acquire them. This activity, which economists label rent-seeking, could come in many forms, including constructing lobbying headquarters in the capital city where quota decisions are made, building excessive importation or production capacity in anticipation of getting a larger share of a future import quota, and bribery. To the extent that rent-seeking results in a diversion of economic resources from their most efficient uses (as opposed to transfers of these rents among domestic citizens), the economy suffers further losses in national income. Typically, analysts have found that this kind of resource waste is more pronounced in the presence of quotas than tariffs, which is why many economists believe that tariffs are a less costly means of import protection.

A final mechanism for establishing a quota is for the importing country to request that the exporting country voluntarily restrict its exports. Such a practice, known as a voluntarily export restraint (VER), leads to an allocation of quota rents among exporters in F rather than importers in H. However, when a VER is used as a protectionist barrier, the welfare implications for the home country are worse than those demonstrated in Fig. 16.1. Because the VER allows the foreign country to collect and benefit from any quota rents, domestic welfare falls to a level below \( U_q \), which welfare level included the supplement to national income gained by collecting quota rents.

The effects of an import quota can also be analyzed by examining the excess-demand curve for imported good X. Figure 16.2 shows the excess demand curve for the home country, \( E_x \). In an initial free trade equilibrium facing a perfectly elastic foreign excess demand curve \( E^* \), the home country imports \( X_f \) units of good X at the world price of \( p^* \). However, when a quota of QR is imposed on imports, the home excess demand curve is distorted to \( E_{eq} \) because QR is the maximum level of imports allowed by the quota at any price. This causes the price of X in H to rise to \( p \).

We can also use an excess-demand graph to examine the impacts of quotas when the country imposing the quota is a large country, that is when it does not face fixed world prices. Figure 16.3 shows excess-demand curves for good X: \( E^*_h \) for H and \( E^*_f \) for F. The initial equilibrium has imports of X into H of \( X_f \) at price \( p^* \) being equal to exports of \( X_f \) from F. A binding quota,
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**FIGURE 16.2**
Quotes and excess demand.
QR, on imports of $X$ by Country $H$ creates a disequilibrium situation that leads to price and quantity changes for both countries. The first implication of the quota is that trade between $H$ and $F$ is now undertaken with respect to an excess demand curve in $H$ that has been truncated at QR, $E_{eq}$. The quota allows a maximum of only QR units of $X$ into $H$ and, as we have only two countries in this illustration, only QR units of $X$ out of $F$. At the initial, free trade equilibrium price of $p^*$ there is now a surplus of $X$ in $F$, which drives the price of $X$ down to $p_q$. Meanwhile, in the home country, a shortage of $X$ is created by the quota, and the relative price of $X$ is raised to $p$.

In the new equilibrium, trade has been restricted to QR units of $X$, while the price of $X$ has fallen in $F$ and risen in $H$. The gap between these two prices, again, signifies the rents that accrue to those who possess the right to import $X$ into $H$. Here, quota rents are given by the rectangle $p_q T S$. Note that because $H$ is a large country, the quota actually bestows a terms-of-trade effect. If the home country keeps the quota rents for itself, say in the form of an auctioned quota, then welfare in the home country can actually rise following imposition of the quota, as long the terms-of-trade effect from forcing the price of $X$ down in $F$ offsets the losses from the reduced volume-of-trade effect. At the other extreme, if the quota is imposed as a VER, then it is $F$ that benefits from the terms-of-trade effect. However, welfare in $H$ suffers from both a negative volume-of-trade effect and a negative terms-of-trade effect.

In light of this, why would a country ever ask its trading partners to voluntarily restrict their exports? The answer has three parts. First, as will be seen in Chapter 19, restrictions of trade are policy actions that redistribute income toward politically successful interest groups. Second, however, such policies may backfire if foreign countries retaliate when significant losses result from the policies of their trading partners. Third, as VERs are voluntary, they lie beyond the restrictions on trade policy imposed by the General Agreement on Tariffs and Trade. Thus, a VER represents a way in which protection can be established for some important interest group at home, while mollifying foreign interests as well. As an example, during the 1980s, the United States asked Japan to make significant voluntary reductions of automobile exports to the United States. This request was in response to political pressure on the U.S. government from automobile workers and manufacturers for protection against imports. The result of the quota was a significant rise in vehicle prices in the United States. In the late 1980s, the United States rescinded its request to Japan for restricted automobile exports, but Japan, enjoying the benefits of the favorable terms-of-trade effects of the VER, did not immediately increase its exports.

### 16.3 COMPARING THE EFFECTS OF QUOTAS AND TARIFFS

Quotas and tariffs are not always interchangeable means of protecting producers from import competition. Depending on economic conditions, their impacts on an economy can differ substantially. In this section we will examine some of the many ways in which the effects of quotas and tariffs diverge. First, however, we will examine the conditions under which quotas and tariffs will have identical effects.

In Fig. 16.1, we noted that a quota restricting imports of good $X$ to QR units per time period causes a new equilibrium trade triangle to emerge between the new consumption point $C_q$ and the new production point $Q_q$. Domestic relative prices in this new equilibrium are $p$. Notice, however, that an ad valorem tariff on $X$ imports equal to $p/p^* - 1$ will bring about the same equilibrium by causing domestic prices to diverge from world prices so that $p = p^*(1 + t)$. Such a tariff is almost identical in effect to the quota QR. The only difference is that $QR$ generates quota rents of $AC_q$, while the tariff generates the same amount through government revenues. This last difference can be accounted for if the quota is distributed by governmental auction of the quota rights, or if the tariff revenue is distributed not by lump-sum transfer to the general public, but in exactly the same way as the quota rents would have been allocated (e.g., by parceling out the revenues to domestic importers who would have received the quota rights.)

This potential equivalence between a tariff and a quota can also be seen in the context of an excess-demand diagram. Figure 16.4 redraws Fig. 16.2 with the addition of $E_{xt}$, which is a tariff-distorted excess-demand curve for $X$ in $H$. A quota of QR units of $X$ per period of time will distort the domestic equilibrium to point $E$ with Country $H$ importing QR units at the fixed world price of $p^*$, while the domestic price ratio rises to $p$. If a tariff of rate $t = p/p^* - 1$ is imposed instead, the home excess-demand curve for $Y$ shifts down to $E_{xt}$, but again we arrive at the distorted equilibrium point $E$. As long as the tariff revenue and quota rents are distributed in an identical fashion, the tariff and quota will have the same economic effects.

If this equivalence proposition is valid, one might wonder why both tariffs and quotas exist in importing nations. We now consider important
instances under which tariffs and quotas do not have identical effects on the economy.

**Economic Growth**

The equilibrium reached by both a tariff and a quota illustrated in Fig. 16.4 shows just how precarious the equivalence between both policies is. Any perturbation to the world price or to the domestic excess-demand curve will throw the equilibrium out of line and leave us with non-equivalent policy instruments. To illustrate the effects of such perturbations, we will first examine the case of economic growth and then the case of price fluctuations as caused by seasonal conditions, for example.

As considered here, economic growth is associated with increases in the resource endowments of Country H. Suppose that the scarce factor in economy H grows larger. Invoking the Rybczynski theorem, the implication is that resources will be moved toward the import-competing sector as the country's economy becomes more like the world economy. This will have the effect of moving Country H's excess-demand curve down as the home autarky price moves toward the world price $p^*$. Figure 16.5 shows how the economy will react to such an adjustment under quota or tariff protection. Initially, a quota of QR units is established. As the excess-demand curve shifts down from $E_s$ to $E_s'$, the quota-distorted domestic price will gradually fall from $p$ to $p'$. This happens because the same level of imports continues to arrive in H, but their relative scarcity falls as growth in the scarce factor allows Country H to produce more of its own X. On the other hand, suppose that an initially equivalent tariff is used to achieve a domestic price of $p_t$ and import quantity of QR in H. As scarce-factor growth pushes down the excess-demand curve, the tariff-distorted excess-demand curve will also fall from $E_{st}$ to $E_{st}'$ because it is the constant tariff rate that causes the excess-demand curve to adjust. The tariff will leave price in Country H the same at $p$ because $p = p^*(1 + t)$ still holds, but the level of imports will shrink to $X_t$. In this case of growth in the scarce factor, the quota is actually preferable in welfare terms to the tariff because as growth proceeds, the quota becomes less binding (price adjusts toward $p^*$, which is the true opportunity cost of this good through imports from the rest of the world), while the tariff prevents price from falling. On the other hand, if the source of economic growth had been in the abundant factor, the quota would have become increasingly binding and domestic price would steadily rise. Under an initially equivalent tariff, this kind of growth would result in rising imports at an unchanged domestic price. Thus, welfare losses under the quota would become increasingly large relative to those under the tariff. A problem at the end of the chapter will demonstrate this case.

**Price Fluctuations**

The argument that tariffs and quotas are nonequivalent in the presence of growth generalizes to trade under any sort of changing economic conditions. Quotas are rigid with respect to import quantities, so all changes must be absorbed by price changes. (Of course, some changes, such as declining income during an economic recession, could cause the demand for imports to fall so far that the quota becomes nonbinding, resulting in changes in the quantities of imports.) Tariffs permit quantities of imports to change so that adjustment will occur in quantities (and also in prices as well if the importing nation is large). It is tempting to conjecture that economic changes will, therefore, lead to larger domestic price fluctuations under quotas than under tariffs. This is true with respect to domestic price responses to domestic changes (as in Fig. 16.5) but not with respect to changes that are foreign in origin. The argument is as follows.\(^5\)

In general, the domestic and foreign price ratios are related by

$$p = p^*(1 + t) \quad t > 0 \quad (16.1)$$
If there is an import tariff, \( t \) is the fixed ad valorem rate of the tariff. If there is an import quota, however, we consider \( q \) to be an "implicit tariff" rate that gives the difference between the foreign price and the price domestic consumers are willing to pay. In other words, \( t \) is the percentage difference between the world and domestic relative prices induced by the quota.

Suppose that a small open economy facing a perfectly elastic foreign excess-demand curve can choose between a tariff and a quota. Suppose also that the foreign excess-demand curve shifts up and down randomly. Under a tariff, the domestic price ratio will fluctuate in proportion to the foreign price fluctuation because \( t \) is fixed in Eq. (16.1). But under a quota, \( q \) varies inversely with the world price. That is, an increase in the foreign price \( p^* \) will narrow the gap between the world and domestic price ratios. Alternatively, a decrease in \( p^* \) will mean that domestic importers are willing to bid more for the import licenses, and thus the "implicit tariff" \( t \) is increased in value.

The effect of this can be seen from Eq. (16.1). If any increase in \( p^* \) causes a fall in \( t \), these changes will be partially or totally offsetting, with the result that the domestic price ratio fluctuates less than the world price ratio. Thus, the quota provides better insurance from foreign price fluctuations, whereas the tariff provides better insurance from fluctuations that are domestic in origin. This result should, however, be interpreted with care insofar as the stabilization of domestic prices does not necessarily constitute a welfare criterion that the government should pursue.

**Domestic Monopoly**

In Chapter 11 we discussed the importance of free international trade as an effective anti-monopoly policy. Because of the presence of economies of scale, and fixed costs in particular, many economies face the problem of being large enough to support only one or a few producers of some goods efficiently. However, opening up the economy to free international trade allows these countries to enjoy the benefits of competition among the firms of many nations. The key element here is referred to as the contestable market hypothesis by economists. A firm, even when it is the only producer of a certain good in a given jurisdiction, will behave more competitively than otherwise if its market is contestable. That is, a monopolist will avoid price increases if those increases are likely to attract new sellers onto the market.

Applying the contestable market hypothesis to trade policy analysis shows that monopolists will behave quite differently under tariffs and quotas. The simple reason is that a tariff leaves the domestic market contestable, albeit at the higher tariff-distorted price, while a quota, as a restriction on the quantity of sales onto a market, destroys the contestability of that market. Suppose a monopolistic producer in the domestic economy is protected by an import tariff. Any movement by that monopolist to restrict output and raise price above the current, tariff-distorted level will be offset by increasing amounts of imports from foreign competitors. If, on the other hand, the protection is rendered by binding import quota, the domestic monopolist can reduce output and raise prices without fear that additional imports will flood the domestic market and force price back down. In the context of Fig. 16.4, a domestic monopolist, protected by a quota is able to restrict output, forcing the importing country's excess-demand curve (which reflects consumption minus production) to rise. Suppose the extent of monopoly power allows a shift up of \( E_1 \) to \( E_2 \) in Fig. 16.4. In this domestically monopolized market, import prices will rise to \( p_m \) when imports are artificially scarce due to a quota of QR, but prices remain at \( p \) with a tariff.

There are some additional problems with this analysis, however. First, how might we expect import quota permits to be distributed when there is a single domestic firm producing competing goods for the domestic market? The quota rights are more valuable to the competing domestic firm—because they increase that firm's market power—than they would be to non-producing importers. Consequently, if quota rights were auctioned by the government, a domestic monopolist might be expected to outbid all rivals for those rights and then pass the high cost of the quota permits on to consumers with higher prices of both the imported goods and the monopolist's own domestically produced goods.

Second, we are dealing with what gets called the double-distortion problem in the case of protection and imperfect competition. That is, the domestic economy is distorted not only by the protection of a tariff or quota but also by the presence of monopoly. Monopoly imposes welfare costs on an economy by inducing too little domestic output, but protection imposes welfare costs by inducing too much output. If a country switches from tariff protection to quota protection, it is giving license to domestic monopolists to cut output and raise prices. However, the lower levels of monopoly output may simply offset the distorted over-production arising from protection, and the economy may see an overall improvement in welfare.

An interesting application of this problem arises in current attempts by numerous countries to liberalize their economies by relaxing trade barriers. The principles of the GATT have attempted to move nations in the direction of freer trade by having them convert quantitative restrictions to tariffs. This tariffication process allows countries to impose temporary tariffs that maintain domestic price levels. However, if the quotas were protecting domestic monopolies, they may have led those monopolistic firms to produce less output in exchange for a higher domestic price under the quota. Then, with the switch to tariffs at the same price levels, these firms may be induced to expand output, contrary to the underlying pattern of comparative advantage. This process may lead to the paradoxical outcome of liberalized trade policies 'causing the volume of trade to shrink.'

**16.4 OTHER NONTARIFF BARRIERS**

Quotas are not the only nontariff method of restricting trade. There are many other policies, included with quotas in a category economists call non tariff barriers (NTBs), that can act directly or indirectly to restrict imports. There
are corresponding measures that artificially restrict or promote exports in a way that tends to lower aggregate welfare for the export-promoting country (but, of course, raises welfare for certain groups within that country). However, in order to limit our discussion, we will focus on import restrictions. This should be sufficient to give an understanding of the issues involved.  

Quantitative Restrictions

This chapter has been devoted to an analysis of quantitative restrictions, but only two specific types, global quotas and VERs, have been examined. There are a number of other ways in which imports can be restricted using explicit quantitative restrictions (as opposed to some of the other implicit restrictions we will discuss). However, these other types of restrictions may differ from global quotas, they have many of the same general impacts, such as creating artificial shortages on domestic markets that drive up consumer prices and lead to a reallocation of resources.

While a global quota establishes a limit on imports of a certain good during some period of time, regardless of the country of origin of the good, many countries employ country-specific quotas. A country-specific quota is similar to a VER, but with the importing country retaining the quota rents. Country-specific quotas are commonly used in two ways. First, they may be imposed on a type of commodity. The United States, for instance, imposes limitations on imports of sugar on a country-by-country basis, with each specific exporting country having its own quota allotment of sugar exports. Trade in textiles and apparel is managed in much the same way; importing nations negotiate country-specific import targets with each significant exporter. One damaging outcome of such tightly managed trade is that the importer does not necessarily import from the least-cost source—that is, the source with the greatest comparative advantage. Another way in which country-specific quotas are used is to prohibit trade of several or all categories of goods with some specific country. This kind of trade embargo is called an economic sanction and is used for political and diplomatic ends, although it does cause the same kinds of domestic market disruptions that other trade barriers cause.

Quantitative restrictions can interfere with trade even when they are not binding. It is often the case, particularly in developing countries, that importers must obtain licenses to import certain goods. These licenses require the importer to spend time filling out forms and waiting for official permission. Such activities represent very real costs even though they do not appear in any official accounting figures. These costs include the opportunity costs of the importer’s time, interest costs due to time delays, the cost of uncertainty over whether or not a license will be granted, the resource costs of additional bureaucrats, and so on. Import licenses, whether from binding quotas or not, also present the opportunity for bureaucrats to engage in arbitrary and unfair practices in issuing licenses (e.g., bureaucrats could discriminate in favor of friends or those willing to pay bribes).

Price and Earnings Restrictions

There are many ways besides the use of ad valorem tariffs in which government regulations can directly affect the price of imports. Another kind of tariff restriction is a specific tariff charged per unit of a good rather than per unit of value of the good. Specific tariffs have the effect of taxing lower-quality items more heavily than higher-quality items. Suppose a $1,000 levy is imposed on all motorized, wheeled vehicles. The price to consumers of a simple motorcycle import might rise from $2,000 to $3,000 as a result of the specific tax (a 50-percent rise), while an imported luxury car might rise in price from $50,000 to $51,000 (a 2-percent rise). Such a taxation policy heavily distorts consumer choices governing the quality of goods imported.

When tariffs are not employed, there are other methods a government can use to raise the costs of importing. Importers may be required to post bonds or make advance deposits against taxes that they will have to pay in the process of selling their goods in some importing country. For instance, suppose there is a 10-percent tariff against bicycle imports and that importers are required to pay that amount in advance of shipping goods. This requirement raises the effective penalty of the tax, for importers must now finance the advance as well as the purchase of foreign-made goods in order to sell on the domestic market. This kind of practice is used when an anti-dumping duty is being considered against exporters suspected of unfairly dumping goods on the domestic market. While the anti-dumping charge is pending (under investigation), the importer must pay a deposit against the eventuality that a negative ruling will come about.

In general, domestic tax laws can be applied to foreign firms in a way that is highly discriminatory against imports. Anyone who has had no involvement with tax laws other than filling out a yearly income tax return is unaware of the complexity of domestic tax policies. There are many ways to use these laws to discriminate against foreign goods and firms, and all countries avail themselves of these opportunities to some degree. There was, for example, a great deal of controversy between Canada and the United States in the early 1980s when Canada introduced highly discriminatory taxation laws dealing with oil and natural gas. A slightly different version of this problem arises with government-owned corporations, which are often given implicit or explicit competitive advantages over foreign firms. A common example of this in recent decades might be the favorable treatments given to government-owned airlines.

Another way to restrict imports is to regulate the earnings from importing by means of exchange controls. With exchange control, importers face restrictions not on imports per se, but on their ability either to buy the foreign currency needed to pay for imports or to turn earnings in domestic currency into foreign currency to pay the exporting country. Exchange control, which is very common in developing countries, suffers the same problems as import licensing and generally discourages the development of new markets by exporters.
Trade-Restricting Regulations

Many common forms of import restrictions come in the form of government regulations that may directly or indirectly inhibit the volume of trade. For example, governments have the right to issue regulations governing technical and safety standards for products. A government standard regulating pesticide use in food production could limit imports from nations that do not observe this standard. Such standards should be adopted to protect consumer health and safety, not to discriminate against imports, though the latter is often the case.11

To amplify this point, note the importance to consumers of knowing what is in the goods they buy. Consequently, packaging, labeling, and advertising regulations, as well as health, safety, sanitary, and quality specifications, are important elements of the government's regulatory structure designed to promote consumer welfare. Much of this regulatory structure is designed to correct possible problems, such as misleading advertising, in an otherwise unregulated market place. However, in the presence of international trade, there is the possibility for discriminatory application of such regulations against imports. In many cases, regulatory requirements do make good economic sense because they correct market externalities and do not discriminate against foreign goods per se. An example might be the U.S. requirements concerning safety and emission controls for automobiles. But in other cases there would seem to be little purpose in the regulations other than to harass importers. For instance, if most products require government grading at the time of processing, the absence of grading inspectors in foreign countries could make most meat imports illegal.

Another example is the frequent use of government procurement regulations, in which nations provide strong preferences to domestic suppliers of various products, such as military items. Governments are often required by law to do this. This is, in fact, not a trivial issue, for in many countries, spending by the various levels of government adds up to a sizable proportion of GNP. Purchasing more expensive domestic goods instead of cheaper foreign goods raises costs to taxpayers and consumers and distorts the allocation of resources, just as tariffs do.

Another common form of trade-inhibiting regulation is the domestic content requirement. In the contemporary, complex world of international trade, final goods often contain many levels of intermediate inputs that have been traded back and forth between countries before final consumption takes place. Automobiles might be assembled in Mexico with an engine made in the United States that has an engine block milled in Mexico made of American steel. A domestic content provision forces importers to import goods that are made of a certain percentage of domestically produced components. If the domestic content provision is high enough, this amount adds to an actual prohibition of trade, even though there might be no tariff or quota on the imported good per se. In fact, such restrictions are far more common when placed on the domestic operations of foreign firms that engage in foreign direct investment in production facilities in the regulating country. In many countries, governments place trade-related requirements on the operations of multinational enterprises within their borders, including minimum amounts of domestic components to be used in production or maximum amounts of imports to be brought in for production.12

16.5 ESTIMATES OF THE COST OF PROTECTION

Our analysis of tariffs and quotas has demonstrated that they have potentially important effects on prices, production, consumption, and economic welfare. It is natural for economists to wonder about how significant these effects are in practice. The potential welfare impacts have attracted considerable attention from analysts who apply some of these theoretical notions to real-world data in the presence of trade restrictions.

Before discussing some of these studies, we make an important point about measuring these effects. For now, let country H be a small importer. Figure 16.6 reproduces some of the welfare effects we have already discussed. Recall that if country H imposes a tariff, consumption moves from $C_f$ to $C_t$. We decomposed this loss in utility into a loss from inefficient specialization (the economy's production point moves from $Q_f$ to $Q_{t*}$) and a loss from inefficient consumption (the change in domestic prices causes consumers to move from point $C_f$ to point $C_t$). We would like to compute these changes in utility directly, but doing so is virtually impossible because utility indexes are not readily measurable. In principle, however, we can calculate these changes in terms of national income sacrificed because of these inefficiencies. Suppose
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National income losses from trade restrictions.
we measure national income in terms of good $Y$, using world relative prices $p^*$. The loss in national income associated with inefficient production is clearly the distance $N_f - N_t$. The further reduction in national income associated with the loss on the consumption side would depend on where some $p^*$ line is tangent to indifference curve $U_t$. To simplify matters, we make the assumption that preferences are homothetic, so that indifference curves will be tangent to world price lines along ray $OC$. Thus, at point $C_t$, the economy is equally well off as at point $C_t$, and the associated loss in national income associated with the inefficient consumption is the distance $N_t - N_c$. The total inefficiency loss, which economists term the deadweight loss from the tariff, is then the distance $N_f - N_c$. It measures the sacrifice in real national income that the economy absorbs in order to have the tariff in place. An alternative explanation is that this is the quantity of good $Y$ that would have to be paid to consumers in order for them to agree to have the tariff imposed. The fact that such compensation is not often paid suggests that there must be a number of political and noneconomic explanations for the fairly common existence of import barriers, which is an issue we treat analytically in Chapter 19.

If the trade restriction is a quota, the same analysis applies, so long as there is no distortory rent-seeking and so long as the quota rents are spent in the same manner as the tariff revenue. However, an additional cost emerges if the restriction is a VER. In this case, the quota rents, distance $AC_t$, are ceded to the foreign country. This would induce some change in the final equilibrium to a point on an indifference curve lower than $U_t$. In turn, domestic utility would be represented by point $C_c$, where this lower indifference curve would be tangent to the world price line. The additional loss in national income for Country $H$ is then the distance $N_t - N_c$.

Finally, if Country $H$ were large, we would need to account for any changes in the terms of trade that would ensue from a trade restriction. In this case, as we know, there will be offsetting gains in national income from these price changes, which could even leave the importing nation better off.

As the reader might imagine, actually calculating these measures of utility loss is quite difficult, and very few economists have attempted to do so. Rather, most analysts have relied on various approximations based on simplified assumptions. The most common approach is to assume that the import commodity on which a barrier is placed represents such a small proportion of the domestic economy that it can be treated with partial-equilibrium analysis (an assumption that is clearly at odds with standard trade theory). Clearly, such approaches tend to understate the welfare effects of protection because they ignore the impacts on consumption and production of other goods.

The basic partial-equilibrium analysis is presented in Figs. 16.7 and 16.8. In Fig. 16.7, the curves $S$ and $D$ represent the supply and demand curves for good $X$ within Country $H$. At the initial free trade equilibrium, the economy imports quantity $Q_1$ at price $p^*_X$ (for now we ignore foreign supply behavior). A standard assumption is that the utility level consumers attain at point $B$ may be measured by the concept of consumer surplus, which is the area $BP^*B$. The notion is simply that the area under the demand curve but above market price measures all of the excess utility (marginal consumers gain from being able to purchase all units at the common price. A second assumption is that the excess benefits that domestic firms experience at point $A$ may be measured by the concept of producer surplus, which is area $AP^*A$. The idea here is that producers are willing to supply good $X$ along the supply curve, so there are
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Partial-equilibrium effects of an import restriction.
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Partial-equilibrium trade effects of an import restriction.
results of such exercises depend critically on the elasticities of supply and demand that are assumed to exist, so there is a wide range of estimates available of the effects of major trade barriers. We review a small subset of studies of U.S. trade protection here, presenting average estimates.\footnote{17}

In Table 16.1 we show recent estimates of the costs of some major U.S. trade actions. For example, the United States has had long-standing import quotas on dairy products (cheese, ice cream, and so on). Available estimates suggest that, per year, the dairy quotas cost U.S. consumers some $3.5 billion per year, while transferring nearly $4 billion to dairy farmers and processors.\footnote{18} Quota rents are perhaps $250 million per year and are earned by U.S. dairy importers. If we suppose that around half of that represents a transfer from U.S. consumers to quota recipients, the net deadweight efficiency loss to the United States (areas \textit{CAE} and \textit{DFB} in Fig. 16.7) amount to $1.4 billion. The remaining rents are a gain for the United States, generating an overall welfare loss of $1.28 billion per year. Foreign exporters are estimated to lose $140 million per year because of U.S. dairy quotas. The United States also has quotas on imported sugar, except that U.S. law allows foreign exporters to charge the American price for sugar, thereby earning the quota rents. American welfare is harmed by perhaps $460 million per year, while foreign welfare is reduced by $950 million per year because the deadweight efficiency losses from producing less sugar far outweigh the terms-of-trade gains from the quota rents.

We have mentioned the automobile VERs before. These were negotiated with Japan in the early 1980s and by 1988 were estimated to cost U.S. consumers some $5.5 billion per year in higher car prices. In total, welfare was reduced by perhaps $3.2 billion per year. However, the VER rents earned by Japanese automobile firms (and the rents earned by European firms because they could also raise their prices in the U.S. market) actually resulted in a welfare gain for foreign countries. The most costly import barriers are the bilateral VERs imposed on textiles and apparel by the United States under the terms of the Multifibre Arrangement (MFA). These restrictions are estimated to cost American consumers $27 billion per year in higher clothing prices. Quota rents are earned by foreign countries so that the United States suffers a large overall welfare loss. However, the quota rents are insufficient to compensate for the large deadweight efficiency losses in the exporting nations from the VERs, and those nations annually lose some $5.5 billion. Because similar VERs are imposed under the MFA by most other developed nations, the global welfare losses from textiles protection are quite large indeed.

Finally we mention the interesting case of a small "trade war" between the United States and Canada. In 1986 the United States imposed a 15 percent tariff on imports of construction lumber from Canada, charging that because Canadian provinces charged their loggers very low fees to harvest trees, the resulting lumber exports were effectively subsidized.\footnote{19} The effect of this tariff was actually to raise U.S. welfare by virtue of large terms-of-trade gains. After all, the United States is Canada's largest market.

inframarginal benefits associated with selling all units of domestic output at the common market price.\footnote{15}

Now allow Country H to impose a tariff or quota that raises the domestic price to $p_2$, and reduces the foreign price to $p_2^*$ (that is, we assume that H is large). Of interest here are the resulting welfare changes. It is clear that consumer surplus in H falls by the area $p_2p_2^*BD$. Part of this loss in consumer utility represents an income transfer to domestic firms in the form of higher producer surplus, area $p_2p_2^*AC$. Unless we have some reason to weight the dollar losses to consumers differently than the gains to producers, this transfer has no net effect in welfare. Similarly, part of the consumer loss represents a transfer from consumers to the recipients of the tariff revenue or quota rents. This transfer is the area \textit{CEFD}. To sum up these effects, Country H experiences deadweight efficiency losses of \textit{CAE} and \textit{DFB}. These are the partial-equilibrium counterparts to the losses discussed earlier. However, notice that because foreign price is forced down, the full amount of tariff revenue or quota rents is area \textit{CGID}. The lower rectangle \textit{EGHF} represents a gain to Country H from the terms-of-trade improvement. Thus, the overall welfare effect in H is \textit{EGHF} = \textit{CAE} - \textit{DFB}. Country F, on the other hand, is worse off because its volume of trade is reduced and it suffers a deterioration in its terms of trade. If, however, the restriction had been a VER for which F earned the rents, the analysis would be somewhat different.

A more convenient representation of these effects is given in Fig. 16.8, which is a partial-equilibrium diagram of international trade in good X. The line $I_{s}^*$ is the import-demand curve in H (that is, it is the horizontal difference between S and D in the import region in Fig. 16.7), and the line $E_{s}$ is the export-supply curve for Country F. The free trade equilibrium is at point I, with imports equal to $O_{I}s$ (equal to $Q_{1}Q_{2}$ in Fig. 16.7). When Country H imposes a tariff, its tariff-distorted import-demand curve becomes $I_{s}^*$ (it would be $I_{s}^k$ if an import-equivalent quota were introduced). Trade volume shrinks to $O_{I}s'$, domestic price in H rises to $p_2$, and foreign price falls to $p_2^*$. The higher price in H generates the following welfare effects: deadweight efficiency losses of area $JKI$ (the sum of \textit{ACE} and \textit{DFB} in Fig. 16.7) and tariff revenue or quota rents of $p_2p_2^*LI$, which consist of a transfer from a consumer (area $p_2p_2^*KJ$) to revenue receipts and a terms-of-trade gain (area $p_2p_2^*LK$). Thus, Country H experiences a net gain or loss from the trade barrier of area $p_2p_2^*LK - KLI$.\footnote{16} On the other hand, Country F experiences a terms-of-trade loss equal to H's terms-of-trade gain (this is simply an income transfer between nations) and a further efficiency loss of area $KLI$. However, note that if the restriction were a VER, so that Country F achieved a terms-of-trade gain by selling good X at price $p_2$, the welfare effect in H would be a loss of $p_2p_2^*LI$, and the effect in F would be a net gain or loss of $p_2p_2^*KJ - KLI$. In any case, the global net welfare loss is $JLI$. Many economists have used these principles to calculate estimates of the welfare effects of various trade barriers. Of course, the actual approaches are more sophisticated than these diagrams would suggest. Notice that the
TABLE 16.1
Average estimates of the annual costs of U.S. import protection, mid- to late-1980s ($billions)

<table>
<thead>
<tr>
<th>Product</th>
<th>Barrier</th>
<th>Consumer loss</th>
<th>Producer gain</th>
<th>U.S. DW loss</th>
<th>Revenues or rents</th>
<th>Foreign DW loss</th>
<th>U.S. welfare</th>
<th>Foreign welfare</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dairy products</td>
<td>Quotas</td>
<td>-5.50</td>
<td>+3.97</td>
<td>-1.40</td>
<td>+0.25(US)</td>
<td>-0.02</td>
<td>-1.28</td>
<td>-0.14</td>
</tr>
<tr>
<td>Sugar</td>
<td>Quotas</td>
<td>-1.30</td>
<td>+0.84</td>
<td>-0.30</td>
<td>+0.84(F)</td>
<td>-1.11</td>
<td>-0.46</td>
<td>-0.38</td>
</tr>
<tr>
<td>Automobiles</td>
<td>VERS</td>
<td>-8.50</td>
<td>+2.80</td>
<td>-0.70</td>
<td>+6.00(F)</td>
<td>-1.50</td>
<td>-3.20</td>
<td>+1.00</td>
</tr>
<tr>
<td>Machine tools</td>
<td>VERS</td>
<td>-0.54</td>
<td>+0.16</td>
<td>-0.20</td>
<td>+0.35(F)</td>
<td>na</td>
<td>-0.38</td>
<td>na</td>
</tr>
<tr>
<td>Carbon steel</td>
<td>VERS</td>
<td>-6.80</td>
<td>+3.80</td>
<td>-2.00</td>
<td>+2.00(F)</td>
<td>na</td>
<td>-3.00</td>
<td>na</td>
</tr>
<tr>
<td>Textiles and apparel</td>
<td>VERS</td>
<td>-27.00</td>
<td>+19.00</td>
<td>-5.50</td>
<td>+5.00(F)</td>
<td>-8.00</td>
<td>-8.00</td>
<td>-5.00</td>
</tr>
<tr>
<td>Lumber part 1</td>
<td>Tax</td>
<td>-0.57</td>
<td>+0.41</td>
<td>-0.03</td>
<td>+0.34(US)</td>
<td>-0.05</td>
<td>-0.16</td>
<td>-0.26</td>
</tr>
<tr>
<td>Lumber part 2</td>
<td>Export tax*</td>
<td>-0.57</td>
<td>-0.41</td>
<td>-0.03</td>
<td>+0.34(F)</td>
<td>-0.05</td>
<td>-0.16</td>
<td>-0.38</td>
</tr>
</tbody>
</table>


Note: For purposes of calculating deadweight losses, estimated revenues or rents were divided equally between a higher U.S. price and a lower foreign price, except in the case of lumber. The export tax in "Lumber Part 2" refers to a Canadian tax on its exports of lumber to the United States.

For purposes of including deadweight losses, the estimates in Table 16.1 do not adjust for increases in consumer and producer gains. The GNP costs of deadweight losses are quite small in relation to total GDP. In 1986, deadweight losses were $14.8 billion, or 0.3 percent of GDP. Thus, the net welfare costs of these barriers, the most of which were import restrictions, were around 0.3 percent of GDP. This may seem too small a price to warrant much concern about the effects of trade protection, but our figures are based on the assumption that the barriers are quite small in relation to total GDP.
rationalization, the apparent welfare costs can be larger. For example, in the study by R. Harris that we reviewed in Chapter 14, the elimination of tariffs on trade between the United States and Canada was expected to expand scale economies and raise worker productivity in Canadian industries, thereby substantially raising the expected welfare gains to Canada from the free trade agreement. Moreover, there may well be significant dynamic gains from trade liberalization associated with technological improvement and improved resource allocation over time. To date, such effects have not been measured very satisfactorily.

16.6 CONCLUDING REMARKS

Nontariff barriers are similar to tariffs in a very basic sense. Nontariff barriers restrict trade, raise import prices, and redistribute income just as tariffs do. The most common NTBs are probably quotas, which impose quantitative restrictions on imports. We also discussed voluntary export restraints and other forms of quantitative trade restrictions. The main conclusions from our analysis include the following.

1. There are circumstances under which quotas and tariffs have identical effects. Major circumstances in which quotas and tariffs are not equivalent include: (a) the issuing of quotas by methods other than license auction, (b) domestic growth and preference shifts, (c) domestic or foreign price fluctuations, and (d) domestic monopoly power.

2. The welfare effects of tariffs are easier to measure than those of nontariff barriers, for several reasons. First, tariffs are direct and measurable, while many NTBs, such as discriminatory taxes or regulations and import licensing, are indirect and hard to measure. It is interesting to note that economists generally try to convert nontariff barriers to tariff equivalents when trying to assess the impact of NTBs on various domestic variables. Second, tariffs are a visible form of taxation, at least to the affected businesses, whereas NTBs tend to be less apparent in their operations and effects. The visibility and measurability of tariffs is important in helping to simplify trade liberalization negotiations. Third, revenues created by tariffs are earned by the government treasury, while the rents from many NTBs (except in the rare case of auctioned quotas) generally end up in the hands of private companies and individuals, often in a highly arbitrary manner. This fact inevitably provides incentives for rent-seeking behavior that wastes economic resources. Fourth, tariffs probably cost less to administer, largely because the red tape associated with numerous quantitative import barriers tends to lead to a waste of time and effort on the part of importers working their way through the bureaucratic process. Finally, as we discussed earlier, quantitative import barriers tend to reduce the contestability of domestic markets far more than do tariffs, suggesting that NTBs are more costly in domestic welfare terms. Of course, this very fact helps explain why domestic firms typically prefer to be protected by quantitative restrictions rather than trade taxes.

3. There are many numerical estimates of the welfare costs and benefits of tariffs and NTBs, though most are of a partial-equilibrium nature. These studies typically find that the static net welfare effects, including deadweight losses and international rent transfers, are quite small as a percentage of national output. However, such estimates tend to miss important effects on welfare arising from the fact that trade barriers may well inhibit the attainment of scale economies, industry rationalization, and dynamic competition and growth.

PROBLEMS

1. Suppose that a small country reaches an agreement with its trade partners to limit its imports by use of a VER. Show the welfare effects of this trade restriction for the importing country.

2. Draw a diagram such as Fig. 16.3 in which one country has an import quota and the other an export quota. What are the equilibrium terms of trade?

3. Suppose the domestic excess demand for some good grows. Show what happens if the domestic market is protected by a quota or an initially equivalent tariff. Which instrument leads to the better welfare outcome for the country?

4. We know from earlier chapters that domestic factor prices depend on domestic commodity prices and outputs. Suppose X is labor-intensive. Compare the effects on the real wage under tariffs and quotas as the economy grows, as in Fig. 16.5.

5. In light of our analysis of monopoly, discuss the use of auction quotas with respect to the resulting price and quantity decisions of a domestic monopolist. If the monopolist gains control of the entire import quota allotment, how much will the monopolist produce domestically?

NOTES

1. Strictly speaking, this is true only if the auction takes place among perfectly competitive bidders. Alternatively, if only a few importing firms bid for the important licenses, there would emerge some sharing of the quota rents between the firms and the government.

2. Rent-seeking was initially analyzed by A. Krueger (1974), who also showed that the implied welfare costs from this activity in highly distorted economies can be significant. Rent-seeking is a specific version of the general process called directly unproductive profit-seeking, as analyzed by J. Bhagwati (1982).

3. The General Agreement of Tariffs and Trade is typically referred to as the GATT. See Chapter 20 for a detailed treatment.

4. Alternatively, we could analyze the effects of shifts in preferences for good X, which exercise we leave to the reader.

5. See Fishelson and Flatters (1975) and Young (1979).

6. Determining exactly how this excess-demand curve would shift is problematic because the extent of the shift depends on the cost curves of the domestic monopolist.

7. See Bhagwati (1968) and Kaempfer, McClure and Willet (1969).

9. In Chapter 50, *Administered Protection*, we go into much more detail discussing the actual practice of protection, including such measures as countervailing duties and anti-dumping tariffs and safeguards. Baldwin (1974) also presents a good general discussion of various measures of protection.

10. See Kaempfer and Lowenberg (1988) for an analysis of the political economy of the use of international economic sanctions.

11. We discuss issues of regulation and trade more fully in Chapter 20.

12. One common example of such provision is in trade in advanced military weaponry. Sweden, for instance, will import U.S. fighter planes only if a considerable part of the plane is actually built in Sweden or is made of Swedish components.

13. The precise equilibrium would depend on preferences and the production frontier in country H, which we do not consider further.

14. Strictly speaking, this makes sense only if $D$ is an income-compensated demand curve or if changes in income do not affect the demand for good $X$. Otherwise, as price changes, so will real national income, shifting this demand curve and complicating the computation of consumer surplus. This qualification is rarely considered in applied work.

15. Producer surplus is most appropriately considered rents to the specific factors in the domestic $X$ industry.

16. An appropriate way of considering $JK/I$ as a deadweight loss is to note that the economy could import $J/K$ units of $X$ at the free trade price and enjoy net gains (consumer surplus gains minus producer surplus losses) of $J/K/I$.


18. It is interesting to note that the monetary benefits of trade protection are often embedded (or "capitalized") in the prices of the assets they protect, such as farmland or cows. It has been estimated that these producer benefits amount to $450 per dairy cow.

19. This is an example of a countervailing duty, which we consider in detail in Chapter 20.

20. Canada removed the tax in late 1996, arguing that its extraction fees and other charges were sufficiently raised to avoid any export subsidization. As of mid-1994, however, the United States was threatening to reimpose its tariff.
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17 IMPERFECT COMPETITION, INCREASING RETURNS, AND STRATEGIC TRADE POLICY

17.1 INTRODUCTION

An interesting and important phenomenon occurs when governments are observed to act as agents in support of large domestic firms in the international marketplace. Certain governmental actions are designed to give domestic firms strong advantages over foreign rivals in competing for international business. These actions often involve some direct or indirect form of subsidy that lowers the production costs of the domestic firms relative to their competitors’ costs.

Although such subsidies or other forms of support may increase profits for the national firms, analysis in previous chapters (e.g., Chapter 10) should warn us that this in no way implies that these subsidies are welfare-improving for the country. On the other hand, knowing that large, imperfectly competitive firms are “under-producing” (producing outputs for which price exceeds marginal cost) might make us suspect that measures to stimulate the production and sales of large domestic firms are welfare-improving.

During the decade of the 1980s, numerous scientific papers were produced that examined trade policies such as tariffs and quotas under conditions of imperfect competition and increasing returns to scale. This body of work has become known as the “strategic trade policy literature,” however inapt the appellation. Many interesting models in the literature produced non-traditional results, such as a finding that a production subsidy or an export subsidy can improve welfare. This result never holds in a competitive, distortion-free environment. Other authors changed the basic assumptions of some models in seemingly harmless ways, thereby completely reversing the findings.

The resulting literature is full of special cases, models, and results that do not generalize in any simple fashion. The strategic trade policy literature is not a useful guide to government policy at this time. Yet, taken together, this collection of special cases may help us better understand how our global economy’s trade is increasingly dominated by large, multinational firms. In this chapter, we will examine a number of special cases in order to get a sense of the strategic trade policy literature and to become familiar with some differing economic environments and the results they produce. In particular, we will consider the degree of competitiveness and whether or not firms can enter or exit an industry in response to changing profits. The final sections of the chapter consider a few other important dimensions of strategic trade policy.

17.2 EXPORT RIVALRY I: COURNOT COMPETITION

In this section and the next, we will consider the simplest possible model. There are two countries, Home and Foreign, each having a single firm that produces a similar product. We will assume that there are no domestic sales and that each firm sells its product only to a third country. The result of this unlikely assumption is that changes in profits of one nation’s firm are equivalent to changes in national welfare. There is no conflict between a profit increase from higher prices and a reduction in domestic consumers’ welfare. The job of a government in this model is very simple: help the domestic firm earn the highest possible profit in the international marketplace.

Here we will present a diagrammatic analysis; a formal algebraic analysis appears in Section 17.4 for those who are interested. A Cournot model, in which a firm can be thought of as choosing its best output given the output of the other firm, is characterized by a construction called a reaction curve, which gives the firm’s optimal output for every possible output of its rival.

The reaction curve for the Home firm is shown in Fig. 17.1 as \( R^*_h \). The reaction curve is downward-sloping: as \( X_f \) increases, the market remaining for the Home firm essentially shrinks, making it optimal for the Home firm
to reduce its output, $X_h$. Point $A$ in Fig. 17.1 is the output the Home firm would produce if the Foreign firm produced nothing, and point $B$ is the level of $X_f$ at which the Home firm quite producing entirely.

With some further analysis, we could derive a set of iso-profit curves for the Home firm, shown as $\pi_{A1} < \pi_{A2} < \pi_{A3}$. Each point on one iso-profit curve yields the same level of profits for the Home firm. The Home firm's profits improve as its rival's output, $X_f$, decreases, so the Home firm moves to higher iso-profit curves as it moves down the reaction curve. The reaction curve is in fact the locus of points where the Home firm's profits are maximized for given levels of $X_f$. Thus, $RC_h$ connects all of the "top" points on the iso-profit curves. The best possible point for the Home firm in Fig. 17.1 is point $A$, where it is a monopolist.

A similar reaction curve for the Foreign firm is shown as $RC_f$ in Fig. 17.2. $RC_h$ and $RC_f$ are in fact mirror images of each other under assumptions used in Section 17.4 (including the assumption that the firms have equal marginal costs). The Cournot equilibrium for the Home and Foreign is given by point $C$, where the two reaction curves intersect: each firm is choosing its optimal output given the output of the other firm. The Foreign firm has iso-profit curves corresponding to those of the Home firm, with these curves being vertical on $RC_f$; $RC_f$ is the locus of optimal choices of $X_f$ for given levels of $X_h$. The iso-profit curves at the Cournot equilibrium for the Home and Foreign firms are shown as $\pi_{he}$ and $\pi_{fe}$ respectively. These iso-profit curves are perpendicular to each other at the Cournot equilibrium, indicating that each firm is choosing its optimal output given the output of the other firm. The hatched area between these two iso-profit curves gives a region in which both firms could be better off by agreeing to reduce outputs.

Now consider an activist government in Country H. The Foreign firm's reaction curve $RC_f$ could be thought of as a constraint: any profit-maximizing output that the Home government can help the Home firm attain must lie on the Foreign reaction curve $RC_f$. In Fig. 17.2, we see that the best possible point for the Home firm is point $S$, where iso-profit curve $\pi_{hs}$ is just tangent to the foreign reaction function $RC_f$. How can the Home government influence the situation so that the Cournot equilibrium will shift to $S$ in Fig. 17.2? One way would be to give the Home firm an output subsidy. This would reduce the Home's firm's marginal cost, making it willing to supply a larger quantity of $X_h$ for any given level of $X_f$. In other words, the output subsidy would shift the Home firm's reaction curve to the right in Fig. 17.2. If the Home government chooses the most effective subsidy, the Home firm's reaction curve will shift just enough to pass through point $S$ in Fig. 17.2. This new reaction curve is shown by the dashed line. The Home firm earns higher profits in international markets, and these profits are a component of Home's national income.3

Note that the Foreign firm is worse off after the Home subsidy. The Foreign firm is on a lower iso-profit curve than $\pi_{fe}$ in Fig. 17.2, so Foreign national income is reduced. The subsidy's effect of making Home better off and Foreign worse off is generally called rent shifting; oligopolistic rents in this market are shifted from the Foreign firm to the Home firm.4

This argument, as illustrated in Fig. 17.2, establishes a case in which active government support for a domestic firm in the international marketplace can increase national welfare. But it is a fragile argument, as we shall show in the next section.

17.3 EXPORT RIVALRY II: BERTRAND COMPETITION5

A plausible alternative to the Cournot assumption that firms pick quantities is that firms pick prices. Each firm picks its optimal price given the price of its rival. This is known as Bertrand competition. This difference might seem
insignificant, but it actually reverses the result of the previous section. The Home government's optimal policy is to tax the Home firm, not subsidize it.

The difference arises because Bertrand competition is inherently more competitive than Cournot competition. Bertrand competitors produce more than Cournot competitors; indeed, there is a sense in which the Bertrand competitors are producing "too much" and Cournot competitors "too little." A tax by the Home government can restrain Bertrand competition and thereby reduce profits of the Home firm by less than the resulting tax revenue. Home welfare therefore increases.

In a Cournot situation, the Home firm behaves as if increasing its output will not lead the Foreign firm to alter its output when in fact, Foreign will lower its output. In a sense, the Home firm behaves as if the market is more competitive than it actually is and produces too little. In a Bertrand situation, the Home firm behaves as if decreasing its price (increasing its output) will not lead the Foreign firm to change its price. This must mean that Home behaves as if Foreign will respond by reducing its output (Foreign must reduce its output to hold its price constant because demand shifts to Home when Home reduces its price). But in fact, Foreign will respond by lowering its price (increasing its output). In a sense, the Home firm behaves as if the market is less competitive than it actually is and thus produces too much.

If two firms in Cournot equilibrium were suddenly changed into Bertrand competitors, each firm would feel an incentive to increase its output, believing that the other firm would respond by reducing its output rather than by holding it constant as under Cournot behavior. In Bertrand equilibrium, the outputs of the two firms will be higher and their profits lower than under Cournot competition. Thus, Home's "conjecture" about how Foreign will respond to a change in its output (and vice versa) is crucial to determining the equilibrium.

Figure 17.3 shows the Bertrand reaction function for the Home firm, labeled $\text{RC}_h$. In the Bertrand case, the axis shows prices rather than quantities. If the Foreign firm raises its price $p_f$, the demand for $X_f$ decreases and the demand for $X_h$ increases. Because of the increased demand, it is optimal for the Home firm to increase its price $p_h$ (generally by less than the increase in $p_f$), giving the Bertrand reaction curve an upward slope. A set of iso-profit curves for the Home firm can be derived here in the same fashion as in Fig. 17.1. Profits of the Home firm increase as the Foreign firm increases its price, because when $p_f$ increases, more demand is shifted to the Home firm. Figure 17.3 shows three iso-profit curves with $\pi_{h3} > \pi_{h2} > \pi_{h1}$. The reaction curve $\text{RC}_h$ is the locus of "bottom" points on the iso-profit curves; that is, the reaction curve gives the optimal (profit-maximizing) level of $p_h$ for each level of $p_f$.

Figure 17.4 adds the corresponding reaction curve for the Foreign firm, $\text{RC}_f$. Bertrand equilibrium is given by the intersection of the reaction curves at point $B$. At the Bertrand equilibrium, the two iso-profit curves $\pi_{hb}$ and $\pi_{fb}$ are perpendicular: each firm is choosing its optimal price given the price of the other firm. The hatched area between the two iso-profit curves is a set of mutually preferred points at which both firms could achieve higher profits if they cooperated to increase prices.

Now consider an activist Home government as we did in the previous section. The Foreign reaction curve $\text{RC}_f$ can be thought of as a constraint, and the Home government's task is to help guide its firm to the highest profit level consistent with this constraint. The best point for Home on $\text{RC}_f$ is point $T$ with corresponding profit level $\pi_h$, in Fig. 17.4. The appropriate policy for the Home government is to shift the Home firm's reaction curve to the right, to the position of the dashed line through $T$. But the appropriate policy is now an output tax, the reverse of the optimal policy in the Cournot case. When the reaction curve is shifted to the right, the Home firm wishes to charge a higher price $p_h$ for any given level of $p_f$. This is consistent with
a higher level of marginal cost for the Home firm and is accomplished by a tax rather than a subsidy.

It is interesting to note that H's tax also serves to raise the profits of the Foreign firm, whereas the optimal subsidy in the Cournot case lowered the profits of the Foreign firm. As indicated above, we can think of Bertrand equilibrium as characterized by each firm's belief that there is less competition then there actually is; hence, the firms are producing "too much." The tax imposed by the Home government acts to restrain competition, benefiting the Foreign firm as well as the Home country.6

The contrast between this result and that of the previous section serves to illustrate the caveat offered in the introduction to this chapter. The theory of strategic trade policy is very sensitive to the underlying assumptions and cannot be taken as a reliable guide to government policy at this time.

17.4 THE FORMAL MODEL7

The results derived in the previous two sections are not always valid, and they depend in particular on the shape of the demand functions and the firms' cost functions. One simple, underlying model that does produce the results shown in Figs. 17.1–17.4 (including the linear reaction functions) assumes that the consumer's demand curve is linear and that the Home and Foreign firms have constant marginal costs. We will assume for a reason noted presently that the Home and Foreign firms produce imperfect substitutes. Let $p_h$ and $p_f$ denote the prices of the Home and Foreign goods, respectively. The consumer's (inverse) demand functions for the two goods are given by

$$p_h = a - bX_h - cX_f \quad p_f = a - bX_f - cX_h \quad b > c \quad (17.1)$$

The assumption that $b > c$ implies that the goods are imperfect substitutes. The revenue for each firm is price times output.

$$R_h = p_hX_h = aX_h - bX_h^2 - cX_hX_f$$
$$R_f = p_fX_f = aX_f - bX_f^2 - cX_hX_f \quad (17.2)$$

A firm's marginal revenue is the change in revenue associated with a small change in output. We first make the Cournot assumption that each firm regards its rival's output as fixed. The firms optimize by setting marginal revenue equal to marginal cost (here we employ mathematical derivatives).

$$MR_h = \frac{dR_h}{dX_h} = a - 2bX_h - cX_f = m_h$$
$$MR_f = \frac{dR_f}{dX_f} = a - 2bX_f - cX_h = m_f \quad (17.3)$$

where $m_h$ and $m_f$ are the marginal costs of the Home and Foreign firms, respectively. The marginal-revenue-equals-marginal-cost conditions can be solved to give each firm's optimal output as a function of the other firm's output.

$$X_h = \left[ \frac{a - m_h}{2b} \right] - \frac{c}{2b}X_f \quad X_f = \left[ \frac{a - m_f}{2b} \right] - \frac{c}{2b}X_h \quad (17.4)$$

These two equations are the Cournot reaction functions of section 17.2. The horizontal intercept of Home's reaction curve $RC_h$ is $(a - m_h)/(2b)$, the amount the Home firm would produce if $X_f = 0$. The slope of $RC_h$ is $dX_f/dX_h = -(2b)/c$. The corresponding comments apply to the Foreign firm's reaction curve $RC_f$. The Cournot equilibrium is given by the solution to the two simultaneous equations in Eq. (17.4), the intersection of the two reaction functions. In the case where the marginal costs of the two firms are equal, this is given very simply by

$$X_h = X_f = \frac{a - m}{2b + c} \quad \text{when} \quad m_h = m_f = m \quad (17.5)$$

Now we turn to the Bertrand case. We can use the inverse demand functions in Eq. (17.1) to solve for the demands for $X_h$ and $X_f$ as functions of $p_h$ and $p_f$. These are given by

$$X_h = \frac{(ab - ac) - bp_h + cp_f}{b^2 - c^2} \quad X_f = \frac{(ab - ac) - bp_f + cp_h}{b^2 - c^2} \quad (17.6)$$

Note that the demands are not well defined if $b = c$, the case in which the two goods are perfect substitutes. If the goods are perfect substitutes, then $X_h$ gets all the market if $p_h$ is only barely below $p_f$, and vice versa. The model has a bang-bang property (flipping from one extreme to the other) if the goods are perfect substitutes, which is why we have modeled them as imperfect substitutes. Profits for the two firms are given by price minus marginal cost times the output levels, given in Eq. (17.6).

$$\pi_h = \frac{(p_h - m_h)(ab - ac) - bp_h + cp_f}{b^2 - c^2} \quad \pi_f = \frac{(p_f - m_f)(ab - ac) - bp_f + cp_h}{b^2 - c^2} \quad (17.7)$$

The Bertrand assumption is that each firm picks its optimal price given the level of the other firm's price. To find each firm's optimal price given the price of the other firm, we must first set the derivative of their respective profit equations in Eq. (17.7) equal to zero.

$$\frac{d\pi_h}{dp_h} = \frac{ab - ac - 2bp_h + cp_f + bm}{b^2 - c^2} = 0 \quad \frac{dp_h}{dp_f} = \frac{ab - ac - 2bp_f + cp_h + bm}{b^2 - c^2} = 0 \quad (17.8)$$

These equations can now be solved to show each firm's optimal price given the price charged by the other firm.
\[ p_h = \left[ \frac{ab - ac + bm}{2b} \right] + \frac{c}{2b} p_f \quad p_f = \left[ \frac{ab - ac + bm}{2b} \right] + \frac{c}{2b} p_h \] (17.9)

The first equation is the Bertrand reaction curve of the Home firm, \( R_C_h \) in Fig. 17.4, and the second equation is the Bertrand reaction curve of the Foreign firm, \( R_C_f \). The slope of the Home firm's reaction curve is \( d p_f / d p_h = 2bc \), and the slope of the Foreign firm's reaction curve is \( d p_f / d p_h = c(2b) \).

For comparison purposes, we can solve the two reaction functions for the Bertrand equilibrium, assuming equal marginal costs in the two countries \( (m_h = m_f) \), and then work backward to get the (identical) Bertrand outputs of the two firms. These are given by

\[ X_h = X_f = \frac{a - m}{2b + c} \quad m = m_h = m_f \] (17.10)

where the right-hand side of the inequality is the Cournot output level given in Eq. (17.5). In this case, we see that the Bertrand equilibrium is more competitive than the Cournot equilibrium, as we asserted in the previous section of the chapter. Outputs of both firms are higher in the Bertrand equilibrium, and this higher level of competition gives rise to the result in the previous section that a tax actually helps a country's welfare by "restraining" competition.

### 17.5 Adding Domestic Consumption to the Cournot Model

In this section, we return to the Cournot model of Chapter 11, in which there are just two countries, Home and Foreign. Each country's domestic firm produces \( X \), the goods produced in both countries are identical, and each country consumes \( X \). Home and Foreign are assumed to be identical countries. For a reminder, Fig. 17.5 reconsiders the case of a production subsidy in a competitive model discussed in Chapter 11. In free trade, the country exports \( X \), producing at \( Q \) and consuming at \( C \), with the world price ratio given by \( p^* \). Now suppose that the government puts a production subsidy on \( X \), which implies that the producer price ratio now exceeds the consumer price ratio. Producers will now increase the production of \( X \) to a point like \( Q' \), with consumption occurring at \( C' \). Exports increase, but this is at the expense of a deterioration in welfare.

The effects of this subsidy may be even farther-reaching. Note in Fig. 17.5 that the country has increased both its imports and its exports at the price ratio \( p^* \). If the country has some influence over world prices, this will force up the price of \( Y \) and force down the price of \( X \). A new equilibrium might occur at a price ratio \( p' \), with production and consumption at \( Q'' \) and \( C'' \), respectively. There has been a further deterioration in welfare due to the deterioration in the terms of trade.

---

**Figure 17.5** Production subsidy in a competitive model.

**Figure 17.6** Production subsidy in a Cournot model.
Suppose that we initially have two identical countries and that a single \( X \) producer in each country is engaged in Cournot competition with the \( X \) producer in the other country (see Chapter 11, Section 11.5). Because of the scale economies, the price must exceed marginal cost (Chapter 12), and so equilibrium in each country could be at a point like \( A \) in Fig. 17.6 with a price ratio \( p^* \). Because the countries are identical, no net trade takes place, so each country consumes at \( A \) and produces at \( A \) in Fig. 17.6.

Under reasonable demand assumptions (such as those of the previous section), a small production subsidy to the Home firm will have the effect on the Home country shown in Fig. 17.6 and the effect on the Foreign country shown in Fig. 17.7. In the Home country, the production subsidy stimulates production to point \( B \) in Fig. 17.6 and causes the Home country to export \( X \). The increased production of \( X \) also causes the world price of \( X \) to fall to a new level, shown by \( p' \) in Fig. 17.6. Consumption occurs at point \( C \), which constitutes a welfare improvement over \( A \).

Note the contrast between Figs. 17.5 and 17.6. The reason for the welfare improvement in Fig. 17.6 is that the initial price ratio exceeds marginal cost. With price (the value of \( X \) to consumers) greater than marginal cost, there is a welfare gain in stimulating the production of \( X \). It does not follow that an even larger subsidy will continue to improve welfare, and in fact, it can be shown that the deteriorating terms of trade will eventually outweigh the favorable production expansion effect. Nevertheless, Fig. 17.6 makes it clear that there does exist a case for a small production subsidy when there are scale economies and/or imperfect competition and when initial exports are zero.

![Figure 17.7](image)

**Effect of Home's production subsidy on Foreign.**

Welfare effects on Foreign are shown in Fig. 17.7. The increased production by Home means that it captures a larger share of the world market, or alternatively, that the demand curve facing the Foreign firm shifts left at each price of \( X \). The Foreign firm will reduce production, moving to a point like \( B \) in Fig. 17.7. The price ratio has fallen to \( p' \) here as in Home so consumers in F import \( X \) to arrive at the consumption bundle \( C \) in Fig. 17.7. Foreign welfare has deteriorated. This last result is not inevitable. We could have drawn Fig. 17.7 so that the price ratio \( p' \) would cut through the indifference curve passing through \( A \), achieving a higher utility level in F. But the point is that the subsidy in H could make Foreign worse off; this contrasts with the result in the constant returns, perfect competition model that the subsidy in H must make Foreign better off.

### 17.6 FREE ENTRY AND EXIT

The argument that a country can gain through the use of a production subsidy when there are scale economies and/or imperfect competition turns out to be fragile. Different assumptions from those used to produce the case in Fig. 17.6 can reverse the conclusion. We saw one example of this in Section 17.3: Bertrand behavior (choosing prices as strategic variables) can lead to conclusions about policy that are opposite to those obtained under Cournot behavior (choosing quantities as strategic variables). In this section, we present another important modification of the basic Cournot model. Instead of using a model with only one firm in each country, let us now assume free entry of firms in each country up to the point where profits are zero. This is certainly a realistic assumption for many if not most manufacturing industries.

Figures 17.8 and 17.9 show a special case from Horstmann and Markusen (1986). In addition to assuming free entry, they assume that firms behave in a Cournot fashion (as in Chapter 11) and that consumers have linear demand curves as in Section 17.4. The technology of production in the \( X \) sector is characterized by the same assumptions we have used in this chapter: fixed cost plus constant marginal cost, and a single factor of production. Given these assumptions, a specific production subsidy in \( H \) results in the entry of additional firms, and each firm continues to produce the same output at the same average cost as before the subsidy.

The equilibrium is shown in Fig. 17.8, where point \( A \) is the initial equilibrium and \( p^* \) is the initial price ratio. Figure 17.8 is similar to Figs. 17.6 and 17.7, except that the initial equilibrium involves average-cost pricing as a consequence of the free-entry assumption (\( p^* \) equals the slope of the chord connecting \( A \) with \( Y \)). The production subsidy creates profits that lead to the entry of new firms. These firms use additional resources for fixed costs, so the production frontier shifts inward to \( YF'X' \) in Figure 17.8. In the new equilibrium, each firm produces the pre-subsidy output at pre-subsidy average cost, and so the new production point is \( B \). (The average cost of production is the same at \( A \) and \( B \).)
now dissipated by entry and the use of scarce resources to finance fixed costs.

The situation for Country F is shown in Fig. 17.9. The initial equilibrium at point A and price ratio \( p^* \) is identical to the equilibrium for Country H at A in Fig. 17.8. The Home subsidy forces down the price of \( X \), and so the Foreign firms now make negative profits. Because the firms in each country have identical costs and because trade is free, the unsubsidized firms in F cannot compete against the subsidized firms in H (remember that the latter make zero profits). All the Foreign producers of \( X \) are driven out of business, and Country F specializes in \( Y \). Production occurs at \( Y \), and consumers import \( X \) to reach the consumption bundle \( C \). The trade vector \( YC \) in Fig. 17.9 is equal but opposite to the trade vector \( CB \) in Fig. 17.8, so that trade balances as is required for an equilibrium.

Figure 17.9 shows that country F is better off as a consequence of the subsidy in H. Country H is worse off, so this combined result is much like the one obtained from a constant returns, perfect competition model. The comparison is appropriate. In the case of free entry (at least under the specific assumptions used here), scale economies are not captured as a consequence of the subsidy, but rather, new firms are added at constant scale almost as if the industry had constant returns. It is also true that no rents are transferred to Country H because, with free entry, there are no rents being earned (profits are always zero in equilibrium).

For the ambitious reader, we can use the model of section 17.4 to give a brief demonstration of how a production subsidy leads only to entry and not to changes in individual firm outputs.\(^5\) Suppose that there are \( n \) identical firms in total, and consider firm \( i \), whose output is denoted by \( X_i \). The output of a representative "other" firm is denoted \( X_j \). The price of the good (all firms produce the same good) and the revenue of firm \( i \) are given by

\[
p = a - b(X_i + (n-1)X_j) \quad R_i = pX_i = aX_i - bX_i^2 - (n-1)X_iX_j \quad (17.11)
\]

Firm \( i \)'s optimization condition that marginal revenue equals marginal cost \((m)\) is given by

\[
MR_i = \frac{dR_i}{dX_i} = a - 2bX_i - b(n-1)X_j = m \quad (17.12)
\]

Free entry and exit occur until profits are zero. This can be expressed as the condition that price equals average cost \((m + F/X)\).

\[
p = a - bX_i - b(n-1)X_j = m + \frac{F}{X_i} \quad (17.13)
\]

If we solve Eqs. (17.12) and (17.13) for \( X_i \), we get \( bX_i = F/X_i \), or

\[
X_i = \left(\frac{F}{b}\right)^{1/2} \quad (17.14)
\]

The output of an individual firm is independent of marginal cost. Thus, a government tax or subsidy on output, which changes the firm's marginal
cost, has no effect on the output per firm in general equilibrium. A subsidy leads only to the inefficient entry of additional firms, as shown in Fig. 17.8.

17.7 IMPORT PROTECTION AS EXPORT PROMOTION

Another interesting example of the strategic use of export subsidies occurs when the marginal costs of production are decreasing. Suppose that a U.S. firm and a Japanese rival are both selling in their own markets, exporting to the other's market, and perhaps selling in third countries. Assume that marginal cost decreases with the amount produced. Now assume that the Japanese erect a trade barrier (a tariff or quota) to imports of the American product.

The effect of the Japanese trade barrier is to restrict the Japanese home market to the domestic firm, or at least to give that firm a larger share of the domestic market. Output of the Japanese firm increases, and that of the U.S. firm falls, given constant levels of sales by each firm in other markets. This change in output levels implies a decrease in the marginal cost of production for the Japanese and an increase in marginal cost for the U.S. firm. Thus, there will be further ramifications of the Japanese trade barrier in that the Japanese firm will now be more competitive in the U.S. market and in third-country markets. Conversely, the U.S. firm will be less competitive in its home and third-country markets.

The equilibrium condition that marginal revenue equals marginal cost now implies that the Japanese firm will expand sales in the United States and in third countries and that U.S. sales will shrink. Rents in these markets will be shifted to the Japanese firm, an effect described in an earlier section, and the prices charged could even fall in the Japanese market, providing a benefit to consumers in that country. Import protection by the Japanese thus becomes export promotion.

This argument also holds when the scale economies are in the form of dynamic learning-by-doing, in which marginal costs of production fall with accumulated sales experience. Protecting or reserving the home market for the domestic firm allows that firm to lower its costs more quickly and therefore to compete more effectively in export markets. Some analysts have suggested that this is exactly what the Japanese did with their domestic semiconductor industry. By reserving their domestic market for domestic firms, the Japanese developed a semiconductor industry that could not have existed independently. On the basis of accumulated experience, the Japanese are now leading exporters of semiconductors.

More recent analysis has made a similar point in a model with constant marginal cost but significant fixed costs. Suppose that by closing its domestic market to imports and reserving it for domestic producers, the Japanese forced a U.S. firm into exiting from the market. The exit of the U.S. firm then has effects similar to those in the decreasing-marginal-cost model. The exit is very costly to U.S. consumers, leaving the Japanese firms (collectively) in a monopoly position, extracting high monopoly rents from U.S. consumers in the U.S. market. The Japanese firms benefit considerably from their new monopoly status in the U.S. market. As in the earlier model, import protection becomes export promotion.

As in the case of the production subsidy discussed earlier, these arguments may be weakened by the inefficient entry of new domestic firms in response to the introduction of protection. Nevertheless, it again illustrates why the existence of scale economies and imperfect competition may imply radically different policies from those suggested by traditional theory.

17.8 QUOTAS AND VERs AS "FACILITATING PRACTICES"

Two recent articles raise interesting points about how non-tariff instruments of trade policy can lead to some unexpected outcomes in the presence of imperfect competition and scale economies. Both of the authors raise the possibility that a voluntary export restraint imposed by Home on the Foreign exporter competing in a duopoly with a Home firm may lead to an increase in the profits of both firms. A Bertrand duopoly model is used, much like that developed in Sections 17.3 and 17.4. The voluntary export restraint puts a check on the amount the Foreign firm can export to the Home country, but leaves the rents generated by the supply restriction in the hands of the Foreign firm. Both authors show that the VER can lead to an increase in the profits of both firms by restraining the "excessive" competition associated with Bertrand pricing. In essence, the VER facilitates collusion. In fact, this is what makes the export restraint voluntary.

With countries turning more to nontariff barriers to trade, this type of phenomenon needs further investigation. Contingent trade policies and domestic-content restrictions are two types of policies that deserve more study. Economists have done some work on domestic-content restrictions, which specify the minimum domestic content a product must have to qualify for free trade within a regional trade block. Their findings suggest that these content restrictions have anti-competitive effects similar to the effects of VERs.

17.9 TRADE POLICY IN MONOPOLISTIC-COMPETITION MODELS

Strategic trade policy questions have also been examined in monopolistic-competition models of the type introduced in Chapter 12. It has been shown that a tariff on imported, differentiated goods improves welfare, both because of the usual optimal-tariff argument (the tariff improves the terms of trade) and because consumer expenditure is shifted to domestic
substitute products produced with increasing returns to scale. This leads to a beneficial expansion in the domestic increasing-returns sector.

It was later shown that this result depends on the domestic and imported differentiated products' being substitutes for each other. While it may be reasonable to assume that differentiated consumer goods are generally substitutes, this is not so obvious with differentiated producer goods. An imported machine and a domestic computer may be complements in production, for example. Markusen (1989, 1990) showed that if the imported and domestic differentiated products are general equilibrium complements, then an import tariff may reduce welfare. The tariff generates a favorable terms-of-trade effect, but the increased prices of the imported (producer) goods may generate a fall in demand for and production of the domestic inputs produced with increasing returns to scale. In the terminology of Chapter 12, this can generate a negative "production expansion effect" that outweighs the favorable terms-of-trade effect. Once again, we see that appropriate policy depends heavily on the underlying structure of the economy.

17.10 CONCLUDING REMARKS

This chapter has presented some examples of why scale economies and imperfect competition may give governments an incentive to provide strategic assistance to their domestic firms in international markets. By "assistance" we mean policies such as direct or indirect subsidies that lower the costs to domestic firms of doing business abroad.

We noted that such subsidies are not optimal in models based on constant returns to scale and perfect competition. Domestic welfare deteriorates as a consequence of production or export subsidies, and the only beneficiaries are foreign consumers who can buy cheaper imports. But scale economies and imperfect competition imply an excess of price (the value of a good to consumers) over marginal cost (the value of resources needed to produce an additional unit). In such a situation, there is an incentive for governments to stimulate production. Furthermore, the existence of monopoly profits or rents in world markets may imply that a government can transfer more of those rents to domestic firms by subsidizing domestic production.

These are important findings, but it must be remembered that their validity rests on fairly specific assumptions. We demonstrated two cases, Bertrand competition and free entry and exit, in which pro-subsidy arguments are not valid. Arguments in favor of subsidies must, therefore, be very carefully evaluated in light of industry structure and other variables. At the present time, the theory offers little support for a comprehensive government program of support for domestic firms in the international marketplace. Some specific findings are as follows.

1. When a Home firm is competing with a Foreign rival for sales to third markets, the Home government can shift oligopoly rents in favor of the Home firm by a production or export subsidy. This increases welfare in H if the Home and Foreign firms are Cournot competitors. But such a subsidy would reduce Home welfare if the firms are Bertrand competitors. Bertrand behavior, in which the two firms are exporting "too much," is in a sense more competitive than Cournot competition. The optimal policy is actually a production or export tax, which, although it increases the profits of the Foreign firm, also increases Home welfare.

2. Section 17.5 added domestic consumption to the basic Cournot model and exploited the type of diagrammatic analysis introduced in Chapter 12. Here we see quite clearly why the traditional argument against production or export subsidies following from a competitive model may be reversed. With price in excess of marginal cost, an expansion in the output of the imperfectly competitive, increasing-returns sector is beneficial, and conversely, a contraction is harmful. A small production or export subsidy can improve domestic welfare.

3. The reversal of the conventional competitive result can be reversed back again if firms are allowed to enter or exit in response to policy changes. Under special assumptions (linear demand, constant marginal cost), it can be shown that a production subsidy leads only to the entry of new firms, not to an expansion in the output of the existing firms. No beneficial capture of scale economies occurs and, as in the case of the competitive model, the production subsidy hurts the subsidizing country and helps the other country.

4. In some cases, domestic and foreign markets are linked in a way that produces interesting implications for strategic trade policy. If marginal costs are declining or if firms are initially operating near zero profits, then the imposition of import protection in the Foreign country can lead to ramifications in the Home country. This protection reserves the Foreign market for Foreign firms, giving them advantages in terms of lower marginal costs or forcing the exit of Home firms from the market. In either case, the Home country can suffer losses both through the loss of sales in the Foreign market and through loss of sales and/or higher prices in its domestic market.

5. It has been shown that some policies, notably voluntary export restraints, can facilitate reduced competition between domestic and foreign firms. It is possible that such policies can lead eventually to increased profits for both domestic and foreign firms. Consumers are, of course, the losers.

6. There is generally some presumption that tariffs are beneficial in monopolistically competitive industries. They generate a favorable terms-of-trade effect and lead to a beneficial expansion by domestic, increasing-returns firms. But this conclusion can be reversed if the imported goods are general equilibrium complements for the domestic increasing-returns goods. In such a case, the higher import prices may lead to reduced production of the domestic goods, generating a welfare-reducing contraction in domestic, increasing-returns production.
PROBLEMS

1. If both governments in Fig. 17.2 were to cooperate to extract the maximum possible rents from the third country (e.g., the United States and the EC cooperate with respect to Boeing and Airbus), should both governments levy a tax or a subsidy? Explain your answer.

2. Answer the same question with respect to Bertrand competition in Fig. 17.4.

3. In Fig. 17.6, convince yourself that as long as production of \( X \) increases, the production subsidy must lead to a welfare improvement.

4. Given that there is domestic consumption in each country as in Figs. 17.6 and 17.7, reconsider your answers to questions 1 and 2. Should two cooperating governments tax or subsidize their \( X \) producers? Explain your answer.

5. Redraw Fig. 17.7 to show that the Home country subsidy could make the Foreign country better off.

6. With reference to Fig. 17.8, is it valid to suggest that the subsidy makes the Home country worse off by causing the Home firm to sell its export good for less than its costs to produce it?

NOTES

1. Much of the analysis of this section (and the more technical presentation in Section 17.4) is drawn from a series of papers by James Brander and Barbara Spencer, including Spencer and Brander (1983), and Brander and Spencer (1985). See also Dixit (1984).

2. This is a point for more advanced students. If markets are segmented and marginal costs are constant, then the domestic and foreign markets can be treated independently. The government's job in the international marketplace is to assist its firm in earning the maximum profit, just as is the case here. If there are domestic sales, then the government may wish to intervene in the domestic market, but that intervention is independent of its international policy.

3. When the subsidy is applied, the Home firm's actual profits at \( S \) in Fig. 17.2 will be higher than \( \pi_s \), by the amount of the subsidy payment \( s_k \), if \( s \) is the specific (per unit) subsidy rate. But this amount of higher profits is completely offset from a welfare point of view by the fact that consumers (taxpayers) pay the subsidy \( s_k \). Thus, the net contribution of the subsidy to increased national income in the Home country is indeed the difference between \( \pi_h \) and \( \pi_s \) in Fig. 17.2. An alternative way of saying the same thing is that \( \pi_h \) in Fig. 17.2 equals the firm's profits minus the value of subsidy payments.

4. The term rent shifting is a bit of a misnomer, or rather, the phenomenon is more general. For example, the same result is found in a model of external economies in which there are no monopoly rents. The result arises from the fact that price exceeds marginal cost (and not necessarily from the existence of profits), and thus, the country whose firm expands production captures the excess of price over marginal cost on added output, while the country whose firm contracts suffers the loss of price over marginal cost on reduced output.

5. Much of this section (and the more technical analysis of Bertrand competition in Section 17.4) is drawn from Eaton and Grossman (1985).

6. Similar to our discussion in the previous section, the Home firm's actual profits after the tax are not given by \( \pi_h \) in Fig. 17.4; they are reduced below that amount by the tax. But this reduction is completely offset from a welfare point of view by the tax collection, so the difference between \( \pi_h \) and \( \pi_h \) is the net benefit of the tax to the Home country. The tax increases the Home Country's welfare, not the private profits of the Home firm.

7. This section presents a formal derivation of the results in the previous two sections. It can be skipped without loss of continuity.

8. As this suggests, the less ambitious reader can exit the section at this point.

9. This section is based on the article by Krugman (1984).
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one exemption, the creation of a preferential trade area. These preferential trade areas are allowed by the GATT only under certain circumstances—for instance, if "almost all" trade among the parties to the agreement is covered.

In this chapter we investigate the theory that preferential cooperation among countries makes them better off. Typically, this has been referred to as the theory of customs unions, although cooperative trading agreements can take many forms. This body of theory investigates whether some sort of geographically discriminatory change in trade barriers is of benefit to those countries that are party to the cooperation. This question is increasingly important as the trading world seems to be evolving from a multilateral system to a system in which many countries belong to regional trade blocks. (This is sometimes referred to as a "minilateral" trading system.) Recent examples of this evolution include the extension in coverage and comprehensiveness of the European Community, the North American Free Trade Agreement (NAFTA) among Mexico, Canada and the United States, side agreements between Mexico and Chile on one hand and Israel and the United States on the other, and a 1991 agreement known as Mercosur among the South American nations of Argentina, Brazil, Paraguay, and Uruguay.

Of the many forms of preferential trade cooperation, the least restrictive is a free-trade area, in which a number of countries agree to eliminate all trade barriers among themselves while maintaining their own tariffs against outside countries. A slightly stronger form of cooperation, a customs union, eliminates all trade barriers among nations who are members of the union but imposes a common tariff against nonmember countries. When the cooperation extends beyond the elimination of trade barriers to the movements of factors, the cooperation is called a common market.

Of course, cooperation can exceed agreements on free trade and factor movements. In the European Economic Community, for example, member nations have agreed to coordinate tax policies, monetary and fiscal policies, and various other domestic regulations. Taking this sort of cooperation to its logical conclusion would result in complete integration and the institution of a single government to determine policy for all member nations. Theoretically, this latter alternative would be equivalent to a redefinition of the member nations as a single new country.

The discussion of trade models presented in Section 18.2 will show that the benefits enjoyed from the establishment of free trade areas can be attributed to a number of possible sources. First, there could be gains from trade associated with specialization that takes advantage of intercountry differences in endowments or tastes. Second, a free trade area may allow its members to attain increasing returns to scale. Third, domestic industries in a free trade area will face increased competition, so losses due to the existence of monopolies may be eliminated. Fourth, by forming a customs union, a group of countries may be able to affect the terms of trade between themselves and the rest of the world and reap benefits associated with a
common optimum tariff. There is no way to predict the order of importance of these effects for a particular case, and any complete analysis of preferential trade theory should take all of them into account. Traditionally, however, the economic literature on customs unions has concentrated almost entirely on the first source of benefits, giving limited attention to the fourth. The discussion in this chapter will begin with the first point and will then briefly discuss some of the other potential sources of benefits from preferential trade areas.

The classical presumption in the theory of preferential trade is that, because free trade areas or customs unions reduce tariffs and therefore move countries toward free trade, such cooperation is welfare-improving. However, previous chapters in this book have presented examples of situations in which this presumption is not necessarily true. As one example, consider the case of a country that has imposed both tariffs and domestic commodity taxes. In this case we established that the removal of the tariff alone does not necessarily improve welfare. This was an application of the theory of the second best, which states that in a system with several distortions the removal of any single distortion cannot be presumed to be welfare-improving. Furthermore, even in a world in which tariffs are the only distortion, if tariffs have improved the terms of trade and if something like an optimum tariff is being levied, then certainly the removal of this tariff will make the economy worse off. It is at best simplistic to say that tariff removal, by moving a country toward free trade, makes the economy better off. The development of the free trade area literature can be seen as an attempt to identify particular circumstances in which the formation of a free trade area will necessarily increase welfare.

18.2 TRADE CREATION AND TRADE DIVERSION

The simplest model of preferential trade considers a single commodity X whose money price in three countries A, B, and C (adjustment having been made for exchange rates) is as shown in the first line of Table 18.1. Country A, with a price of 35, is the high-cost producer and in free trade would clearly import from Country C. Now suppose that Country A imposes a 100-percent tariff, implying that imports from Country B would now cost 52 and imports from C would cost 40. Clearly this tariff is prohibitive, for, faced with these alternatives, the domestic economy finds it cheaper to produce commodity X at home. If Country A were to form a free trade area with either B or C, welfare would be improved, for commodity X could be obtained at a price of 20 or 26 as opposed to the cost of 35 under domestic production. The formation of a free trade area with either B or C results in new trade relative to the prior protection. This situation is referred to as trade creation.

Alternatively, suppose that Country A has been imposing a 50-percent tariff, which has given rise to the relative costs shown in the third line of Table 18.1. With this tariff rate, Country A finds it cheaper to buy commodity X from Country C than to produce it at home, and the tariff is, therefore, not prohibitive. Furthermore, even though domestic consumers must pay a price of 30, the economy as a whole is paying only 20, the difference being the amount collected by the domestic government as tariff revenue. Now suppose Country A forms a free trade area with B. Domestic consumers will face a price of 26 in B and a price of 30 in C and will therefore divert their purchases from C to B. This situation is referred to as trade diversion, which in the simple case shown reduces domestic welfare: consumers must pay 26 units, whereas formerly they effectively paid only 20.

The simple case represented by Table 18.1 suggests that preferential trade agreements resulting in trade creation are welfare-increasing, whereas trade-diverting preferential trade is welfare-reducing. It is easy to show, however, that these results depend on some very special assumptions. In particular, it is implicit in the argument that there is no substitution in consumption (in other words, the indifference curves are rectangular) and that the production possibility curve is linear. We will now consider the effects of relaxing these two assumptions.

18.3 SUBSTITUTION IN CONSUMPTION

The implications of the highly specific assumption of zero substitutability between goods are demonstrated in Figs. 18.1 and 18.2, where the costs of commodity X are now measured relative to commodity Y. In order to simplify the analysis, we now assume that Country A cannot produce commodity X at all but must import it from B or C. Thus, for Country C, the relative cost of X in terms of Y is represented by the line AC, and for Country B it is represented by the line AB. Suppose preferences for consumers in Country A are represented by isoquants such as I₀, implying that consumption must always be along the line AC. With free trade, Country A would purchase commodity X from Country C and would consume at point E.

Any tariff on X rotates the price lines AC and AB around A toward the horizontal axis as the relative price consumers pay for imports from either B or C increases. (Only the tariff-inclusive price line of C, AC', is shown.) After the tariff is imposed, consumers will import X at the tariff-distorted price of AC'. However, imports will lead to tariff revenues, which will shift

| Table 18.1 |
| Trade creation and diversion in a simple, three-country model |

<table>
<thead>
<tr>
<th>Country</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>35</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>100% tariff</td>
<td>52</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>50% tariff</td>
<td>30</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>
out A's relative cost of importing X to A'C'. In other words, following the imposition of a tariff, consumption remains at point E in Fig. 18.1 because imports from C remain cheaper than those from B, and the supplement to income of tariff revenue allows consumers to continue choosing E. Now suppose Country A forms a free trade area with Country B while maintaining its tariff on Country C. This causes consumption to shift to point F in Fig. 18.1 because consumers can now buy imports more cheaply from B than they can from C. The free trade area has led trade to be diverted from C to B, and this trade diversion has resulted in a welfare loss. Note that if the initial tariff had been small enough to leave the distorted price line for imports from C to the right of AB, forming the free trade area would not have changed the pattern of trade.

The result of Fig. 18.1 depends on the fact that the indifference curves are rectangular, or in other words, that they exhibit zero elasticity of substitution. Fig. 18.2 proves this by representing the same situation except with indifference curves that illustrate substitution in consumption. With free trade, consumption will take place at E. The imposition of a tariff that increases the domestic price ratio to p will move consumers to point H, where there is a tangency between this new domestic price line and the highest indifference curve along the terms-of-trade line AC. Now consider the formation of a free trade area between countries A and B. With the tariff still imposed on C, domestic consumers will buy X from B at the price ratio AB and will thus consume at point K. Point K, because it is on the same indifference curve as point H, implies that the formation of a free trade area has neither reduced nor improved welfare, even though the free trade area has been trade-diverting. Of course, this is a very special case, but the point is that the relative cost ratio for Country B could lie either above or below AB. Therefore, there is no clear presumption that trade diversion is either welfare-improving or welfare-reducing. With substitution in consumption, a country in a free trade area that diverts trade to a less efficient producer could actually increase its welfare. Note, however, that the optimum scenario in terms of this model is free trade, moving consumption back to point E. A free trade area with B represents a second-best solution in this example, whether the trade diversion increases or reduces welfare relative to point H.

18.4 A HECKSCHER-OHLIN APPROACH

In the last section, we relaxed the assumption that there was no substitution in consumption but retained the assumption that the production possibility curve was linear. We now examine the effects of trade creation and trade diversion in the traditional Heckscher-Ohlin-type model with a production possibility curve illustrated by TAT" in Fig. 18.3. With free trade, production is at A and consumption at C0, so that the price line p represents the terms of trade with Country C. With a tariff, production would move to Q with consumption at C1. The question now is whether a free trade area with Country B, with a relatively higher price of X than exists in Country C, could make the domestic economy better off than the tariff-ridden situation of C1. The answer clearly depends on the price line in B. Suppose the domestic economy could buy from B at the price ratio p'. This price line passes above C1 and thus necessarily intersects the indifference curve tangent to p1 at C1. The equilibrium consumption point for p' must, therefore, be on a higher
community indifference curve. The switch from trading with Country C to trading with Country B at prices $p^*$ is an example of trade diversion; thus it is again clear that trade diversion may be welfare-improving.

It is interesting to note in Fig. 18.3 that trade diversion may improve welfare whether or not there is substitution in consumption, the very situation that allowed trade diversion to improve welfare in Fig. 18.2. This can easily be seen by supposing, in Fig. 18.3, that community indifference curves are rectangular as in Fig. 18.1. Even in this case, as long as the terms of trade $p^*$ with partner B pass above point $C_1$, the establishment of the free trade area will be welfare-improving. Thus, it is clear that predicting a welfare loss from trade diversion depends on the conditions of no substitution in consumption and a linear production possibility curve.

Fig. 18.4 represents the same free trade situation of Fig. 18.3, but it assumes that when a tariff is imposed, the terms of trade with the rest of the world are improved to $p''$ with consumption point $C_1$. This situation, in which a tariff increases welfare by improving the terms of trade, is an example of the optimum tariff discussed in Chapter 15. Again it is assumed that, in the initial tariff situation, trade takes place with Country C.

We now ask whether a free trade area with Country B could be welfare-improving. The answer is clearly no. Indeed, if the situation of Fig. 18.4 represents the optimum tariff, then no alternative trade agreement of any kind, including free trade, could make the country better off. In other words, if we are already pursuing the optimum policy, then no change, whether trade-diverting or trade-creating, could possibly make us better off. The only exception to this is if $A$ and $B$ join together in a customs union with a common external tariff against the rest of the world. In such a case, there is the potential that the joint market power of $A$ and $B$ could lead to an even greater, shared welfare gain from the imposition of a joint tariff. This is essentially what the Oil Producing Exporting Countries (OPEC) managed to do in the early 1970s by raising the world price of oil.

Kemp and Wan (1976) provide a convincing argument that any sort of customs union, if properly defined, can be welfare-improving. Their argument runs as follows. Consider a situation in which any number of countries in a group, $M$, produce and exchange any number of commodities, $N$, and in which each country is allowed to have any kinds of tariffs, domestic taxes, or other distortionary policies. Now consider the possibility that some subgroup of these countries, $S$, forms a customs union. Suppose it is actually possible to combine this subgroup $S$ into a single economy whose resources are equal to the sum of those of the individual subgroup members. Suppose further that this fictitious single country is now faced with the same excess demands and supplies that faced subgroup $S$ before the union. The question now is whether this new economy can organize itself in such a manner that individual consumers are better off than they were before the union. Unless the initial situation happened to have been the optimum, the answer is yes. After all, given the same excess demands and supplies from foreigners, and given that the initial situation contained distortions, a preferred equilibrium position will clearly exist. Note finally that to ensure that the same excess demands and supplies face the new union, a system of
external taxes, subsidies, and so on can be defined that maintains the initial world terms of trade for all commodities.

The situation described earlier would almost certainly involve redistributions of income among consumers and, more importantly, would probably involve redistributions among countries. Thus, ensuring that this customs union will be welfare-improving would almost certainly involve international transfers, transfers that might well be difficult to implement in practice. It is also clear that the conditions facing the customs union among the $S$ countries described previously must also apply to $S + 1$ countries, and so by logical extension, we would end up with free trade. It is interesting to note that this argument leads back to the classical proposition that a customs union, because it moves us closer to free trade, is presumed to be welfare-improving. We have seen that while this is not generally true, the appropriate kinds of redistributions, some of them international in nature, can give any customs union the potential to improve the welfare of member nations.

18.5 OTHER ISSUES

As was suggested in our introduction, the gains associated with any form of economic cooperation can come from a variety of sources. The analysis conducted so far has concentrated almost entirely on production differences and is thus an incomplete analysis of possible gains associated with preferential trade. Most discussion in the literature has focused on the question of whether free trade areas are trade-creating or trade-diverting, and on circumstances under which trade diversion may make a country better or worse off. However, a successful, complete analysis may well reveal that these issues are not the fundamentally important ones.

Let us first consider the welfare implications of forming a preferential trade area when scale economies or imperfect competition are present. In either case, the advantages of a trade area arise from the internal advantages of a larger market rather than from the trade diversion or trade creation that results from trading with a partner in the absence of barriers. For instance, an industry can capitalize on scale economies more easily in the larger market of a free trade area. Within this larger market, firms can rationalize production, produce larger runs, and effectively lower average costs, simply because a larger market without protective barriers is available. Perhaps the major impetus behind the establishment of the Canada-United States Free Trade Agreement in the 1980s was to allow Canadian industry to take advantage of the potential economies of scale in a larger North American market.

In a similar fashion, the formation of preferential trade areas will generally be welfare-improving when extensive imperfect competition is present in the initially protected economy. As explained in Chapter 11, the establishment of free trade when some domestic sector is imperfectly competitive will force that sector to compete with possible imports. Thus, free trade leads not only to regular gains from trade but also to procompetitive gains from trade. In the second-best world of preferential trade areas, these procompetitive gains are at least partially available. Suppose a monopolist produces in the import competing sector. As long as this monopolist chooses to produce at a price less than or equal to the tariff-inclusive price of imports, monopoly inefficiency is present. With the free trade area, the domestic monopolist must behave competitively at the price of imports from the partner, even when the partner's industry might otherwise cause trade diversion. This reduces the scope of potential monopolistic inefficiency.

One interesting question that remains involves the current policy dynamics of preferential trade agreements. In recent years, the world has seen an expansion of the amount of trade taking place under preferential agreements with the extension of membership in the European Economic Community, the creation of the Canada-United States Free Trade Agreement of 1988, and the expansion of the latter to the North American Free Trade Agreement of 1994. What might be leading to this renewed policy interest in preferential trade among nations? We will discuss two of the many possible explanations.

First, over the past twenty-five years, international trade has become increasingly restricted by quotas and other nontariff barriers as the levels of tariffs have fallen. However, when a preferential trade agreement is implemented in the presence of quota-restricted trade, the welfare consequences can be quite different from those outlined in Sections 18.2, 18.3, and 18.4. Consider how an equilibrium would be depicted in Fig. 18.3 if trade were restricted by a VER rather than a tariff. First, as explained in Chapter 16, the VER would generate no rents for the importing country. Consequently, consumption would take place somewhere along $P_1$ rather than at $C_1$. Second, because the quota restricts the quantity of the imports but does not directly raise their price, importers holding the quota licenses could still continue to import from the least-cost source in Country $C$, even after the formation of a free trade area with $B$. Given these two outcomes, it is probable that preferential trade with some nations will improve welfare when trade is generally restricted by quotas.

Second, preferential trade agreements generally take the form of treaties between nations, and this can have significant implications for the flow of trade as compared to trade governed by Most Favored Nation status. In general, an exporting firm always faces the possibility that its exports could suddenly be restricted by a large increase in the level of protection in the importing country. However, when a preferential trade agreement is in place between two countries, exporting firms in both nations can make plans with a greater degree of certainty that future trade will not be disrupted. This is because it is easier for protectionist interests to politically implement changes in the tariff and quota code for a nation than it is for them to alter the structure of a treaty establishing a free trade
area or some other form of preferential trade. For instance, under NAFTA, U.S. firms will be able to relocate production facilities in Mexico with less fear of a disruption in exports back to the United States by some sort of specific trade action, even if tariff rates were zero before the agreement. Thus, a preferential trade agreement, because it might be seen as having more permanence than regulated trade, can lead to dynamic, long-run gains that simple tariff reductions fail to attain.

18.6 CONCLUDING REMARKS

This chapter has focused on preferential trade areas, which represent a second-best movement toward free trade. Other important methods of moving toward free trade are unilateral tariff reductions and multilateral, negotiated trade liberalization agreements. Unfortunately, these partial movements toward free trade contain the potential for welfare losses precisely because they are second-best policies that fail to correct all distortions.

The general literature on preferential trade has focused on the issue of trade diversion, in which imports from nonmembers are replaced with imports from members, and trade creation, in which imports from members replace inefficient domestic production. In spite of the terminology, however, trade diversion is not necessarily welfare-reducing. In particular, imports coming from a lower-priced member of a free trade area, even if they replace imports from the least-cost nonmember, may increase welfare by helping to rationalize domestic consumption and production patterns.

There are several other sources of potential gains from the establishment of a free trade area. Scale economies and diminished market power on the part of imperfectly competitive firms can lead to more efficient domestic production following the establishment of a free trade area. Furthermore, when trade is protected by nontariff barriers, the traditional analysis of trade diversion and creation no longer applies. Finally, the establishment of a free trade area among countries may provide more certainty to firms about the permanence of tariff reductions and might consequently lead to more dynamic, long-run adjustment on the part of those firms.

PROBLEMS

1. In Table 18.1, suppose that the cost of production in A is 29. What will be the effect of a 50-percent tariff?
2. Draw Fig. 18.2 to illustrate the case in which trade diversion is welfare-improving.
3. In Fig. 18.2, it is not always reasonable to suppose that the terms of trade (slope of line AB) are unchanged after A begins to buy goods from B. How can you account for this? How would this change the conclusions concerning the welfare effects of trade diversion?
4. In Fig. 18.4, if C1 were moved far enough to the right on p*, could it be on a lower community indifference curve than C0?
5. Redraw Fig. 18.3 to show the case in which trade diversion reduces welfare.

NOTES

1. A significant problem with the development of free trade areas is that they may actually be increasing the extent to which multilateral agreements are depended upon to liberalize trade. Countries may put more effort into negotiating bilateral accords rather than new GATT agreements. This might lead the overall pace of international trade liberalization to slow or even reverse.
2. Consumers can still afford B because all of the tariff revenue that is taxed away from them is assumed to be rebated right back to them.
3. The importance of scale economies in the economic effects of the Canada-United States trade agreement is discussed in detail in Harris (1991).
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CHAPTER 19

THE POLITICAL ECONOMY OF TRADE POLICY

19.1 INTRODUCTION

So far in this text, policy analysis has been normative in nature. That is, the policy choices discussed have been examined from the perspective of what is "optimal" given the aggregate utility structure of the assumptions in place. In fact, given the presumptions of the theory discussed so far, the only way to explain why we do not always see optimal policies in use is that policy makers might not be aware of what the optimal policy is or of what kinds of distortions arise from the policies actually in place. This suggests that the better we understand the behavior of the economic world, the closer we will be to policy optimality. In this chapter, however, we move from this normative analysis of what policies are "best" given an assumed social welfare function to a positive analysis of policy. In other words, in this chapter we will develop a theory of why countries impose the types of policies that they do, even if those policies are sub-optimal.

Public choice economics is the study of governmental decision-making behavior using economic models. This means that decision makers in the public sector are modeled to be utility maximizers who optimize in the face of constraints on their behavior in the same way as we have modeled decision makers in the private sector. Throughout this part of the book, the repeated conclusion of the analysis has been that direct trade interventions in the form of tariffs or quotas are rarely optimal policies. This might lead inquisitive students to wonder, then, just why we have so many direct trade intervention policies in place worldwide. The analysis developed in this chapter, however, may lead students to wonder why we do not see an even more pervasive use of trade policy.

There are decision makers at many levels of government: members of the executive branch, legislators and other elected officials, bureaucrats, independent commissioners, and more. What informs the decisions they reach? Public choice analysis makes the simple assumption that these individuals behave just like the head of a household who attempts to maximize household utility subject to various constraints on income and time and the like; or like the manager of a firm who attempts to maximize profits for that firm subject to cost, technology, and various market constraints. A governmental decision maker—a legislator, for instance—is ultimately self-interested, aiming to maximize his or her own utility before attaining some socially optimal set of policies.

What things are we likely to find in a policy maker's utility function? When we considered consumption behavior in Chapter 3, consumers were assumed to have a utility function:

\[ U = U(X, Y). \]  

(19.1)

Clearly, other things matter to an individual’s level of satisfaction besides the consumption level of goods \( X \) and \( Y \). For instance, upholding certain values or norms might be important, or the individual might have altruistic motives regarding the consumption levels of others. However, the conclusions based on the simple model of utility as a function of consumption of \( X \) and \( Y \) greatly simplified the process and allowed us to draw very clear conclusions. In this fashion, there is undoubtedly a variety of things that are important to a governmental policy maker’s level of utility: political ideology, personal wealth (acquired in the form of bribes), the decision maker’s place in history, and so forth. However, to simplify the set of important utility-enhancing elements we will assume that elected officials desire to be reelected and will behave in a manner consistent with maximizing the likelihood of this event.

An immediate implication of assuming that governmental officials enact policies in order to maximize their chances of staying in office is that, to a large extent, the public’s desires will be served by these officials. However, a number of decision-making problems arise in public choice analysis that create policy distortions—that is, failure of a government to enact socially optimal policies. Thus, the conclusions of this chapter will include the acknowledgement that governmental failure to enact socially optimal policies results not from simple ignorance of what those policies might be but from systematic governmental failure.

19.2 THE MEDIAN-VOTER MODEL

The median-voter model is one way of examining the behavior of governmental decision makers in an indirect fashion. If we begin by assuming that legislators are self-interested and desire to stay in office, then their behavior will be to enact those policies into law that satisfy the voter who lies at the median of a distribution of individual voter preferences on some
issue. In satisfying the median voter's interests, a legislator will maximize the likelihood of reelection because a majority of voters, as represented by the interests of the median voter, will favor the policies put forward by that official. This allows us to model behavior in the policy-making process indirectly by looking at the preferences of voters.

Figure 19.1 is a model of median-voter preferences with respect to some specific policy action under consideration by the government. International trade policies are a natural subject for consideration in the median-voter model because, as the Stolper-Samuelson Theorem of Chapter 8 and the Specific-Factor model of Chapter 9 showed us, trade policies that change relative prices on domestic markets from their world levels create differential welfare effects on easily isolated groups in an economy. The Stolper-Samuelson Theorem, for instance, demonstrates that a tariff that raises the domestic price of the labor-intensive, imported good will raise the real return to labor and lower the real return to capital, regardless of the sector in which these factors are employed.¹

Suppose our median-voter model is being used to explain the preferences of individuals regarding a piece of legislation that would raise the domestic price of some imported good through an import tariff. In Fig. 19.1, an array of voter preferences on this issue is presented from 0 to 1 on the horizontal axis. Each individual member of the electorate is assigned a position along this array based on the change in utility that he or she will experience if the import tariff is put into place. All those who lose from this tariff are lumped first, followed by those who gain. The preference of the median voter is at 0.5 on the distribution. The actual utility loss or gain is then measured as a negative or positive amount along the vertical axis. In this example, 60 percent of the voters will lose if this tariff is enacted into law.

![Figure 19.1 Median voter choice.](image)

Figure 19.1 clearly makes the simplifying assumption that all winners from the proposed tariff gain an equal amount per individual, $G$, while all losers are penalized by an amount of $L$ per individual. A more general approach might simply array individual voters along a positively sloped locus from the most harmed to the most benefited. However, such a generalization really adds little to the analysis, and the assumption that all winners gain $G$ and all losers lose $L$ is consistent with previous assumptions regarding factor homogeneity and identical and homothetic tastes. That is, if we assume that labor and capital factors of production are homogeneous and that each individual has identical and homothetic preferences, then individuals should either all gain or all lose from the tariff by equal amounts within their respective groups.²

The median voter in Fig. 19.1 loses if this tariff is passed and is thus likely to vote against a legislator who attempts to pass it. This leads us to conclude that a legislator interested in reelection who represents a district like the one in Fig. 19.1 would vote against this measure. If the majority of the legislators voting on this tariff represented constituencies that have individual preferences like those in Fig. 19.1, this tariff would be voted down.

Whether it can be characterized as protectionist (i.e., raising trade barriers) or liberalizing (lowering trade barriers), trade policy is almost always redistributive in nature. That is, it causes some members of a society to gain while others lose. The median voter model, as presented so far, insures that the position of the majority will be followed, which would seem to be a positive outcome except to those who find themselves in the minority group on issue after issue. However, there are several problems that arise from depending upon the preferences of the median voter to decide political outcomes.

### 19.3 Public Choice Problems with Median Voter Decisions

Even when the dictates of the median voter are followed, policy decisions are likely to be suboptimal because of the many problems involved in the process of aggregating individual preferences and turning them into political decisions. In this section, we will apply public choice analysis to the median-voter model in order to illustrate some of these policy-making failures. We will begin with one serious flaw inherent to median-voter decisions in particular: the fact that median voter choices fail to register intensity of preferences.

Figure 19.2 examines voter preferences with respect to a second issue. Suppose a trade liberalization issue is under consideration by a policy-making board.³ Once again, 60 percent of voters will be harmed by the liberalization, while only 40 percent will benefit. However, in this case, the extent of each individual gain or loss is quite different. Each individual who
benefits from this policy will gain $G'$ from its passage, while each loser will lose $L'$. Figure 19.2 has been constructed so that $0.4G'$ clearly is greater than $0.6L'$; therefore, the net effect of the liberalization measure on the whole of society is positive. Nevertheless, because the median voter belongs to the group opposed to the measure, the median voter model predicts that the liberalization measure will fail.

Consideration of the implications of the Stolper-Samuelson Theorem in combination with the failure of a median-voter decision-making process to register preference intensity is important for trade policy. In general, in the absence of any other distortion, import protection will lower social welfare for an economy. However, the Stolper-Samuelson Theorem demonstrates that a tariff policy that raises the price of the imported good will raise the absolute return to the scarce factor while lowering the absolute return to the abundant factor. From a median-voter perspective, though, the question is not whether the tariff will be beneficial on the whole (which it would not be), but how many votes these two factors will command in the political system. In most economies, the distribution of factor ownership is skewed so that almost all members of the economy own one unit of labor, while some individuals own many units of capital and none. This suggests that labor interests would tend to have their way in most median-voter decisions. In other words, even in an economy where labor is relatively scarce in economic terms, labor is likely to be the politically abundant factor—that is, in the majority. The empirical implication of this, in accordance with the Stolper-Samuelson Theorem, is that, other things held constant, labor-scarce countries are likely to have higher tariff rates on average than labor-abundant countries.

Studies of welfare economics must grapple with the problem that social welfare redistributions pose for a political entity. The policy measures suggested by Figs. 19.1 and 19.2 are redistributive policies that allow one segment of society to gain only at the expense of some other group. By the Pareto criterion of welfare economics, neither policy choice is "optimal" because only by harming some can there be a gain for others. An alternative way of judging the issue, however, is called the compensation criterion. According to this welfare judgement, a policy is socially wise if those who gain from the policy can fully compensate those who lose, even if no compensation is made. Notice that the measure considered in Fig. 19.1 is a poor social choice because the gainers could never fully compensate losers. The measure considered in Fig. 19.2, however, is good social policy because compensation is possible.

While the median voter would vote down the issue considered in Fig. 19.2, there are ways for the minority to prevail. Notice that a market-based election in which voters "buy" votes would allow passage of this issue because the minority's willingness to pay in order to pass the liberalization exceeds the majority's willingness to pay in order to maintain the status quo. Some voting schemes have been used in which intensities of preference are explicitly weighted into the election using this kind of market allocative device. Actually, undertaking compensation is another way of ensuring the outcome with the greatest net benefit to society. A transfer from the benefitted group to some or all of the losers may cancel their opposition.

While such compensation schemes may seem impractical, illegal, or perhaps even immoral, they actually take place in the political system all the time under the name of logrolling, the colorful name given to vote trading. In Table 19.1, we consider the welfare effects of a pair of simultaneous policy decisions. Three individuals, A, B, and C will gain or lose the dollar amounts shown in the table from issues 1 and 2. Issue 1 benefits A by $20 at a cost of $5 each to B and C. The net social gain of the measure is $10, but of course B and C would vote it down two-to-one in a majority election. Similarly, issue 2 would be defeated by a coalition between A and C, even though it has an identical net social benefit of $10. However, if A and B are able to arrange a vote on a package of issues 1 and 2, the issue will pass by a two-to-one vote because the personal benefit to each is $15, while only C will vote against it.

While in this case logrolling solves the compensation problem and allows both A and B to secure enough votes to enact the policies that are beneficial not only to them but also to society as a whole, logrolling can also lead to nonoptimal policy decisions. Table 19.2 changes the payoffs to

<table>
<thead>
<tr>
<th>Issue</th>
<th>Gain or loss to individual</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
</tr>
<tr>
<td>Issue 1</td>
<td>+20</td>
</tr>
<tr>
<td>Issue 2</td>
<td>-5</td>
</tr>
<tr>
<td>Issue 1&amp;2</td>
<td>+15</td>
</tr>
</tbody>
</table>
the gainers and losers in such a way that, although issues 1 and 2 are both socially detrimental, a logrolling coalition between A and B to pass a legislative package of issues 1 and 2 is still possible.

One of the most damaging tariffs in U.S. tariff history, the Smoot-Hawley tariff of 1930, was actually a package of tariff bills for different sectors of the economy rolled into a single package. The political strategy employed in passing the Smoot-Hawley tariff is almost a textbook example of the possibility of welfare losses from logrolling. Legislators, all seeking to gain protection for industries that were politically important to them, agreed to vote for high tariffs for other industries in order to "buy" more votes for their own favored sectors. The result was an increase of average protective tariffs in the United States to more than 50 percent of the value of imports. This level compares unfavorably to current levels of less than 5 percent.

So far, two underlying assumptions have been made in the median-voter model in order to obtain the result that self-interested political decision makers will follow the wishes of the median voter. First, we have assumed that the median voter has full knowledge of the gains or losses that he or she will receive from political measures. Second, we have assumed that individuals actually vote their preferences. In practice, neither of these conditions will hold fully, and as a result, the preferences of the median voter might not win out in political decisions.

It may be rational for members of a political system to maintain ignorance of the issues at stake in the system and the payoffs to them as individuals as well as to abstain from participating in the system. Coming to understand the potential payoffs of a political decision is costly in that resources must be expended to gather and evaluate information. Voting, either directly for an issue in a referendum or indirectly for a set of issues by voting for a political candidate, is also costly to an individual in that time and resources are lost by going to the polls and waiting to vote. While the costs of collecting information on political issues and then voting are undoubtedly small for most individuals, these costs must be compared to the benefits of political participation.

The benefit to an individual from political participation is the likelihood that his or her efforts will actually swing an election to a positive outcome from a negative outcome for that individual. However, political outcomes are public goods because they affect all members of a political system regardless of whether one specific member participated in the decision or not. This allows individuals to engage in what the public choice literature calls free riding—that is, deciding to accept the outcome without engaging in the political process.

In addition, the likelihood that an individual voter will cast the vote that swings an election is effectively zero. Even in local elections where only hundreds or thousands of votes are cast, it is highly unlikely that an election will end up in a tie where the marginal voter seals the outcome. In a larger election with millions of potential voters in the electorate, the likelihood of a tied outcome vanishes. As a result, the benefits to an individual from voting—the result that that person's vote changes an outcome in his or her favor—are quite different from the benefits that accrue to the individual from the election itself. Because individuals can rely on benefiting (or losing) from a political decision whether or not they vote, and because the costs of participation, however slight, are likely to exceed the direct benefits of participation, it is rational to remain ignorant and abstain.

Rational ignorance and rational abstention would not cause any variance from the outcomes predicted by the median voter model if every voter had an equal probability of not participating in an election. However, in this case we cannot make the assumption of identical individuals. In most cases, there are strong asymmetric influences against free-riding by voters. The asymmetric gains and losses shared by many individuals from political outcomes suggest that interest groups of individuals will form. In many cases, these interest groups will be successful in at least partially overcoming free-riding by members of the group. This may allow interest groups to have disproportional influence on political decisions.

Consider a political issue in which a small segment of the electorate gains immensely at the expense of the rest of the voting public if some issue is enacted. In the context of international trade policy, such an issue might be a protective tariff for a specific industry, the redistributional gains and losses from which are interpreted from the perspective of the specific-factor model of Chapter 9. A tariff on some good will probably raise consumer prices of that protected good by only a small percentage at most. Consequently, members of the group losing from this protection will have very small per capita losses. However, to the factors of production that are specific to the protected industry, and to close substitutes for the mobile factors used in the protected industry or goods produced by that industry, the benefits per individual are likely to be very significant.

In Figure 19.3 we examine the political decision to protect an industry. Consumers of the good, shown here as 95 percent of the electorate, will each lose a small amount of L if the tariff is passed. However, specific factors in the protected industry, who comprise the remaining 5 percent of the electorate, will each gain the large amount G from the tariff.

<table>
<thead>
<tr>
<th>TABLE 19.2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Losses from logrolling</strong></td>
</tr>
<tr>
<td><strong>Gain or loss to individual</strong></td>
</tr>
<tr>
<td>****</td>
</tr>
<tr>
<td><strong>Issue 1</strong></td>
</tr>
<tr>
<td><strong>Issue 2</strong></td>
</tr>
<tr>
<td><strong>Issue 1&amp;2</strong></td>
</tr>
</tbody>
</table>
Political contributions of this kind are called rent seeking because the group seeking protection is willing to share its benefits from protection, which are called rents, with the political decision makers in order to affect the political outcome. Of course, rent-seeking expenditures can go far beyond contributions to political campaigns to include bribes and other means of influencing political decisions. The resources expended in rent-seeking activities are sometimes referred to as directly unproductive activity because they are exhausted not in producing more goods for society but in merely redirecting the allocations of other goods. Engaging in this unproductive activity wastes resources and may cause policies to be enacted that fail to meet the compensation criterion discussed earlier.5

The analysis of tariffs and quotas developed in Chapters 15 and 16 demonstrated that these alternatives to free trade are welfare-improving only in unusual cases and optimal in only extraordinary situations. This might lead a student to ask why trade protection is so widely used. In this section we have examined some of the problems inherent in political decision making that lead to the enactment of policies that are at variance with the interests of the median voter and/or the net social welfare. This understanding allows us to explain the use of tariffs and quotas as well as distortive taxes and subsidies like those examined in Chapter 10. In fact, from a public choice perspective, a frequently asked question is not why tariffs and quotas are so widely used but why they do not get used even more extensively.

19.4 MEDIAN-VOTER DECISIONS UNDER UNCERTAINTY

While the median voter model must be subject to some of the modifications suggested in the previous section for it to satisfactorily describe the policymaking process, it is still a useful starting point for explaining political decisions. In this section we continue to employ it in order to examine political decisions under uncertainty. Our assumption so far has been that the outcomes of political decisions could be predicted with certainty, even if some affected by the decisions did not go to the expense of discovering what their payoff would be. In this section, however, we relax that assumption and allow for some uncertainty as to what the economic results of a political decision might be.

Suppose a decision to move toward free trade is certain to benefit 60 percent of the electorate while harming the remaining 40 percent. Assume that all exporting industries will expand and that all import-competing industries will shrink. However, some industries not currently exporting will begin to do so, perhaps because of mutual liberalization by trade partners. If factors are specific to industries, then factors employed in export industries and newly exporting industries will be better off following liberalization, but factors that remain in those sectors producing import-competing goods will be worse off. However, factors currently employed in the import-competing
sectors are uncertain whether they will be able to switch to the export sector or whether they will be stuck with lower welfare in the shrinking import-competing sector.

If we suppose that all individuals will gain or lose an identical amount, $P$, then the total net payoff to society of the liberalization is equal to $0.6P - 0.4P$, or $0.2P$. However, as shown by Fig. 19.4, only those factors currently employed in the export sector (40 percent of all factors) are certain of their welfare after the liberalization policies are implemented. The remaining 60 percent of the electorate is uncertain as to whether they will end up better off (a $\frac{1}{3}$ chance) or worse off (a $\frac{2}{3}$ chance). For this entire group, the expected payoff from liberalization is a loss of $\frac{2}{3}P$ for each member. Consequently, in the absence of any additional compensation from the 40 percent of the population that is confident of their gains, the median-voter result suggests that this country will vote down liberalization.

While the numbers in this example are arbitrary, they suggest what has been referred to as a status quo bias against liberalizing trade policy. Liberalization policies toward freer trade tend to have the promise of improving aggregate welfare, and they definitely will favor certain groups in a nation; however, large portions of the rest of the electorate are unsure whether they will be among the winners or the losers from the move toward free trade. This uncertainty lends itself to a bias toward staying with the status quo rather than adopting the policy change toward liberalization.

Status quo bias can help explain not only resistance to tariff liberalization but also increased protection in many circumstances. Suppose certain sectors, like the steel industry or sugar-producing farmers, are subject to increased pressure from imports because world capacity is rising and world production costs are falling relative to domestic costs. The changing trade equilibrium from these adjustments threatens the standard of living enjoyed by specific factors in steel and sugar unless tariffs or quotas are imposed to protect the status quo. It is quite possible that factors in other sectors, say textiles and automobiles, will be willing to support protection for steel and sugar, even if doing so lowers their own standard of living slightly, in an implicit insurance arrangement to protect themselves if they should find themselves in the same position. This type of protectionism is explained by what is called a conservative welfare function on the part of society, by which trade policies are formulated in attempts to maintain the existing income distribution among sectors. Each sector buys into the implicit agreement with the understanding that its position will also be protected should it come under a similar threat from increased imports.

19.5 THE FORM OF PROTECTION

The analysis in the previous sections applies to the questions of whether or not protection should exist for some sector of the economy and at what level the protection should be. A somewhat different issue is the decision of what form the protection should take. Chapters 15 and 16 examined tariffs and quotas. The many other policy instruments available for transferring resources to some specific sector of the economy include discriminatory exchange rates, production subsidies, factor-use subsidies, and other types of barriers to free trade such as technical specifications. In this section we will discuss some of the political economy issues involved in choosing instruments of protection by focusing on the choice among tariffs, quotas, and production subsidies.

Let us assume that there are three interest groups in an economy: consumers, producers of import-competing goods, and a group that benefits by government expenditures of revenue upon their interests. We begin with the consumer group whose interests are easily detailed: consumers gain from eliminating unnecessary distortions in the economy. The analyses of Chapters 15 and 16 help us rank the abilities of these three policies to minimize economic distortions. Assuming perfect competition and constant returns to scale, it is easy to show that production subsidies are the least damaging. Production subsidies distort only the production side of the economy and cause smaller welfare losses than do tariffs and quotas, which distort both producer and consumer prices from their world levels (refer to Fig. 15.4). However, as shown by the analysis in Chapter 16, the welfare losses from quota distortions generally exceed those from tariff distortions. Thus, consumer preferences rank production subsidies as preferred to tariffs, which are in turn preferred to quotas: or $S > T > Q$.

Even though all three instruments of protection will increase output, producers of import-competing goods also have a distinct ranking of the three policy options. The foremost consideration for them is a higher output price for their products on the domestic market. This is attained by all of the policies because in each case, home producers are protected from the price-reducing effects of imports. Consequently, we will call this group
protection seekers. For several reasons, protection seekers prefer quotas to the other two options. First, quotas might allow domestic producers and foreign exporters to collude on a division of market share. With a quota there is a restriction on the quantity of imports that foreign firms can deliver to the domestic market, so further price competition is supplant by cooperation. Second, where products might be slightly differentiated in some larger product class—for instance, different truck-bed sizes—quotas can be finely tailored to different product categories in a way that helps a producer interest group enforce against free-riding among members of the group. In other words, a larger contribution to the lobbying effort by some firm might be rewarded by a tightening of the portion of the quota that benefits that producer the most. Finally, quotas are thought to be less politically visible instruments of protection than tariffs, so the political efficiency of a protection-seeking group is enhanced by quotas.

The political effectiveness of protection-seeking may be greater for subsidies than for tariffs. As explained earlier, subsidies cause a smaller welfare loss to the economy than tariffs. These smaller welfare losses associated with direct subsidies might mitigate political opposition to them based on the rational ignorance argument. Furthermore, direct production subsidies are likely to be firm-specific benefits whereas tariffs are public goods, a benefit available to any new firm that decides to produce in the protected industry. Consequently, subsidies might be preferred to tariffs by existing members of a protected industry because subsidies help to control free-riding by members of an industry and are unlikely to be shared with newcomers. All of this allows us to presume that protection seekers will rank their policy choices as $Q > S > T$.

The final group consists of interests that benefit from government expenditures on their behalf. For example, in the presence of effective constraints on deficit spending by the government, government pensioners may act to ensure that more revenues are available to be spent on larger pensions. This kind of activity, known as revenue seeking, includes the pursuit of government research grants by college professors and other such noble endeavors. While both tariffs and quotas can be used to enhance government revenues, subsidies are an additional drain on revenues and are thus least preferred by revenue seekers. Tariffs will be the most-preferred policy by this group because while quotas can be used for revenue purposes when the quota rights are auctioned off, these rights are usually distributed in a way that does not add to revenue. This gives us a policy ranking for revenue seekers of $T > Q > S$.

The policy preferences of the three groups are summarized in Table 19.3. Having already decided to grant protection to the protection seekers, the government now attempts to select a policy instrument for the job. Assuming that the groups are of roughly equal size, subsidies are preferred to tariffs by a 2-1 margin (consumers and protection seekers over revenue seekers). Tariffs are preferred to quotas also by a 2-1 margin (consumers and revenue seekers over protection seekers). However, by an equivalent

<table>
<thead>
<tr>
<th>Group</th>
<th>Policies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consumers</td>
<td>Subsidies &gt; Tariffs &gt; Quotas</td>
</tr>
<tr>
<td>Protection Seekers</td>
<td>Quotas &gt; Subsidies &gt; Tariffs</td>
</tr>
<tr>
<td>Revenue Seekers</td>
<td>Tariffs &gt; Quotas &gt; Subsidies</td>
</tr>
</tbody>
</table>

2-1 margin, quotas are seen as superior to subsidies (revenue and protection seekers over consumers). This gives us a nontransitive political ordering of the policies:

Subsidies > Tariffs > Quotas > Subsidies.\(^7\)

The solution to this policy paradox comes from considering the order in which the issues are considered or voted on. Thus, if tariffs and quotas are compared first, with the preferred choice of that pair (tariffs) being subsequently compared to subsidies, subsidies will prevail. Order of consideration is determined by the institutional structure used to decide issues of protection. In the United States, for instance, the Constitution dictates that matters of protection will be considered by the House Ways and Means Committee. This committee is responsible for budgetary issues in general. As such, it gives strong consideration to revenue seekers’ concern that subsidies not be used for import protection, and as a result, they rarely are. Furthermore, the GATT has established strong multilateral rules on lowering tariff rates while having only weak rules on the use of quotas. Consequently, while tariffs were the most important protective device until recent decades, quantitative restrictions of various types are now more widely used. This shift in policy is due not to any change in the ordering of policy preferences by the various interest groups but rather to a change in the institutional structure of protection decision making. In the next chapter, the importance of the institutions under which protection is administered will be explained in detail.

19.6 EMPIRICAL EVIDENCE

Studies of the political economy of trade policy have focused on the endogeneity of the level and form of protection (Baldwin, 1985). Tariffs and other forms of protection are the results of interactions in the political arena among various interest groups. So, an industry group in an import-competitive sector is likely to have strong protectionist interests, while consumers of the import, or other industries that use the import as an intermediate input, would have free trade interests. In this context, political market failures like free-riding and optimal voter ignorance lead to policy outcomes that would not be described as optimal in the sense of maximizing the public interest.

Tests of the political economy of trade policy have taken several forms: case studies of specific protectionist legislation, microlevel examinations of
relative protection, and time-series analysis of the level of protection. Magee (1980) essentially undertook a case study of the Trade Reform Act of 1973 and used the political economy of trade policy to compare different strands of more general trade policy. Magee examined the positions on the Trade Reform Act of 1973 taken by lobbying groups from labor and management in various industries. He found that labor and capital groups from specific industries almost always took the same position before Congress. From this he inferred that the specific-factor model was supported vis-a-vis the Stolper-Samuelson theory as a determinant of the income-distribution effects of trade policy. Several other authors have studied other specific protectionist legislation or the protectionist history of selected industries. For instance, Coughlin (1985) and McArthur and Marks (1988) examined interest-group interactions during Congressional consideration of the Automobile Domestic Content Bill of 1982, and Tosini and Tower (1987) examined the Textile Bill of 1985. Maskus (1988), on the other hand, has examined the history of protection received by the sugar industry in the United States.

The variance in degree of protection across industries, or relative protection, has also been investigated in several studies, including Lavergne (1983) and Ray (1981). Because protection is not universal across sectors, cross-sectional studies generate some understanding of the factors that make certain interest groups more successful than others. Typically, the factors considered that might aid an interest group in its lobbying efforts include, among others, size distribution or concentration ratios of firms, labor intensity, and geographical dispersion of the industry.

Time-series analysis of the political economy of protection rests upon the presumption that over time, the strength, size, or political effectiveness of a given interest group active in trade policy creation will vary. In general, these time-series analyses have been aggregative in nature, and therefore, macroeconomic variables like unemployment, inflation, and real GNP are modeled as being the factors that determine an interest group's effectiveness in gaining protection. For instance, in periods of high unemployment, protectionist interest groups gain political strength by invoking the image of "unfair foreign competition stealing away domestic jobs." Time-series analysis thus posits a "tariff cycle" in which protection ebbs and flows in a manner consistent with the conservative social welfare function (Bohara and Kaempfer, 1991).

19.7 CONCLUDING REMARKS

In this chapter we have examined governmental policy-making behavior from the perspective of public choice analysis. Critical to this approach is the presumption that decision makers attempt to maximize their own utility by selecting policies that maximize their chances of staying in office. Such behavior on the part of policy makers does serve the public interest to some extent in that decisions that favor the majority of voters will be selected. However, several "decision-making failures" are likely to arise that will lead to suboptimal policies. The principal findings of this chapter can be summarized as follows.

1. The median-voter model can be used as an indirect model of the utility-maximizing behavior of policy makers because policy makers interested in reelection must respect the preferences of the majority of voters in their constituencies.

2. Political decisions based on the preferences of the median voter fail to directly register the intensity of preferences held by those voters. As a result, it is possible that policies can be enacted that are favored by a majority of voters but that decrease the net social welfare. If individuals who gain from some policy can compensate those who lose, the socially optimal policy might be achieved, and logrolling is one mechanism that allows such compensation. However, logrolling is just as likely to result in legislation that reduces net social welfare.

3. Rational ignorance and rational abstention on the part of voters will increase the influence of special interest groups on political outcomes. It is rational for individual voters to remain ignorant of issues and how those issues affect them and to then abstain from voting because the expected benefits to that individual of casting a vote are likely to be so small that even the small costs involved in voting will exceed these benefits. Special interest groups, however, are likely to have organizational advantages in political action.

4. A status quo bias is likely to allow protectionist policies to persist in spite of the fact that they can clearly be shown to be welfare-reducing. The explanation for this may lie in the fact that a policy change will force some individuals to change sectors in the economy, leaving them unsure as to whether they will be winners or losers from liberalization.

5. Preferences of the members of various interest groups can be examined to gain insights into the form that protection is most likely to take. Tariffs, quotas, and production subsidies have all been discussed as policy options for protecting a domestic industry in competition with imports. Which policy option is selected will depend upon the institutional structure used in making the decision to protect.

PROBLEMS

1. Suppose labor and capital are the only factors of production. According to the Stolper-Samuelson Theorem, how would these groups benefit or lose from import protection in a labor-abundant country? How would they benefit or lose according to the specific-factor approach if capital were sector-specific, but labor were mobile between sectors?

2. Suppose the liberalization bill considered in Fig. 19.4 has the same division of benefits but that all members of the electorate are uncertain whether they will gain or lose from the liberalization. What policy decision will be made?
3. Suppose a domestic monopolist is granted a quota of Q units rather than a price-equivalent import tariff. Suppose further that the quota is auctioned off to the highest bidder for government revenue. Explain whether revenue-seeking groups would prefer the tariff or the quota.

NOTES

1. Of course, the distributional conclusions of the sector-specific factor analysis of Chapter 9 are quite different from the conclusions of the Stolper-Samuelson Theorem. One thing that a policy choice analysis of trade policy allows us to do is compare these two theories in a policy-making framework to see which one forms a more accurate picture of the policy process. This is the question addressed by Magee (1980).

2. One exception to this would be if individual capital owners own different amounts of capital. Then each would gain or lose from a piece of legislation according to the amount of capital owned.

3. Notice that in this case, the policy is a liberalization (i.e., tariff-reducing) issue rather than a protectionist issue. As explained in Chapter 18, liberalization is as much of a political economy issue as is protection.

4. Using this kind of marginal-cost/marginal-benefit analysis to examine voting might lead one to question why voter turnouts are so high rather than to ask why they are so low. However, there are other utility-enhancing factors, like civic pride, and other costs of not voting, like group or social pressure, that make it rational for many individuals to vote in spite of the minimal direct economic benefits.

5. Another type of directly unproductive activity is the use of resources to smuggle goods into a country in an attempt to avoid tariffs. In the case of smuggling, resources are used up not to produce any direct benefits but simply to avoid the tariff.

6. In the United States, most quotas are given to foreign exporters or foreign countries so that they may determine the allocations and profit by the quotas.

7. This nontransitive ranking is a result that we previously avoided on the individual level by showing that indifference curves could not cross.
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20.1 INTRODUCTION

The preceding chapters have discussed the major tools of trade protection, their effects in different markets, and the political reasons they exist. We turn now to a discussion of how trade policy is formulated and implemented. It is important to understand the institutional framework within which various countries attempt to regulate international trade. This framework is considerably more complicated than what might be suggested by a straightforward consideration of tariffs and quotas. There are important multilateral institutions, such as the General Agreement on Tariffs and Trade, or GATT, that attempt to set rules governing the behavior of international trading partners. Also significant are agreements among groups of countries, such as the European Community, on their mutual rules of exchange. Finally, unilateral actions taken by certain countries, particularly the United States, attempt to induce foreign trading partners to change their policies. The 1980s and 1990s have been periods of considerable activity and change in these arrangements, which are the subject of the next section of the chapter.

A number of particular features of these rules, or abrogations of them, are worth discussing. In the third section we consider various forms of contingent protection, or tariffs levied to offset the domestic effects of rapid import surges and imports generated by allegedly unfair foreign trade practices. While such policies make sense in principle, in operation their effects can often be harmful. A final perspective on trade protection is provided in the fourth section, where we illustrate the role of trade policy within a framework of domestic business regulation. The trade implications of regulatory policies for environmental protection are considered. Several interesting analytical features are noted, including the fact that different countries may have decidedly different interests in pursuing strong protection for the
environment. Thus, we will place trade policy into this broader international economic context.

20.2 INTERNATIONAL TRADE INSTITUTIONS AND RULES

In the period since World War II, an increasing number of countries have bound themselves to a set of rules governing the conditions under which their trade policies are set. The initial impetus for establishing such rules came from the recognition prior to World War II that a world in which countries were free to set unilateral tariffs in a noncooperative fashion carried substantial risks of damaging protectionism.

A dramatic illustration of this danger came with the passage by the U.S. Congress of the highly restrictive Tariff Act of 1930, also known as the Smoot-Hawley Tariff, named for its two Senate sponsors. Amid growing concern about slumping business growth and stagnant employment, doubts were raised about the benefits of a liberal trade policy. While the congressional discussions were originally devoted to raising tariffs on agricultural imports, they quickly spread beyond lobbying pressure to protection against manufacturing imports. Indeed, the formulation of this law provided a classic example of the process of logrolling discussed in the previous chapter. Despite formal warnings of impending retaliation from numerous trading partners, President Hoover signed the bill in June, 1930, raising average tariff rates to over 60 percent on thousands of products, the most restrictive tariff law ever enacted by the United States. Retaliation came quickly in the form of restrictive quotas and higher tariffs on U.S. products by over 40 countries, including most of the largest trading nations. Following the initial retaliation, even broader restrictions were enacted against imports from all sources in numerous countries. The result of these changes in trade laws in conjunction with declining spending during the Great Depression, was severely impaired trade. The volume of world commerce fell by 67 percent from 1929 to 1933 and did not return to its 1929 level until the early 1940s. Most scholars of international trade history consider the Smoot-Hawley Tariff and subsequent retaliatory episodes to have been a major contributor to the worldwide depression of the time.1

Since that stark lesson, many nations have preferred to act in a cooperative manner to reduce tariffs. This process began with the enactment by the United States of the Reciprocal Trade Agreements Act of 1934, which empowered the President to negotiate bilateral tariff-reduction treaties with major trading partners. A key feature of these agreements was their negotiation under the principle of the Most Favored Nation (MFN) designation. Under MFN, any country to which the U.S. authorities had granted such status would immediately and unconditionally receive the most favorable treatment (i.e., lowest tariffs) applied by the United States to the imports of any other country. As noted below, this principle is now a cornerstone of the international trading system.

Multilateralism: The General Agreement on Tariffs and Trade

At the end of World War II the United States and other major countries were vitally interested in developing a set of multilateral economic and political institutions that would assist in the process of global economic reconstruction. The major institutions included the United Nations, which is a forum for resolution of political disputes, the International Monetary Fund, which is designed to assist nations with macroeconomic and financial difficulties, and the International Bank for Reconstruction and Development (the World Bank), which provides development loans and policy advice to developing countries.

Discussions were held on the establishment of a fourth major institution, the International Trade Organization (ITO). The principles and obligations set out in the Havana Charter, the governing document for the ITO, were quite ambitious, specifying a framework of rules covering not only tariffs on merchandise trade but also certain domestic regulatory policies in services, intellectual property rights, and related areas. As a recognized multilateral organization, the ITO also would have retained certain mechanisms for enforcement of these rules. In fact, the ITO was overly ambitious in the sense that agricultural and certain business interests in the United States and other nations found it unacceptably constraining and lobbied against its adoption. The U.S. Congress has never ratified the Havana Charter, and the ITO has not come into being.

In its place, the United States and 22 other nations agreed to implement, over a period of several years beginning in 1948, two less ambitious components of the ITO negotiations. One component was a multilateral agreement to negotiate reciprocal reductions in tariffs, and the second part was a series of articles setting out general obligations relating to trade policy. These components together were known as the General Agreement on Tariffs and Trade, or GATT.2 Because the GATT placed far fewer restrictions on national governments than the ITO would have, and because it embodied no real enforcement procedures, it was easier for countries to accept. Interestingly, the initial contracting parties adopted the GATT on a provisional and temporary basis, pending the adoption of the ITO, which has never happened. Thus, the GATT has survived for 45 years as an interim arrangement, which gives it an unusual position among major international institutions. In fact, it has thrived, as the great majority of countries have seen fit to join it. The current number of members has reached 116, with numerous other countries having agreed to abide by the rules of the GATT in anticipation of their admission.3 The late 1960s and early 1970s have been a period of particularly rapid accession as countries undergoing structural reforms in their economies have found it important to align themselves closely with the international trading system.

In essence, the GATT has two primary functions. It specifies certain general obligations that all signatories must observe in setting their trade
policies, and it provides a forum for periodic negotiations on multilateral tariff reductions. The general obligations form the guiding principles of GATT. Chief among these is the principle of nondiscrimination, which embodies two features. First is the obligation of national treatment, by which each country must give imports that have cleared the border equivalent treatment to that given domestic, competing goods. Thus, in principle, domestic taxes and regulations cannot be biased against foreign goods. Second, each GATT member is to accord all other members unconditional MFN status, meaning that imports from all member nations are charged the lowest tariffs without discrimination. Countries are also obliged to attempt to allocate, on a nondiscriminatory basis, import shares of goods that are limited by quotas.

The MFN principle is thought by most economists to carry strong advantages over a policy of bilateral discrimination. It allows comparative advantage to be the primary determinant of trade patterns, which contributes to global efficiency. It makes negotiations on lower tariffs easier because it requires the establishment of a single schedule of import taxes per country rather than a series of bilateral tax rates. It contributes directly to the advancement of multilateralism by allowing national tariff concessions to be spread broadly across trading partners, thereby easing the conclusion of reciprocal agreements on lower taxes. And it provides a mechanism whereby exporters from small, developing countries, which individually have little or no bargaining leverage, can enjoy enhanced access to markets in large nations. Without the MFN principle, countries would be free to negotiate bilateral tax rates and to exercise their market power with some impunity, resulting in less liberalized and more fragmented world trade.

There are three important exceptions to the MFN rule. First, procedures are set out under which groups of countries are allowed to form regional trading arrangements, such as free trade areas and customs unions. Such arrangements are explicitly discriminatory in their treatment of goods from countries within the region versus goods from outside the region. Second, developed nations are encouraged to provide preferential tariff treatment of goods from developing countries by instituting a Generalized System of Preferences (GSP). Finally, as agreed to during the Tokyo Round of GATT trade negotiations in the late 1970s, groups of countries may negotiate side agreements among themselves, commonly called Codets, which obligate only the Code signatories to treat one another without discrimination. For example, there is a Code on Government Procurement, most of the signatories to which are developed economies, which sets out rules under which governments accept bids from domestic and foreign firms for various contracts. Its provisions apply only to those countries that have signed it, providing an example of conditional MFN treatment.

The GATT also obliges members to bind their tariff rates, meaning that once an agreement has been reached on lower trade barriers, no country can unilaterally raise them again or replace them with new tariffs. This requirement is thought to be most beneficial in fostering an environment of certainty about trade policies, which is important for firms engaged in trade. However, another key feature of the GATT provides an important exception to this rule. Countries are allowed to invoke the right to use safeguards policies, or temporary trade barriers imposed on imports that expand more rapidly than expected and that harm domestic industries. To use such safeguards, a government must demonstrate that substantial economic injury has occurred to a domestic industry. In imposing a temporary tariff to help alleviate this injury and, in principle, to assist the adjustment of labor and capital into other industries, a country must agree to pay compensation to the affected foreign exporting countries. Such compensation can come either in the form of lower import tariffs in other industries, which is most unlikely for political reasons, or through inviting the foreign governments to retaliate with temporary tariffs on exports of the tax-imposing nation.

A further general obligation of the GATT is that countries are to avoid the use of quantitative trade barriers, such as quotas, and to forgo the payment of export subsidies. There are, however, well-known exceptions to this provision. Developing economies are largely exempt from this requirement and can use quantitative restrictions for a variety of reasons without fear of retaliation. The Multi-Fiber Arrangement (MFA), which is a series of bilateral trade quotas covering textiles and apparel, has been negotiated outside the GATT. Many countries have kept their programs of support for agriculture apart from GATT rules. The United States, for example, negotiated a special GATT waiver in 1955 that states that it can utilize import quotas to support domestic farm prices, which is a common policy in most countries. Similarly, the European Community supports its farmers with its Common Agricultural Policy, which relies on a series of variable tariffs that act very much like quotas, to maintain high domestic prices that are uniform throughout the region. Moreover, the United States and the EC have followed a policy of subsidizing exports of their grains for some time. Indeed, trade in textiles and apparel and agricultural commodities has been largely exempt from GATT disciplines for decades. Finally, nations are permitted to impose import quotas in order to safeguard their balance of payments, promote national security objectives, and protect the health and safety of their citizens. It is permissible, for example, to exclude imports of foods that are thought to have been produced in an unsafe manner, provided the exclusion is based on adequate scientific testing.

The agreement also sets out guidelines under which countries may develop and enforce laws designed to protect domestic industries from imports they allege are unfairly priced. Unfair pricing results when foreign firms "dump" their goods onto a market at a price below average cost or when foreign firms sell their goods cheaply as a result of an output or export subsidy provided by their governments. Governments are empowered to impose antidumping duties and countervailing duties against such imports in order to offset their harmful effects on domestic firms. We consider these policies in detail later in this chapter.
Finally, a key function of the GATT is to provide a forum for dispute settlement between member countries. An elaborate mechanism exists whereby if one country believes that its due benefits under GATT rules have been nullified or impaired by another country's policy, the first country can request consultation and arbitration on the matter. Failing a resolution by these procedures, a panel of experts may be convened to investigate the merits of the complaint according to GATT rules. Once the panel issues a ruling, the disputants are expected to modify their policies accordingly, to grant compensation, or to invoke retaliation.

The GATT's second primary function is to facilitate periodic multilateral trade negotiations (MTN) among member nations. In this capacity, GATT has achieved its greatest success by inducing global reductions in tariffs. Including the just-completed Uruguay Round, there have been eight so-called "GATT Rounds." The first five were devoted to reciprocal tariff cuts among a relatively small number of nations. The Kennedy Round, from 1964-67, was the first to enjoy fairly wide multilateral participation, and it resulted in substantial tariff reductions among the industrialized nations. Tariffs on manufactured goods were cut by approximately one-third. Large numbers of developing countries were induced to join the GATT after the Kennedy Round because the agreement was expanded to recognize their special problems. In particular, developed countries agreed not to expect substantial reciprocity in trade policies from developing countries and committed themselves to providing preferential market access to the products of those nations. These provisions introduced the notion of special and differential treatment for the poorer countries. Overall, the Kennedy Round effected significant global trade liberalization.

The seventh MTN was the Tokyo Round, from 1974-79. The Tokyo Round Agreement further slashed tariffs on manufactures, again by about one-third. For the first time, the developing countries participated in the tariff reductions, though other contentious issues regarding trade of developing nations remained unresolved. The most notable aspect of the Tokyo Round was its effort to apply GATT disciplines to a range of non-tariff barriers (NTBs). Several codes were negotiated among subsets of countries on policies covering government subsidies, safeguards, antidumping, government procurement, customs procedures, and technical standards for protecting health, safety and so on, along with special arrangements for specific products, such as civil aircraft. Perhaps the most controversial of these has been the antidumping code, which has been accused by some observers of validating abuses of procedural protectionism in the United States, the European Community, and elsewhere. The Tokyo Round also clarified the participatory role of developing countries in the GATT and expanded the notion that those nations should be afforded special treatment.

The GATT negotiations have clearly succeeded in bringing down global tariffs. By 1986, the end of the period in which the Tokyo-Round tariff commitments were phased in, import taxes in the industrialized nations had been cut to an average of 5.8 percent on manufactures. To provide an idea of the level of tariffs, Table 20.1 shows average tariff rates for numerous countries and industries.

<table>
<thead>
<tr>
<th>Industry</th>
<th>Tariff Rate (%)</th>
<th>Industry</th>
<th>Tariff Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>2.7</td>
<td>Food Products</td>
<td>11.8</td>
</tr>
<tr>
<td>Wearing Apparel</td>
<td>17.3</td>
<td>Wood Products</td>
<td>4.0</td>
</tr>
<tr>
<td>Chemicals</td>
<td>8.8</td>
<td>Iron and Steel</td>
<td>7.3</td>
</tr>
<tr>
<td>Electrical Machin.</td>
<td>8.0</td>
<td>Transport Equipment</td>
<td>7.1</td>
</tr>
</tbody>
</table>

Source: Deardorff and Stern (1989).

Notes: *Tariff rates for individual countries are weighted by the shares of 22 industries in total imports, and tariff rates for individual industries are weighted by the shares of 33 countries in total imports.

devolved and developing countries and for major industry groups in 1987. In general, developing nations place higher tariffs on imports than do developed nations. Notable exceptions include Hong Kong and Singapore, which place very few restrictions on their trade activities. It should also be noted that many of the nations with higher tariffs have undertaken significant unilateral cuts in their trade taxes since 1987, including New Zealand, Spain, India, Mexico, Portugal, and Turkey. Among industrial groups, wearing apparel and food products are subject to the highest average tariffs across countries.

An accompanying effect that detracts from this trend toward tariff liberalization is that the use of non-tariff barriers to restrict trade has proliferated at the same time. One indication of this growth in NTBs, at least in the developed countries, is given in Table 20.2, which reports percentages of imports in particular product categories that are subject to certain restrictions. The NTBs included in this analysis involve a broad set of policies that are designed both directly and indirectly to reduce imports.
The GATT's dispute-resolution processes are often criticized as ineffective and needlessly lengthy. A primary difficulty is that GATT panel rulings have no legal force. A country that is found to be in violation of its GATT commitments can unilaterally block the publication of such a determination simply by not agreeing to it. Even when these rulings are issued, countries violating their GATT obligations need not modify or eliminate the offending trade policy because GATT can enforce no such changes. Rather, the GATT system relies on the voluntary compliance of its members to maintain its integrity and credibility. Overall, this system has worked reasonably well; most nations do modify their policies as requested. Nonetheless, in some instances panel rulings have gone largely unheeded, leading to impatience with the processes for settling trade disputes.
At least as important as these structural problems has been the absence of effective GATT rules in broad areas of economic activity. For example, we noted that the GATT Articles place relatively few obligations on developing nations for reciprocity in tariff cuts and avoidance of the use of NTBs and subsidies. In the last two decades labor-intensive manufacturing exports from many developing countries, particularly from the so-called newly industrializing countries (NICs) of East Asia, into the industrialized countries grew rapidly and came to be regarded by some observers as a significant source of downward pressure on the real wages of lower-skilled workers in the United States, the European Community, and elsewhere. Thus, many policymakers have expressed concerns that the apparently laudatory effort to promote economic development through special and differential treatment had generated free-riding behavior by the more successful developing-country exporters.  

A more contentious problem has been that agriculture and textiles, two major components of merchandise trade, are substantially exempt from GATT rules and tariff reductions. With few effective restraints, countries are permitted to employ quotas, variable levies, and export subsidies to support their domestic agricultural sectors. Over time these policies have become quite common, as suggested in Table 20.2, and they have become markedly disruptive in international markets. And, as we mentioned, world trade in clothing and textiles is largely governed by a system of bilateral quotas under the MFA. Many developing countries view the MFA as inimical to their interests in industrial development.

A final major shortcoming of GATT is that its Articles virtually ignore policies that are not direct restrictions on trade in merchandise but that may indirectly affect such trade. Most countries have regulations that encourage or discourage foreign direct investment (FDI) by multinational enterprises in their markets. Common examples include requirements that products contain some minimum content of domestic inputs, that some proportion of the output from the FDI be exported, and that the multinational enterprise export a value of goods at least as large as the value of its imported inputs. Thus, the global pattern of FDI and resulting trade flows could be inefficient and costly as a consequence of these trade-related investment measures, or TRIMs. A related issue is that nations provide markedly different levels of intellectual property rights. It is possible that widely varying policies on patents, for example, could affect the decisions of firms to engage in research and product development, invest in foreign facilities, and transfer technologies abroad. If so, world trade and competition is also affected by trade-related intellectual property rights, or TRIPs. Finally, countries have extensive regulations covering the provision of services in their markets by foreign firms. Important services that could be traded directly include transportation, tourism, professional consulting, and information. Services that are tradeable through establishing facilities in overseas markets include financial, business, legal, and medical services as well as construction and telecommunications. These so-called “new issues”—TRIMs, TRIPs, and regulations on trade in services—have become quite contentious among countries because they set conditions for increasingly important forms of international competition.

With this background, in 1986 GATT members began the most ambitious set of trade negotiations to date, the Uruguay Round. Negotiating groups were established in each of the areas just mentioned and in numerous other areas of concern. Provisional agreement on a final text was reached by all member nations in December, 1993, though as of mid-1994 this text remains subject to legislative approval in each country. Although the text does not proceed as far toward trade liberalization and policy harmonization as some advocates had hoped, it does represent a significant achievement in extending GATT coverage to numerous problems. If the text is adopted, tariffs will be cut again by about one third. Countries will be obligated to scale back their agricultural supports to some extent and to begin converting NTBs to tariffs in anticipation of future cuts. The MFA will be phased out over ten years and replaced by tariffs. Directly trade-distorting TRIMs will be gradually abolished, and nations will move toward a common set of TRIPs policies. Relatively little progress was made in services though a framework for future negotiations has been established. Rules on permissible government subsidies and the use of antidumping duties will be tightened and clarified. Dispute settlement procedures will be made more enforceable by a limitation on the ability of nations to block panel reports, while the GATT itself will be replaced by a body called the World Trade Organization, which will have more authority to consult with governments on their trade practices. Greater expectations will be placed on developing countries regarding reciprocity and observation of GATT principles.

We finish this discussion with some perspective on the GATT as an institution for promoting trade liberalization. In principle, the GATT represents two fundamental approaches to this objective. These are multilateralism, wherein many (or most) countries agree collectively to reduce trade barriers, and reliance on rules-based trade policy, by which each country commits itself to obeying certain international norms in setting its trade regulations. We alluded earlier to some of the benefits of multilateralism, as enshrined in the MFN requirement. Chief among these benefits is its promotion of cooperative efforts in trade liberalization. Left to their own devices, countries would rarely engage in unilateral reductions in trade barriers, even if it were in their economic interests to do so, because domestic political opposition by import-competing firms and workers would likely prevent their doing so. By sharing multilateral tariff cuts, however, GATT members can point to the need for opening domestic markets in exchange for greater market access elsewhere. The more nations that are involved in this process, the greater is the force of the argument and the larger is the trend toward global liberalization. In this view, the GATT may be considered a valuable cooperative device. Without such a device, it would typically be very difficult for individual countries to mount the political will to move toward freer trade. Of course, coordinating the interests of many countries across
many industries is an immensely difficult problem, which explains why the GATT rounds have become increasingly complicated and lengthy. In fact, this tradeoff between cooperation advantages and coordination difficulties helps explain the recent emergence of great interest in policies of regional economic integration, which we discussed in Chapter 18.

Many economists also prefer the GATT approach because it is based on setting rules of behavior. For example, once a nation has agreed to a set of tariff rates within GATT, it is bound not to raise those rates except under specific and publicized conditions. Further, a set of rules provides international businesses with greater certainty that nations will not act arbitrarily in changing their trade policies. Thus, the GATT also serves as a commitment device, by which countries are committed to observe certain norms. However, other economists view this approach as an undesirable constraint on policy choice. They argue that a discretionary trade policy, or results-oriented trade policy, wherein trade negotiations and trade barriers can be targeted to achieve certain specific goals, is more effective. Such goals might include taking advantage of scale economies and technological innovation through strategic trade policy to reserve particular market shares for home firms. More likely, larger nations may see discretion as a means of opening foreign markets on a bilateral basis in particular sectors. There is a substantial element of this latter philosophy in current U.S. trade policy, as we will discuss.12

It seems clear that, while multilateralism has an important role to play in the world economy, the GATT as traditionally constituted cannot meet all the needs of its member nations. Thus, a broader World Trade Organization that is simultaneously more inclusive of various sectoral interests and less insistent on strict nondiscrimination seems to provide a valid compromise solution to many of the problems we have noted. Further, regional trading blocs and a certain amount of unilateralism in trade policy have become inevitable supplements to this fundamentally multilateral approach.

Unilateralism: Section 301 in U.S. Trade Law

A key objective of multilateralism is to open markets to greater import competition on a cooperative basis, but the GATT process has been rather slow and ineffective at this task, at least with respect to nontariff barriers. Further, apparent violations of GATT obligations or of commitments made under other international agreements are common in many nations. Finally, we have noted that in the past, the GATT has had little effective discipline over large sectors of economic activity such as agriculture, services, and regulations covering foreign investment. For example, it is often alleged that Japan maintains a tight web of domestic regulations covering distribution of goods and services that keeps out foreign competition, despite the low levels of formal trade barriers on nonagricultural commodities.

Impatience with this situation has led a few countries, most notably the United States, to undertake unilateral measures to open foreign markets.

The U.S. Section 301 of the Trade Act of 1974 (and subsequent revisions) gives the President legal authority to negotiate with foreign governments over removing or modifying commercial practices designated as unfair by the United States Trade Representative (USTR). The USTR is the official empowered to negotiate bilateral and multilateral trade agreements and to advise the President on international trade matters. Under Section 301, the President can enforce the protection of U.S. rights that have been impaired by "unjustifiable" foreign violations of trade obligations and can push for greater market access by negotiating the removal of "unreasonable" restrictions on business activity. This latter interpretation of the law allows wide application of Section 301 procedures to numerous foreign practices, including not only explicit trade barriers but also restrictions on foreign service providers, lack of reciprocity in investment regulations, discriminatory government procurement, and the like. Especially targeted for action have been foreign failures to provide effective patents, copyrights, and trademarks for U.S. owners of intellectual property. For example, in 1981 the USTR administered cases involving China (market access and intellectual property), Canada (lumber subsidies, prohibitions on fish exports, and provincial import restrictions on beer), India (intellectual property), Thailand (intellectual property), the EC (meat inspection practices, canned fruit subsidies, oilseeds support, and operation of U.S. benefits under the terms of Spanish and Portuguese accession to the Community), Norway (procurement of toll equipment), Japan (construction contracts and the operation of a bilateral agreement on trade in semiconductors), and Brazil (intellectual property).13

Upon identification of a foreign practice of significant concern, negotiations begin between the USTR and the foreign government enforcing that practice. If the alleged violation is covered by the terms of the GATT, the negotiations could take place under the auspices of GATT. However, because most complaints are about non-GATT business restrictions, the talks are usually bilateral in nature. If agreement is not reached in these discussions, the USTR is given one year to recommend some action, such as dropping the case, continuing the discussions if progress seems imminent, or imposing retaliatory import barriers against the country in question. Retaliatory actions are chosen and enacted by the President.

Use by the United States of Section 301 is one of the most controversial issues in global trade relations. To its credit, the procedure has registered a substantial number of successes in accelerating the liberalization of particular markets. Over 90 cases were undertaken from 1975 to 1992, with approximately 70 percent of these resulting in the elimination or modification of the targeted practice. Moreover, with few exceptions, the United States has asked that the targeted policy be changed on an MFN basis, allowing firms from all foreign countries to benefit rather than discriminating in favor of U.S. firms. In this sense, the United States has successfully liberalized certain aspects of global trade by threatening particular governments with restricted access to its enormous market.
However, many economists are wary of the process for several reasons. First, it does at times result in trade retaliation (and possibly subsequent re-retaliation by the targeted government), which represents a failure that is costly to both sides of the dispute. Second, the number of successes is rather misleading because they have tended to come in cases in which the United States has "identified" barriers that the foreign government could dismantle without risking countertipping local opposition. Pursuing difficult cases involving significant potential displacement costs from foreign liberalization has been less successful; such cases seem more amenable to multilateral and cooperative negotiations.

A more fundamental concern is that, if not handled properly, this decided departure from multilateralism poses significant risks for the cohesion of the world trading system. For example, much about the operation of Section 301 has prima facie inconsistencies with the GATT system because its actions often target foreign policies that are acceptable under GATT rules. Some observers worry that the situation could erode confidence in the GATT system and ultimately contribute greatly to fragmentation of global trade. Moreover, Section 301 is highly resented in nations against which it has been applied, which may contribute to general intransigence against trade liberalization. Finally, the greatest concern is that the United States will ultimately choose to resort primarily to bilateral agreements that commit governments to managing their trade volumes and patterns according to negotiated targets. For example, in recent bilateral discussions with Japan, the United States has insisted that its share of Japanese imports of semiconductors and automobile parts rise to specified minimum levels within a certain period of years. If these quantitative targets fail to be met, U.S. retaliation is likely. Quite apart from the apparent difficulty of achieving a government-mandated increase in foreign market share, such managed trade policies tend to be decidedly anticompetitive and may risk significant trade diversion.

20.3 CONTINGENT PROTECTION

One form of administered protection that has become increasingly prevalent in recent years is the use of tariffs to raise the domestic prices of imported goods that are seen to be artificially low in price. These low prices are considered to be the result of unfair pricing practices, stemming either from dumping by foreign firms or from advantages afforded by foreign governments through production or export subsidies. The GATT allows importing countries to offset these low prices by imposing import duties on the products of specific firms that can be shown to be dumping or to have benefited from subsidies and whose actions cause potential injury to domestic firms. We consider here some of the analytical issues involved in enforcing an antidumping (AD) policy and in setting countervailing duties (CVDs) against foreign subsidies. The use of such policies is labelled contingent protection because it is triggered by price and injury contingencies.

Dumping and Antidumping

Dumping has two legal definitions. The first is the practice by a firm of selling a product in an export market at a price below that at which it sells the product in its home market. Such pricing behavior may seem bizarre in that foreign sales would be expected to incorporate a price sufficient to cover the additional transport costs. Nonetheless, examples of such pricing are not uncommon. The second definition is the practice of selling a product in an export market at a price below the average cost of producing it. In U.S. legal terminology, the average cost is termed the fair value of the product, and dumping constitutes sales at less than fair value (LTFV).

Consider the possible reasons for a firm to engage in dumping. First, it is possible that the normal course of business cycles could, on occasion, cause demand for the firm's product in its home market to fall below its production capacity. Rather than reduce price or lay off workers, the firm might choose to export the excess production to foreign markets and charge a low price to ensure the sales. We might term this behavior sporadic dumping, because it is related to fluctuations in economic activity. To the extent that such sales induce lower production and employment in the importing country, that country may well wish to offset them with temporary tariffs in order to avoid absorbing the negative effects of foreign recessions. There are good reasons to suspect, however, that sporadic dumping is limited in scope. Exports typically require the establishment of customer relations and a marketing and distribution system. Few firms would go to the expense of maintaining such systems merely to have access to a residual market in the event of lower home demand.

A second possibility is that a foreign firm may choose to engage in predatory dumping, whereby it sells its goods in an export market at a price low enough to drive domestic competing firms out of business or, perhaps more likely, to deter entry by other firms. This would require setting a price so low that a domestic competitor could not cover variable costs at any level of production and would choose to leave the market. The predatory foreign firm would accept current losses in anticipation of future monopoly profits once the market is reserved in its favor. In light of the many potential strategic interactions among international oligopolistic firms that we have discussed elsewhere, behavior of this kind could be considered conceivable. Indeed, fears of predatory pricing are used to justify domestic firms' lobbying efforts for strong antidumping laws. If it occurs, predatory dumping is surely harmful to the importing country and calls for an offsetting import tax. However, there is little evidence of its existence, again for practical reasons. First, once a foreign firm has established its monopoly and raised its price, the old firms will almost certainly be enticed back into the market and new firms will enter, a fact that the foreign firm must take into account prior to dumping. Thus, to sustain its monopoly, the foreign firm would have to continue charging a price low enough to deter entry forever, which is unlikely to be a profitable strategy. Second, predatory behavior is illegal under domestic antitrust laws in many importing nations,
including the United States, and would be unlikely to escape prosecution by the antitrust authorities, especially because domestic competing firms would lobby heavily for such action.

The fact that firms have market power does suggest the most likely reason for dumping. Suppose that firms produce differentiated products so that each firm has some monopoly power (that is, it faces a downward-sloping demand curve) in every market in which it chooses to sell. Recall from Chapter 11 that a monopolist would choose to set price in each market according to the following profit-maximizing rule:

\[
\pi_j = MC_j / (1 - 1/e_j) \tag{20.1}
\]

Here, the subscript \( j \) refers to import market \( j \). If we assume that the marginal costs of exporting to each country are similar, we see that a firm would certainly choose to set different prices in different markets. In particular, the more elastic the demand is for a good in a particular market, the lower will be the price charged there because the profit-maximizing markup over marginal cost will be lower. This practice is called international price discrimination and is quite likely to characterize many products and markets. Note that this practice requires that different markets be segmented, (that is, isolated from one another) so that consumers in one country will not buy the good at a low price and resell it in other markets at higher prices. In particular, if a firm charges a lower price in an export market than at home, it may need to lobby its government for a tariff to avoid such re-imports.

Why, then, would a firm charge a low price abroad and a high price at home? It must be that demand for the good is more elastic in foreign markets than at home. This is the case when a good in its home market is familiar to customers and commands their loyalty, while in foreign markets it must compete with domestic products and other imports. Indeed, such bias in preferences toward home goods seems to be common in actual practice. Thus, in the face of differential demand elasticities, profit-maximizing pricing that constitutes dumping is quite likely to occur. Perhaps the best term for it is equilibrium dumping, in recognition of its source. Note that because such pricing reflects demand parameters, the logical justification for a tariff to offset this dumping is not that the dumping harms domestic firms. However, because the foreign firm makes profits in the importing country, it may be appropriate to impose a tariff to shift those profits to the domestic treasury. Under some circumstances this form of strategic trade policy makes sense.16

Having analyzed the circumstances that may lead to dumping, we now turn to the structure and effects of antidumping law, with emphasis on the United States.17 In the United States, legislation against dumping has existed since at least 1916, though the current law is based on the Tariff Act of 1930, with numerous subsequent revisions to tighten its provisions. Note that these laws are designed to prevent dumping by foreign firms in the American market; there is no U.S. law prohibiting U.S. firms from dumping abroad. As noted, dumping is found to exist either if a foreign firm sells in the American market at a price below that in its home market or if the firm sells the product at a price below average cost of production. In either case, if dumping is found to have occurred, an AD tariff is imposed to equal the dumping margin, or the difference between the import price and the fair value of the product. These duties are imposed until the dumping ceases.

While this process seems unobjectionable, except to consumers who may enjoy the low price of imported goods, it embodies numerous features that make trade economists leery of its operation. First, note from the earlier discussion that international price discrimination is likely to be a common phenomenon and does not, in itself, justify AD duties. Thus, the cost standard seems the more sensible foundation for defining potentially harmful dumping. However, as we have noted often in this book, a condition for economic efficiency is that a firm charge a price equal to its marginal cost, rather than its average cost. Economists would argue against an average-cost standard in defining dumping because there are potential circumstances under which a firm would price at less-than-average cost because of its low marginal cost. One example would be the pricing of the first several units of output of a product, such as computer chips, that is subject to significant scale economies. In computer chips, a heavy fixed cost is required in terms of research and development for each new semiconductor generation. Once the device is developed, however, the marginal cost of producing each unit is quite small. Thus, the expected pricing behavior would involve a low price on the initial units, despite a high cost per unit, in order to sell a sufficient volume over time to recoup the R&D costs.

Economists' preference for marginal-cost pricing may be too rigorous a criterion to be of much practical use, given the difficulties of estimating marginal costs. Therefore, unit costs have become the legal standard. In this regard, it is noteworthy that U.S. law contains a clear bias toward affirmative findings of dumping by specifying inflated standards for the composition of costs in determining fair market value. When a domestic firm, industry association, or trade union alleges dumping by a specific foreign firm, an office in the U.S. Department of Commerce undertakes an investigation of the complaint. Commerce officials may compare domestic price of the imported good with either its price in the exporter's market or its price in third-country markets, assuming these prices are above unit costs. If such prices are difficult to obtain, Commerce officials are empowered to compute a fair value for the product based on the foreign firm's production costs. The unusual aspect of this latter procedure is that Commerce is obliged to add to production costs a margin of at least ten percent for general expenses and at least eight percent for profits. The latter margin is remarkable in the sense that few international firms average as much as an eight percent profit in any year. For products from socialist (or "nonmarket") economies, where it is quite difficult to obtain reliable cost data, Commerce is empowered to compare import price with either prices or constructed costs of firms in third-country markets, often in countries where costs may be expected to be significantly higher. Overall, the use of constructed cost
standards in determining whether a product has been sold at LFFV tends to generate frequent findings of remarkably large dumping margins. Note in particular that the eight-percent markup minimum makes it illegal for foreign firms to use pricing practices that are quite common for domestic firms, such as sales and rebates, that imply short-term losses in order to defend market shares.

It is important to note that an affirmative dumping finding by Commerce results in a lasting AD duty only if another government agency, the International Trade Commission (ITC), finds that the dumping has resulted in or threatens to result in material injury to a domestic industry. The ITC is a quasi-judicial agency that recommends or discourages the imposition of tariffs or other remedies to offset injuries caused by dumping, export subsidies, and import surges. (Discussion of the latter two issues will follow.) In considering the potential for injury, the ITC looks at such indicators as prices, profits, sales, and employment of domestic firms in the face of import competition. The ITC has a reputation for being non-politicized, and its investigations and recommendations, if it is not noted that over time, the U.S. Congress has continually reduced the standards for showing the existence of injury to the point where a finding of injury is now the expected outcome.

The institutional bias in these procedures toward imposing AD tariffs has had some marked effects. First, there is no doubt that the AD process has become the favored route of domestic firms that wish to benefit from import protection in all countries that employ these procedures. In the United States, 411 AD investigations were undertaken over the period from 1980 to 1988 (many of these in the steel industry), with another 332 investigations under the CVD statutes, which work in a similar manner. In contrast, only 71 investigations based on safeguards procedures were launched. Related figures for other countries include 364 AD and CVD cases in the EC versus 39 safeguards cases, 500 versus one in Australia, 470 versus two in Canada, and 75 versus zero in developing countries, where such procedures have been instituted only quite recently. Second, the mere expectation of losing such a case seems to have altered the behavior of foreign firms subject to AD investigations. Under U.S. law, a foreign firm can avoid legal costs and the need to surrender its confidential cost data by agreeing with the Commerce Department to either raise its prices or stop selling in the American market. These agreements, called price undertakings, have become common, and they serve to place a minimum on prices or a limit on competition in the U.S. market. Indeed, AD cases may well act as a device for facilitating collusion among oligopolistic firms, as explained in Chapter 17. For these reasons, trade economists now tend to view AD actions as a substantial nontariff barrier to trade.

Subsidies and Countervailing Duties

As interesting as AD actions is the practice whereby countries impose CVDs to offset the price-reducing effects of foreign export or production subsidies. To understand CVDs, it is useful to begin by considering the analytical justification for them. Figure 20.1 shows a situation in which markets are competitive and in which Country F exports good X. Free trade equilibrium involves a relative price of $p^*$, while Country H imports quantity $OX_h^*$. Suppose the exporting country pays an ad valorem subsidy to its firms for exporting X. This policy would expand F's excess-supply curve to $E_s'$, inducing an expansion of exports to $y = OX_h^*$ (equal to H's higher imports at point S). The effect is a deterioration in F's terms of trade: world price falls to $p'$, while the domestic relative price in F rises to $p'(p' = p_s^*[1 + \varepsilon])$ as greater exports cause additional scarcity of good X in the importing country's market. The resulting production and consumption distortions in F, combined with its worsened terms of trade, necessarily imply a decline in its economic welfare when it pays a subsidy. Note the substantial subsidy cost of area $W V P p'$, as the subsidy must be paid on all exports. This welfare loss demonstrates our point in Chapter 15 that a country can make itself worse off by artificially expanding trade and generating negative trade-policy revenues. In contrast, the importing country enjoys a welfare gain from this subsidy because of the decline in the relative price of its import good. This gain in H's terms of trade will outweigh the distortiary effects of the lower relative price in its market. In effect, this policy represents an election by the exporting nation to transfer income to the importing nation. Overall, global welfare declines because of the departure from free trade.

Consider the impacts of a tariff imposed by H to offset, or counter-vail, the price-reducing effect of F's subsidy. Country H may choose to do this, despite its welfare gain from the subsidy, because domestic firms
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&\text{A countervailing duty.}
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that have been hurt by the additional imports could lobby for such a response. The objective is to return the relative price in H to its free trade level, which would be accomplished through a tariff that shifts the excess demand curve down to $E_1'$. The post-tariff equilibrium involves a return to the free trade quantity of imports but yet a further improvement in H's terms of trade, as world price falls to $p_H$. Of course, this represents an additional deterioration in F's terms of trade. Note the interesting implication of this solution: because outputs and domestic prices have returned to their old levels, there is no remaining distortionary impact of the subsidy; it has been completely offset by the tariff. Global welfare returns to its free trade level. The only effect is a transfer of income from taxpayers in Country F to the government in Country H (that is, the subsidy is paid to exporters who then surrender its proceeds to H in the form of tariff revenue) in the amount $UZGF/2$ (measured in units of good Y). Of course, if taxpayers in F were to recognize this fact, they would lobby for an end to the export subsidy or oppose its institution in the first place. Thus, the essential justification for CVDs is that they can restore global optimality and deter the introduction of export subsidies.

As might be expected, the situation is somewhat more complicated in markets that are not perfectly competitive, as our earlier discussion on strategic trade policy demonstrated. In such a case, it is no longer necessary that the exporting nation lose and the importing nation gain from an export subsidy. Moreover, there may be subsidies coming from third countries as well that would need to be considered in making welfare calculations. Nevertheless, in most cases there is a clear presumption that export subsidies interfere with global efficiency and that the levying of CVDs to deter them, or better still, international agreements to avoid using them, are in the public interest.

With that background, consider the GATT approach to disciplining the use of subsidies. The GATT Articles have long pledged member nations to forgo the use of explicit export subsidies except in agriculture, which, as we have noted, has traditionally lain substantially outside the purview of the Agreement. Thus, most trade conflicts over explicit export subsidies have involved the European Community and the United States, whose governments grant the largest such subsidies for grain exports. In both cases, these governments find it difficult to scale back on their subsidies because of political opposition by domestic farming groups. However, it seems that an agreement to move in that direction has emerged from the Uruguay Round. Other export subsidies are granted in a more hidden fashion, through concessional loans to foreign nations wishing to buy high-technology manufactured goods from the United States, Japan, the European Community, and other industrial nations. Periodically, these nations have agreed among themselves to cut back on such activities.

A more difficult issue for international relations involves setting rules for domestic production subsidies that tend to expand exports indirectly. It is clear that governments may wish to subsidize certain activities for a variety of social and economic reasons. Common examples include output subsidies in defense industries, regional subsidies paid to expand employment and attract investment in depressed areas, subsidies to labor training or quality improvements in other inputs, subsidies for environmental cleanup, subsidies to research and development, and subsidies to the production of high-technology commodities that may have cost-reducing spillovers in other sectors. Indeed, as our discussion in Chapter 15 noted, economists recognize the superiority of subsidies to tariffs in achieving virtually all such goals. Nonetheless, each policy has the potential to expand domestic production, thereby reducing imports or raising exports, to the detriment of foreign competitors. Thus, it is by no means clear which of these kinds of programs, if any, should be avoided in the interests of international trade relations.

Recognizing this fact, the GATT approach has been to categorize various subsidies in terms of their apparent trade intent or impact for purposes of deciding whether to enact rules against their use. In general terms, subsidies cannot be disputed if they are clearly granted for purposes of socioeconomic development (such as regional assistance), if they are granted widely without favoring specific industries or firms, or if they support activities at the "pre-competitive" stage (such as R&D assistance, especially for basic research). At the other extreme, countries may take action against foreign subsidies if they have a clear trade-distorting intent, such as direct export assistance or input-purchase subsidies that discriminate in favor of domestic input suppliers. Most often, however, the intent of a government subsidy policy lies between these clear extremes, in which case nations may complain and request GATT dispute-resolution panels. This large, ill-defined area in allowable subsidy policies has led to increasing numbers of bilateral disputes in recent years and remains a significant source of controversy within the GATT.

GATT rules allow member nations to use CVD statutes to act against some foreign subsidies, which we can illustrate with U.S. practice. As with AD cases, if a domestic firm feels that its operations have been harmed by imports that have been priced unfairly as a result of a foreign export, output, or input subsidy, it can request an investigation by Commerce of the extent of the subsidization and an examination by the ITC of the resulting injury. If these investigations find in favor of the complainant, a CVD equivalent to the extent of the subsidization is imposed in order to raise the import price until the subsidy is removed. The administrative procedures are virtually identical to the AD procedures, the principal difference being that the target of the investigation is action by foreign governments rather than by foreign private firms. In this context, CVD cases are more likely to result in negotiated agreements to cease or modify the subsidy because governments may be more capable than individual firms of seeing some joint advantage in doing so. Nevertheless, the procedures are again biased in favor of the domestic firms in these quasijudicial proceedings, and the U.S. authorities have at times been accused of abusing them to harass
foreign governments and firms. In fact, a major motivation of the Canadian government in agreeing to a Free Trade Agreement with the United States seems to have been to shield its firms from arbitrary and harsh application of U.S. AD and CVD laws. Canada insisted on the establishment of binational judicial panels for overseeing the operation of such laws in both countries, a novel process that will be extended to trinational panels among the United States, Canada, and Mexico under the terms of the North American Free Trade Agreement.

Safeguards

We finish our discussion of contingent protection by noting that GATT rules also allow countries to protect their industries temporarily from fairly traded imports (that is, imports that have not been dumped or subsidized) under certain circumstances. Policies that do so are called safeguards. When a country believes that it has experienced a rapid surge of imports that threatens serious injury to a domestic industry, it can impose offsetting protection, typically through nondiscriminatory increases in tariffs. Two features are most relevant here. First, the GATT rules explicitly state that such protection is to be temporary. A country may impose the higher tariff for no longer than five years, with the tariff rate declining over time. This protection is designed to help the besieged industry adjust to the new competition, either by allowing resources to move out as it contracts in an orderly fashion, or by adopting new technologies to raise efficiency. As might be guessed, the difficulty of making such adjustments has often resulted in the protection’s lasting far longer than originally intended.

A second important feature of safeguards is that under GATT procedures, a country that invokes its right to raise its tariffs beyond their bound levels is required to pay some compensation to foreign countries that stand to lose business as a result. This may come either through an agreement to lower tariffs on other industries—clearly a politically unpopular option—or by allowing foreign governments to retaliate with higher tariffs of their own. From the standpoint of international relations, neither option is very palatable, and countries have increasingly resorted to protecting their industries through bilateral quantitative restrictions on trade such as VERs. As we have noted previously, VERs have the advantage of transferring some economic rents to foreign exporters, making their use less objectionable to foreign governments than the use of tariffs or import quotas. However, proliferation of such measures has worried many observers about potential frictions imposed on the multilateral trading system. Thus, reform of safeguards policies was an important issue in the Uruguay Round.

In the United States, safeguards are enacted through Section 201 of the Tariff Act of 1930 (subsequently revised). Section 201 is popularly referred to as the escape clause. Under this law, a representative of a domestic industry may petition for relief by asking the ITC to investigate whether imports have become a source of serious injury. If the ITC finds that injury has occurred or is likely to occur, it recommends some form of relief to the U.S. President. The relief typically takes the form of temporary tariffs or quotas, though an additional option is to award trade adjustment assistance, or supplementary unemployment compensation to workers who might lose their jobs. The President may reject or accept the recommendation and may also develop different policies for import relief. The United States has seldom used the escape clause in recent years, largely because of the preferences of firms to avoid themselves of easier routes to protection.

20.4 TRADE POLICY AND ENVIRONMENTAL REGULATIONS

A major source of stress on the international trading system is that global competition is affected not only by explicit trade barriers but also by numerous aspects of domestic regulations. Regulations governing product-safety rules, environmental protection requirements, anticompetitive business practices, intellectual property rights, foreign direct investments, and prudential financial practices may exist for reasons other than to restrict international trade but may have that effect anyway. For example, many countries have domestic content laws, which require that a foreign firm wishing to invest in a domestic production facility must purchase some minimum percentage of its inputs, such as materials, labor, and capital, from domestic sources. The evident intent is to expand employment in a particular sector, but the requirement could easily result in an artificial restriction on imports of materials and machinery. Similarly, a weak or unenforced antitrust law could result in interlocking business practices among domestic firms, in turn limiting market access for foreign firms that might otherwise be competitive suppliers of products or inputs. It is also conceivable that differences in the costs of environmental regulations in various countries could influence decisions by multinational enterprises about production location and trade. Thus, in many contexts, it is possible to view domestic regulations as indirect nontariff barriers to trade.

Traditional GATT rules have imposed few effective disciplines on such practices, largely because issues of domestic regulation have lain outside the realm of the GATT, which is primarily focused on tariffs. However, as international competition has intensified because of growth, innovation, and the operation of MNEs, conflicts between domestic regulations and trade interests have inevitably become more frequent. For this reason, the industrialized nations at the Uruguay Round prominently introduced the question of trade-related regulations of investment, intellectual property rights, and services. Further, issues of environmental regulation and its impact on investment and trade figured importantly in the negotiation of NAFTA. It seems likely that these kinds of questions will dominate trade-policy discussions for the foreseeable future.

In this section we focus on environmental regulation to discuss the interactions between trade policy and regulatory policy from an economic
standpoint. Before doing so, however, we make some general observations. First, as our discussion in Chapter 15 pointed out, it makes little sense to use trade barriers to correct underlying market distortions. The clearest example lies in the generous income and price supports for farming in the European Community, which have stimulated massive amounts of surplus agricultural production. In most cases, rather than scaling back on the supports, the European Community has chosen to dispose of some of the surplus by paying export subsidies, which has surely worsened economic welfare. More generally, there are likely to be numerous interactions between trade policies and regulations, such as the combination of high tariffs and regulations on FDI, which together have frequently induced inefficient investments in developing economies. Thus, trade policy exists in a second-best world, and proper analysis would consider the merits of deregulation with careful regard for its effects on welfare in light of the operation of other policies and distortions.

A related point is that the use of retaliatory trade barriers to change offending foreign regulations is also questionable. Suppose, for example, that the United States determines under Section 301 that a country such as Thailand is not providing sufficient copyright protection for American books and movies. A tariff imposed on Thai exports in retaliation will not remove the source of the distortion and may, in fact, have little deterrent impact. As always, a better approach is a direct attack on the problem, which in this case would be to negotiate with Thailand over a modification of its copyright law. The problem here, of course, is that, because international trade is the most common interface between the two countries, the only way to enforce any agreements made in such negotiations might be to threaten trade sanctions. Again, an interesting second-best problem emerges.

A fundamentally important difficulty in using trade policies to induce changes in foreign business regulations is that different countries naturally have varying preferences about the structure of their regulations. For example, many economists suggest that environmental cleanliness is a commodity with a high income elasticity of demand, so that as nations get richer, they prefer less pollution. Developing countries may prefer to limit environmental protections that discourage fast economic growth. This might be particularly true for countries with large geographical areas for, in a Heckscher-Ohlin sense, they would have a large relative endowment of "environmental space" (air, land, and water) that would be used intensively in production. Put differently, such nations would have relatively larger abilities to absorb environmental effluents. Given these static and dynamic differences in views about appropriate domestic regulations, it seems unreasonable for all countries to harmonize all their policies to common, international standards. Thus, multilateral agreements on regulatory standards may be especially difficult to achieve unless those nations preferring the strongest standards stand ready to provide offsetting compensation to those with the lowest standards. Note how strongly this situation contrasts to the general indication in economic theory that global free trade in goods provides an acceptable standard of optimality. Of course, this difference reflects the theoretical presumption of the absence of distortions that necessitate regulatory actions in the first place.

What is the ultimate market distortion with respect to the environment, as seen by many economists? It is that countries fail to deal adequately with the overriding feature of air, land, and water, which is that in some measure these are common-resource inputs, meaning that many users take advantage of them simultaneously. It is then difficult to assign a dollar cost to the act of despoothing one unit of such an input and to determine appropriate taxes on its use. In simplest economic terms, countries with heavy environmental damage fail to encourage appropriate conservation because the prices they place on their environmental inputs are insufficient to equalize at the margin, the economic benefit of developing natural resources and the environmental cost of exploiting them. In this light, trade policy has little role to play in a sound and sensible regime of environmental regulations.

Trade and the Environment

It is not difficult to understand the potential conflicts between environmental regulations and trade policy. There are three types of problems that carry an international economic dimension. First, a country might use trade policies to complement or enforce its domestic environmental policies. For example, if a country is worried that some domestic industry produces excessive amounts of pollution, it can subsidize imports of the pollution-generating commodity in order to reduce domestic output. Similarly, a potential advantage of lower import barriers to agricultural goods in the developed economies is that some agricultural production will shift to developing economies, which tend to use chemical inputs less intensively, given their relatively greater abundance of land and labor. More commonly, a nation might restrict exports of some natural resource in the belief that free trade will result in excessive exploitation of the resource. Canada, for instance, insists on the right to ban the export of logs under certain conditions. Numerous developing countries have also instituted bans on the export of tropical hardwood logs, claiming that such quotas limit the exploitation of rainforests.

By now it should be clear how most economists would view such policies. Because they do not directly address the problem, management of environmental resources, trade policies are likely to be ineffective approaches. This ineffectiveness is well-established in many cases. Moreover, given the second-best nature of the approach, layering a trade barrier onto an existing environmental distortion could make the situation worse. Indeed, many developing countries, such as Indonesia, have found their tropical forests being cut down faster after the imposition of an export ban than before. The primary reason is that the export restriction markedly reduces the market value of the trees, diminishing incentives for economic
forest management. Rather, farmers and developers have a greater incentive to cut the trees down in order to open up new land areas. An additional reason for the rapid harvest is that the export ban makes the lumber very cheap domestically, inducing an artificial expansion of production of wood products, such as tropical plywood, which are then exported excessively under the implicit subsidy. Thus, rather than employing export policy to regulate timber harvest, it would be more sensible to allow unrestricted exports combined with sensible land-management policies, such as development zoning, harvesting taxes, and replanting requirements. Toward this end, the trees should be accorded an economic value that induces their harvest according to forward-looking optimization.

A second general problem is that countries have different environmental standards, which may influence trade. For example, nations employ import barriers to protect their domestic environmental standards from the effects of more-limited foreign standards. This is most common in requiring that imported plants and animals be examined for pests and that food imports be inspected for sanitary problems. Such imports may be excluded if they present a health risk for domestic farmers and consumers. These regulations are perfectly allowable under GATT rules. They make sense economically because the source of the potential health problem is imports, so that banning them is the most direct solution. The difficulty, of course, is that inspection authorities may abuse the system and eliminate or delay imports of uncontaminated foods that compete with domestic products. This "red tape" should be viewed as a nontariff trade barrier. The GATT tries to discourage this implicit protectionism by requiring that such inspections be based on accepted scientific testing principles and completed in a timely fashion. In practice, the GATT has been relatively lenient in allowing nations to define and enforce their safety and health standards subject to this testing requirement. There is little indication that multilateral trade rules would ever seriously restrain legitimate efforts to protect public safety.

A more complicated issue of environmental policy emerges when foreign production practices offend the spirit of domestic environmental law, even if there is no concern over consumer safety. A stark example of this issue emerged in the United States in 1990. Under pressure from environmental groups, the United States acted under the provisions of its Marine Mammal Protection Act (MMPA) to exclude imports of tuna caught by Mexican fishermen. Mexican fishing techniques involved using large drift nets that capture and destroy numerous dolphins as they harvest tuna. The "kill rates" for dolphins with this technique exceeded the norms allowed the U.S. fishing fleet under the MMPA. Mexico objected to the import ban as an unwarranted extension of American law to another sovereign nation and filed a GATT complaint. The GATT panel agreed with Mexico, stating that the U.S. import ban represented an improper use of extraterritoriality; the United States had no right to use trade policy to impose its environmental regulations on another nation. Environmentalists in the United States were understandably upset by this ruling, which continues to serve as a rallying cry for opposition to, or substantial modification of, GATT rules. It may be worth noting that, in the end, the United States did not have to alter its implementation of the law, because Mexico joined the United States in signing a multilateral pact with several other Latin American nations committing themselves to changing their fishing techniques. Further, public preferences in the United States shifted strongly in favor of tuna that could be advertised as "dolphin friendly," generating a market response toward new techniques on the part of the Mexican fleet.

Perhaps an even more controversial extension of this issue is that differing national environmental standards are thought by many observers to influence the decisions of MNEs on where to produce. Some countries might choose to adopt low-cost, limited environmental regulations in order to attract FDI and expand employment, effectively trading environmental degradation for growth. In turn, the country from which investment leaves would suffer employment losses, inducing it to lower its environmental standards to match those of its competitor. This possibility was featured prominently in the debate over NAFTA. Opponents of the agreement argued that U.S. firms would move large parts of their operations to Mexico to take advantage of its limited and poorly enforced standards. While this must be admitted as a theoretical possibility, available evidence strongly suggests that differences in environmental costs rarely provide an important motivation for FDI.27 Neither is there any evidence that environmental standards converge on the lowest level in the presence of freer trade. Indeed, the experience of the European Community suggests just the opposite, that standards tend to ratchet upward toward the highest levels among countries at similar levels of development.

For our purposes, however, the relevant question is again whether it is sensible to deal with these potential problems by imposing restrictions on trade (and perhaps outward flows of FDI). For standard reasons that by now should be clear, the answer is no. However, the issue is somewhat deeper. Many people argue that limited environmental standards are tantamount to social dumping through implicit government production subsidies and that importing countries should impose social countervailing duty protection, or tariffs that equalize the resulting cost differences. This proposal has also been raised with respect to differences in labor rights, educational attainment, intellectual property rights, and public infrastructural investments. The idea is reminiscent of a long-discredited notion known as the scientific tariff, wherein each country would impose tariffs that would just offset any cost differences between imports and domestic goods, effectively eliminating trade and its associated gains. Similar problems exist with the social dumping idea, which refuses to recognize that nations have legitimately different interests in social policy. To countervail such differences would both ignore the benefits of comparative advantage and impose a punitive kind of extraterritoriality.

A final general issue emerges when the environmental damage itself, created in one country, crosses into another country. Prominent examples
of such cross-border externalities include unsanitary water supplies on the U.S.-Mexico border, acid precipitation in Canada, airborne pollutants in Eastern Europe, diminution of the ozone layer, and global warming. The last two problems are perhaps most interesting in that they present threats to all nations, rather than being localized, cross-border problems. Whatever the scientific evidence on the extent of those threats, the problems raise interesting international economic questions.

How should countries respond to international environmental externalities? Again, it is clear that trade restrictions are likely to be crude instruments for changing foreign behavior. While they could induce lower production by a polluting industry, they do not force that industry to pay for its damages, or to "internalize" the problem. Indeed, if the polluting industry does not export its product to the offended nation, that nation would be able to impose trade barriers only on other products from the polluting firm’s nation, an even less effective tactic. This problem is worsened as the externality becomes more multilateral in nature, as with global warming. In that case it would be nearly impossible to calculate the damages suffered by various nations and to assign those damages to the polluting nations. The resulting tariffs would be virtually meaningless.

These observations point directly to the negotiation of bilateral and multilateral governmental agreements over the terms of environmental cleanup and allowable pollutant discharges. One current example is the Montreal Protocol, which sets limits for the emission of chlorofluorocarbons (chemicals that deplete ozone) among the signatories, most of which are developed countries. Such negotiations can presumably recognize each nation’s particular size, endowment structure, level of economic and technological development, and other characteristics relevant to assessing appropriate levels of emissions. They might also involve commitments by wealthier nations to pay compensation to poorer nations in return for lower levels of pollutant releases. Such “sage payments” are generally efficient in an economic sense in that they transfer income from those who are willing to pay for a cleaner environment to those who may otherwise be unwilling to undertake it. In this context, it is worth noting that such compensation may come in the form of greater market access for products of developing countries in developed countries, as is achieved through major trade agreements. At the same time, nations must have means of enforcing the commitments made in environmental treaties. Because trade is the primary interface among countries, commercial sanctions against national violators likely represents the most efficient form of deterrent. Here, then, is a justification for marrying trade policy to international environmental policy.

Overall, however, there is a general presumption on the part of economists of little logical connection between trade policy and environmental regulations. Despite this, growing conflicts are inevitable between advocates of open trade and those who view trade barriers as a means of supporting domestic environmental laws and even extending their reach abroad. By now, economists have become strongly skeptical about the benefits of activist trade policy for nearly any purpose, including strategic industrial policy, income distribution, and environmental protection. Beyond the fundamental crudity of trade barriers for these purposes, history amply suggests that arguments for trade restrictions tend ultimately to reflect narrow protectionist interests rather than well-designed social objectives.

Nonetheless, the issues described in this section seem likely to loom large in the evolution of global trade policies over the foreseeable future. Thus, numerous observers have suggested that the next major round of trade negotiations at the GATT should be devoted to international environmental concerns; indeed, some have taken to calling it the “Green Round” in recognition of the environmental interests underlying its purpose.

20.5 CONCLUDING REMARKS

In this chapter we have reviewed some of the major practical issues pertaining to international trade rules and institutions. The international trading system has functioned quite well in fostering an expansion of global trade and income but has come under increasing strain in recent years. Our discussion has suggested some summary conclusions.

1. In the period since World War II, the global trading system has been governed loosely by the mutually agreed-upon rules that constitute the GATT. The guiding principle of the GATT is nondiscrimination, as embodied in MFN, which has assisted greatly in bringing down world tariff barriers to their currently low levels. However, there are numerous exceptions to nondiscrimination, and whole sectors of economic activity lie substantially outside the GATT’s realm. Further, the use of quantitative trade restrictions has proliferated recently. The just-completed Uruguay Round attempted to gain control over many of these problems.

2. The United States has become quite active in attempting to remove “unfair” foreign trade practices unilaterally through Section 301 of its trade law. While application of this law has been largely successful, it poses significant risks for the system of world trade.

3. Contingent protection, as embodied especially in AD and CVD actions, has become the favored route of industries to import relief in the developed countries. There are economic arguments in favor of these policies, but the arguments are weak, especially in the case of dumping. Current practice seems to use these procedures, in part, to facilitate collusion through import protection.

4. Growing conflicts between trade policy and domestic regulatory environments pose perhaps the greatest challenge for the world trading system in the near future. Countries vary markedly in their regulatory policies for a variety of reasons, but these differences may have important trade impacts.
Trade policy has a relatively small role to play in the context of environmental regulation, at least as a matter of economic logic. Nonetheless, the temptations to use trade sanctions for this purpose seem likely to grow over time. Placing this issue into some multilateral context will be an important task for the next major round of trade negotiations.

NOTES


2. For an authoritative discussion of those negotiations and an analysis of the body of international trade rules that has emerged since then, see John Jackson (1989).

3. Because the GATT is an "agreement" among contracting parties and not an "organization," it has no members per se. Nonetheless, we will use the terms "members" to refer to contracting parties.


5. Not all of the developing countries in this table were GATT members at that time.


7. For example, the GATT is often derided in the popular media as the "General Agreement to Talk and Talk."

8. Partly in recognition of the rapid economic growth in Singapore, Hong Kong, South Korea, and Taiwan, these countries have largely been removed from the GSP. Concerns remain, however, over rapid export growth from a new generation of industrializing nations, such as Malaysia, Thailand, and Mexico.

9. See Organization for Economic Cooperation and Development (1987) for a description of agricultural NTBs in the developed nations and an attempt to quantify the effects of these distortions.

10. We analyze motivations for FDI and its effects in Chapter 23.

11. As the names of the Tokyo Round and the Uruguay Round suggest, most MTN rounds are named for the places at which they are initiated. However, the negotiations actually take place at the GATT building in Geneva, Switzerland. The papers in J. Schott (1990) provide a comprehensive analysis of the various negotiating issues and proposed resolutions.


13. For information on all aspects of U.S. trade laws, see United States International Trade Commission.

14. Several cases of retaliation are discussed by Robert Hudic in his paper in J. Bhagwati and H. T. Patric (1990). The contributions in that volume provide a strong indictment of Section 301.

15. This statement was made by K. E. Maskus (1987), p. 417.


17. See R. Boltuck and R. Litan (1991) for a detailed treatment. The administrative processes are similar in the EC, Canada, and Japan.


19. T. Prusa (1992) analyzes the incentives for foreign and domestic firms to come to such agreements.

20. A production subsidy to the export good could be analyzed separately, with due recognition for differences between consumer and producer prices in $P$.

21. This explains why many economists joke that the appropriate response by the importer is simply to write a thank-you note.
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PART IV

FACTOR TRADE, GROWTH, AND THE THEORY OF DIRECT FOREIGN INVESTMENT
21.1 TRADE IN FACTORS

Up to this point, we have assumed that countries may trade commodities but that factors of production are immobile among countries. We noted in the Introduction that it is this immobility of factors that has traditionally distinguished the study of international trade from interregional trade. Yet anyone who has read history is aware of many examples of human migrations, such as those from Europe to North America in the nineteenth century. Those familiar with more contemporary business events are aware of the high level of capital movements and foreign investment that have characterized the world economy since World War II.

It is thus apparent that some factors of production are mobile. What are the effects of such factor movements on world trade and welfare? This question is of particular interest in countries that are the sources of foreign investment as well as countries that are the recipients of investment. Some arguments seem to suggest that both source and host countries are worse off.

International trade economists generally identify three types of factor movements: direct foreign investment, portfolio investment, and labor migration. A direct foreign investment is defined as an investment in which the investor acquires a substantial controlling interest in a foreign firm or sets up a subsidiary in the foreign country. Direct foreign investment thus involves ownership and/or control of a business enterprise abroad. Companies that engage in direct foreign investment are known as multinational
enterprises or transnational corporations. (Direct foreign investment will be the subject of the following chapter.)

This chapter will be confined to the discussion of portfolio investment and labor migration. Portfolio investment occurs when an individual or company buys foreign bonds or purchases foreign stocks in quantities too small to gain control of a foreign firm. We will assume throughout the chapter that portfolio investment and labor migration occur in response to differences in wage and rental rates between two countries. Of course, portfolio investment and labor migration actually occur for reasons other than differences in factor prices. These reasons might include escape from war or repression in the case of labor migration or uncertainty over future economic conditions in the case of capital mobility. With this qualification in mind, we restrict our discussion to factor movements motivated by factor price differences.

Portfolio capital movements and labor migration have very similar effects on production and trade. Thus, we analyze the two together, generally referring arbitrarily to capital as the mobile factor. The two may differ with respect to the repatriation of earnings. Capital owners generally tend to remain in their home countries, repatriating their foreign earnings and consuming at home. Migrants generally spend most of their earnings in their new countries. Yet migrants often repatriate substantial sums (e.g., guest workers in Europe or Mexican and West Indian farm workers in the United States) and capital owners sometimes move with their funds (e.g., Canadians retiring to Florida or employees working abroad on a company investment project). Thus, we treat capital and labor movements as being essentially similar.

The preceding chapters have shown a number of cases in which trade does not equalize factor prices. We emphasized in Chapter 8 that the conditions under which trade in commodities leads to the equalization of factor prices are very restrictive, and thus equalization should, in fact, be regarded as the exception rather than the rule. The following situations can result in unequal factor prices between countries, thus providing incentives for factors to migrate. (1) If production technology differs between countries (Chapter 7), it is unlikely that trade will equalize factor prices even if it equalizes commodity prices. (2) If some goods are produced with increasing returns to scale (Chapter 12), then trade will not equalize factor prices. (3) If tariffs or transport costs prevent trade from equalizing commodity prices, factor prices will differ between countries. (4) If imperfect competition or production taxes exist in some sectors, marginal costs and therefore factor prices will not be equal between countries. (5) If there are more factors of production than traded goods, then trade in goods alone is generally not sufficient to equalize factor prices.

This last point might seem puzzling, but in fact, we saw a perfect case of this type in the specific-factors model of Chapter 9. With three factors and two goods, trade in two goods generally cannot equalize the prices of the three factors. Think of trying to solve two equations (making the unit cost of producing each good equal its price) for three unknowns (the three factor prices).

We will use this idea in an even simpler model in this section to explore the benefits of trade in factors in addition to trade in goods. Suppose that there is only a single produced good, X, with two factors of production, L and K. Suppose that countries H and F can trade only goods. It is clear in this very simple model that there is no way to capture any gains from trade: the countries must have at least two goods between them to trade.

The situation is shown in the Edgeworth-Bowley box of Fig. 21.1. The dimensions of the box represent the total "world" endowments of capital and labor, the combined endowments of the two countries. The lower left-hand corner is the origin for Country H, and the upper right-hand corner is the origin for Country F. Isoquants are drawn for the production of X in each country. If the two countries have identical technologies, then the contract curve is the diagonal of the box, but identical technologies are in no way necessary for the argument.

Suppose that the endowment point for the two countries is at E in Fig. 21.1. Thus, the Home country is relatively well-endowed with capital, and the Foreign country is relatively well-endowed with labor. At E, the X isoquants of the two countries are not tangent (not drawn). The X isoquant for Home is steeper than that for Foreign, indicating that w/r is higher in Home than in Foreign at the endowment point. This makes sense because labor is the relatively scarce factor in H, and capital is the relatively abundant factor in H. The fact that factor prices are not the same in the two countries indicates that there are unexploited gains from trade, just as earlier in the book we showed that the inequality of commodity prices indicates unexploited gains from trade.

Free trade in factors of production starting at point E leads to an equilibrium at point A, where the factor-price ratios of the two countries are equalized at (w/r)^*.

Country H exports capital, its abundant factor, and
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imports labor to reach point A. Country F exports labor, its abundant factor, and imports capital. The isocounts $X_A$ and $X_B$ are the free trade production levels of $X$ in the two countries, and because $X$ is not traded, they are also the free trade consumption levels. Both countries gain mutually from trade.

It is interesting and important to point out that the exchange of capital for labor is not the only possible way of moving from $E$ to $A$ in Fig. 21.1. Suppose, for example, that capital and $X$ can be traded but that labor is immobile. Then Home can export capital in the amount $EC$ to Foreign. Point $C$ then becomes the production point for the two countries. But Foreign must pay Home for the capital, and hence, Foreign exports $X$ in the amount $CA$. Point $A$ continues to be the consumption point of the two countries, while $C$ is the production point.

This last result is interesting in light of controversies over the export of capital in countries like the United States. As in the case just mentioned, the United States loses production of $X$ (jobs in manufacturing?), and imports $X$ instead. But this is in no way "bad." We end up at the same consumption point $A$ in either case. Of course, factor price changes redistribute income, but these price changes are the same regardless of how we move from $E$ to $A$.

To make the point more strongly, note that Home could arrive at $A$ by importing labor from Foreign to arrive at $B$, which now becomes the production point. Home is now producing a lot of $X$, which will make the critics happy. But Home must pay for the imported labor, exporting $X$ to Foreign (or giving the additional production to the foreign labor) to arrive again at the consumption point $A$. The level of production of $X$ (jobs in manufacturing) does not have direct welfare consequences. As we have noted several times in the book, production must not be confused with consumption as a measure of the gains from trade.

### 21.2 A GAINS-FROM-TRADE THEOREM

In this section, we show how the gains-from-trade theorem of Section 5.2 of chapter 5 can be extended to take factor trade into consideration. But we need to prepare this explanation by considering Fig. 21.2. An isocount for producing $X$ is shown in the diagram. Let point $A$ be the point where the free trade factor price ratio $(w/r)_A$ is tangent to the $X$ isocount. Thus, point $A$ in Fig. 21.2 is analogous to point $A$ in Fig. 21.1. We can think of the tangent line through $A$ in Fig. 21.2 as an isocost line, giving the cost of producing $X$ at factor prices $(w/r)_A$. Suppose instead that we produce $X$ using the autarky factor proportions $E$. Putting a line with factor-price ratio $(w/r)_E$ through point $E$, we see that the cost of producing $X$ using autarky factor proportions $E$ at free trade factor-price ratio $(w/r)_A$ exceeds the cost of producing $X$ using the optimal (free trade) factor proportions at $A$. It then follows that if profits to the competitive firm from using the optimal factor proportions $A$ to produce in free trade are zero, then using the autarky factor proportions $E$ to produce at free trade factor prices must lead to losses (negative profits).

The following analysis can pertain to either country, so we shall drop the use of subscripts to refer to a particular country. Let $L$ and $K$ denote the country's endowments of capital and labor, and let $L^m$ and $K^m$ denote imports of capital and labor, respectively. A negative value for $L^m$ or $K^m$ denotes an export of that factor. $L^f$ and $K^f$ denote the amounts of $L$ and $K$ actually used in production in free trade, so

$$L^f = L - L^m \quad K^f = K - K^m$$

(21.1)

The profit from producing the free trade output level $X^f$ from inputs $(L^f, K^f)_A$ at free trade prices $(p^f, w, r^f)_A$ is zero, while the profit that would result from producing the autarky output $X^a$ from $(L, K)$ at the free trade prices must be negative, which is the result we established in the previous paragraph and in Fig. 21.2. Thus, we have the following inequality.

$$p^a X^a - w*L^m - r*K^m > 0$$

(21.2)

In autarky, the production of $X$ equals the consumption of $X$: $X^a = X^c$. In free trade, exports of $X$ (which could be negative, indicating that $X$ is imported), equal the value of imports of factors (which could also be negative, indicating that the country exports factors). This equation is given by

$$p^f (X^f - X^c) = w*L^m + r*K^m$$

or

$$p^a X^a = p^f X^f - w*L^m - r*K^m$$

(21.3)

If Eq. (21.1) is substituted into Eq. (21.2), the latter can be written as

$$p^a X^a - w*L^m - r*K^m \geq p^f X^f$$

(21.4)

Now substitute the right-hand side of Eq. (21.3) for the left-hand side of Eq. (21.4). The latter equation now becomes

$$p^a X^a \geq p^f X^f$$

(21.5)
This says that with free trade in goods and factors, the free trade consumption bundle is revealed preferred to the autarky consumption bundle.

This analysis establishes that free trade in goods and factors is superior to autarky. Although we applied the analysis to the special case of only one good and two factors, the technique is very general and is easily extended to the case of many goods and factors. The gains-from-trade result also holds if only a subset of the goods and factors are traded.

21.3 TRADE IN FACTORS INDUCED BY DISTORTIONS*

We have emphasized several times that trade induced by distortions is not necessarily beneficial trade. Production taxes and subsidies can generate trade that is not necessarily welfare-improving. The same is true for factor trade, as we will show in this section. The points made in this section are important for policy, insofar as some governments have deliberately erected barriers to trade in goods in order to induce foreign firms to invest inside their countries. We now show that, once barriers to goods have been erected, permitting factors to flow may reduce welfare. Using trade barriers to attract foreign investment into a country is not likely to improve welfare.

The basic idea is as follows. Suppose that a country erects a tariff barrier to the import of a capital-intensive good. The domestic price of the good, equal to the domestic cost of producing a unit of the good, is greater than the price paid to the foreigner for the good. (Of course, the domestic consumer faces the higher, distorted domestic price.) The tariff on the capital-intensive good raises the domestic return to capital (the Slutsky-Samuelson theorem). Now suppose that capital flows into the country to produce the good "behind the tariff wall." What happens is that costly domestic production will now displace cheap imports, and for each unit of imports displaced by domestic production, the country will incur a loss equal to the difference between the high, domestic price and the low, foreign price. The initial tariff must be harmful for a small country, as we showed in our chapter on tariffs, and the capital import now adds an additional harmful effect. This could be called the "secondary burden" of the tariff. When the domestic price of capital-intensive goods and the return to capital are artificially increased by a tariff, the factor trade thereby generated is not beneficial.

This may seem to be an abstract point, but in fact, many countries have from time to time deliberately erected import barriers as an import-substitution policy, hoping to attract foreign capital. Our recent analysis suggests that this is a particularly unwise policy, unless it can be proven that the policy will counteract some other domestic distortion.

Now we turn to a more formal analysis. Consider the basic two-factor, two-good Heckscher-Ohlin model. We assume that the country imports \( X \), the capital-intensive good, and places an import tariff on \( X \). We assume that the country is small and hence faces fixed world prices, \( p^* \). If we hold the tariff fixed, then domestic prices are held fixed, and domestic factor prices will also be held fixed if the country produces both goods (recall from Chapter 8 that the goods prices determine factor prices). The relationships between domestic and world prices are given by

\[
p_x = p_x^*(1 + t) \quad p_y = p_y^* \quad (21.6)
\]

Let superscript \( r \) (restricted) denote quantities when trade in goods, but not factors, is permitted under the tariff. Let superscript \( s \) denote trade when a small amount of trade in factors is also permitted.\(^2\) Similar to the previous section but using \( s \) instead of \( f \), \( L^s \) and \( K^s \) will denote the amounts of \( L \) and \( K \) actually used in production, equal to endowments \( L \) and \( K \) plus imports \( L^m \) and \( K^m \) (which will be exports if their values are negative). If domestic factor prices were equal to foreign factor prices before the tariff, as we shall assume, the tariff on the capital-intensive good raises the domestic return to capital above the world return and lowers the domestic return to labor below the world return.

In this competitive model, the value of profits from producing the restricted (commodity trade only) outputs equals zero. Because permitting a small amount of factor trade does not change either commodity or factor prices by assumption, the profits from producing in the presence of factor trade at these prices is also zero. This gives us

\[
p_x X^s_x + p_y Y^s_y - w L^s - r K^s = p_x X^s_x + p_y Y^s_y - w L^m - r K^m = 0 \quad (21.7)
\]

Using the relationships in Eq. (21.1) (with superscript \( f \) replacing superscript \( s \)), Eq. (21.7) can be rewritten as

\[
p_x X^s_x + p_y Y^s_y = p_x X^s_x + p_y Y^s_y - w L^m - r K^m \quad (21.8)
\]

Using Eq. (21.6), Eq. (21.8) can be rewritten in terms of world prices.

\[
[p_x^s X^s_x + p_y^s Y^s_y] = [p_x^s X^s_x + p_y^s Y^s_y - w L^m - r K^m] + [p_x^s (X^s_x - X^f_x)] \quad (21.9)
\]

The term in square brackets on the left-hand side of Eq. (21.9) is the value of production at world prices when there is no factor trade, which must equal the value of consumption in this equilibrium. The term in square brackets on the right-hand side of Eq. (21.9) is the value of production minus the payments (or receipts) for imported factors, which must, by the balance of trade constraint (similar to Eq. 21.3), equal the value of consumption at this equilibrium. Thus, Eq. (21.9) can be written in terms of consumption quantities.

\[
[p_x^s X^s_x + p_y^s Y^s_y] = [p_x^s X^s_x + p_y^s Y^s_y] + [p_x^s t (X^s_x - X^f_x)] \quad (21.10)
\]

*Material in this section is technically more difficult, although it uses the same technique developed in earlier chapters. We try to develop the argument in the first few paragraphs, so the rest of the section may be skipped without loss of continuity. The section draws very heavily on an important paper by Brocher and Alejandro (1977).
For welfare purposes, consumption must be evaluated at domestic prices. Thus, we need to replace world prices in Eq. (21.10) with domestic prices from Eq. (21.6).

\[
[p_x X_c + p_y Y_c] = [p_x X_c^* + p_y Y_c^*] + p_t^* [X_c^* - X_c] - (X_c - X_c^*).
\] (21.11)

The left-hand side of Eq. (21.11) is the value of consumption when only trade in goods is permitted, while the first quantity in square brackets on the right-hand side is the value of consumption when a small amount of factor trade is permitted. The second term on the right-hand side in square brackets is imports of \(X\) with goods trade only, minus the imports of \(X\) with factor trade. We expect this second term to be positive. The import tariff on \(X\) raises the return to the factor used intensively in \(X\), which is capital in this case, and so capital should flow into the country and/or labor should flow out. This generates a Rybczynski effect (Chapter 8), in which the country specializes further in the production of the capital-intensive good, and hence reduces its imports of \(X\).

Allowing factor trade leads to a replacement of imports by domestic production. The tariff raises the cost of the import good, thereby raising the return to the factor used intensively in its production, thereby generating an inflow of this factor, thereby replacing imports with domestic production. But this factor trade is welfare-worsening according to Eq. (21.11). If the second bracketed term on the right-hand side is positive, then consumption without factor trade (the left-hand side of Eq. (21.11) is greater than the value of consumption with factor trade (the first bracketed term on the right-hand side). As indicated at the beginning of this section, the economy is using costly domestic production to replace apparently costly imports. But the price of imports has been distorted by the tariff; imports are actually cheap compared to domestic production. On each unit of imports displaced, the economy loses the difference between the domestic price \(p_x\) (the cost of producing a unit domestically) and the world price \(p_t^*\) (the cost of obtaining the good from abroad). But, as seen from Eq. (21.6), this difference is \(p_t^*\), which, times the change in imports (the second bracketed term on the right-hand side of Eq. (21.11)), equals the loss in welfare.

21.4 TRADE POLICY IN THE PRESENCE OF FOREIGN-OWNED FACTORS OF PRODUCTION

In this section, we briefly make an important point about tariffs that was noted by Bhagwati and Brecher (1980). We have noted a number of times that while a tariff may reduce aggregate income in a small economy, it also has strong redistribution effects among groups of factor owners. Consider then a situation in which the Home country, prior to the adoption of an import tariff, already has a sizable stock of foreign investment. Further, suppose that this investment is sunk in fixed plant and equipment; that is, the investment cannot be "liquidated" and moved back to the Foreign country. Assume finally that this foreign investment constitutes a significant proportion of the domestic capital stock.

In such a situation, the effects of a tariff on the total income of the domestically-owned factors of production may be either better or worse than the effects predicted earlier in this book. If the import good is capital-intensive, then the tariff boosts the return to capital while making labor worse off. But because capital has a significant share of foreign ownership, the gain to capital is captured largely by foreigners. Domestically owned factors are even worse off than the standard analysis (no foreign ownership) suggests. On the other hand, suppose that the import good is labor-intensive, in which case the tariff increases the real income of labor. This is outweighed by the aggregate losses to capital, but in this case, most of those losses are absorbed by the Foreign country. Thus, the gain to domestic labor may well exceed the loss to domestic capital, and Home's aggregate income may increase.

In this last case, while the tariff has an aggregate negative effect on income, its redistribution effect in favor of domestically owned factors of production may outweigh the overall efficiency loss such that domestic welfare rises. This is an important theoretical result, but a country should be cautioned against using trade policy to redistribute income away from foreign capital: in the long run, that capital can be withdrawn, through depreciation if nothing else.

21.5 TERMS-OF-TRADE EFFECTS, THE TRANSFER PROBLEM, AND GLOBAL WELFARE

The simple models in the previous sections have been constructed such that factor trade has no effect on equilibrium commodity prices. In this section, we briefly explore the consequences of relaxing that assumption. Terms-of-trade effects (changes in commodity prices) influence the division of gains from trade between countries, as we have noted several times in this book, particularly in the chapter on technology as a basis for trade and in the chapter on tariffs. Terms-of-trade (TOT) effects will always help one country and harm the other. Thus, changes in the terms-of-trade induced by a factor flow or by other changes imply a "secondary" burden or benefit in addition to the primary change.

The analysis of this terms-of-trade change has often been called the "transfer problem" and is usually conducted with respect to a unilateral gift or transfer of money or commodities from one country to another, although the principle is exactly the same as in the case of factor movements. (The problem was originally discussed with regard to war reparation payments following World War I.)

Suppose that Country F makes a gift of money or commodities to Country H, or that some factors leave F to take up residence in H. Country H now has greater purchasing power and Country F less purchasing power.
Assume further that Country H imports Y and exports X. The effect of this transfer on the terms of trade turns out to depend on the consumption response of citizens in each country (in addition to the production response in the case of a factor movement). Suppose that the residents of H use their added purchasing power exclusively for the purchase of X, their export good. The demand for X will rise relative to the demand for Y in Country H. Suppose also that residents of F react to their reduced purchasing power by decreasing consumption of Y, their export good, while holding consumption of X relatively constant. The demand for Y will fall relative to the demand for X in Country F. If we put these two effects together we will see that the world demand for X has risen relative to Y following the transfer. The price of X will rise relative to Y, and Country H will receive a secondary benefit from the positive TOT effect.

The result is that if each country has a relatively high propensity to spend on its own export good, the TOT tends to move in favor of the country receiving the transfer. The receiving country thus ends up gaining more than the amount of the transfer, and the sending country ends up losing more than the amount of the transfer. The receiving country receives a secondary benefit and the sending country a secondary burden. If each country has a high propensity to spend on its own import good, the opposite conclusion applies.\(^3\)

From the point of view of the world as a whole, it turns out that the negative TOT effect experienced by one country balances the positive TOT effect of the other country. Thus, world real income is not changed by terms-of-trade effects. The TOT effect can be expressed in terms of either imports or exports, so let us express it in terms of X. It can be shown that the TOT effect is approximately equal to the country's excess supply for X times the change in the price of X, \((X^H_X - X^F_X)\Delta p^*,\) where \(X^H_X\) and \(X^F_X\) are the quantities of X consumed and produced, respectively. If \(X\) is exported, \((X^H_X - X^F_X) > 0,\) and a rise in the relative price of \(X, \Delta p^*,\) improves welfare. If \(X\) is imported, \((X^H_X - X^F_X) < 0,\) and a rise in \(p^*\) decreases welfare.

In a two-country world, the exports of one country must match the imports of the other country. Thus, if we add the TOT effects together for H and F, we will have a world TOT effect of zero:

\[
(X^H_X - X^F_X)\Delta p^* + (X^F_X - X^H_X)\Delta p^* = 0
\]  
(21.12)

because \((X^H_X - X^F_X) = -(X^F_X - X^H_X).\) The consequence of this is that we can ignore the TOT when talking about the effects of factor mobility for the world as a whole.

From the point of view of the world as a whole, the welfare effects are the same as those discussed in earlier sections. If countries do not have distortionary tariffs or other taxes, factor movements are guaranteed to increase total world income by creating gains for both countries. If, on the other hand, factor movements are prompted by distortionary taxation, then one country may experience negative primary effects as discussed in the previous section, and world real income may decrease. As we have seen several times in this book, not only do distortions cause welfare losses in their own right, but they may also lead to further losses when combined with what would otherwise be welfare-improving policies (free trade in goods and factors).

### 21.6 Factor Trade and Commodity Trade as Substitutes

The previous several sections have focused on the welfare effects of factor mobility. In this section and the next we will focus on the ways in which factor movements influence the amount of world trade in commodities. If factor trade leads to a reduction in the amount of commodity trade, we say that factor trade and commodity trade are substitutes (i.e., the exchange of factors can substitute for the role usually played by commodity exchange). If factor movements lead to an increase in the volume of commodity trade, we say that factor trade and commodity trade are complements.

Consider the basic Heckscher-Ohlin model, with two goods (X and Y) produced by two countries (H and F) using identical technologies and factors K and L. Suppose that initially there is free trade (and no transport costs) in commodities but that factors cannot be traded. Assume that the factor endowments of the two countries are similar enough that both countries produce both goods in free trade.

In this situation, free trade will equalize factor prices between countries, as we noted in Chapter 8 (Fig. 8.8). This situation is shown in Fig. 21.3. With identical technologies and with commodity prices equalized by trade, the unit-value isoquants for X and Y are in the same position for both countries. Each country adopts the factor proportions \(A\) for Y and \(B\) for X at
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**Factor-price equalization.**
the common factor-price ratio \((w/r)^*\). In this case, there is no incentive to trade factors; all gains from trade are captured through commodity trade.

Suppose that Country H has been importing \(Y\) (i.e., H is relatively capital-scarce) and that H now places an import tariff on \(Y\). This raises the price of \(Y\) in H relative to its price in \(F\): \((p_Y/p_Y)_h < (p_Y/p_Y)_F\). This shifts inward the unit-value isocuant for \(Y\) in H: with the price of \(Y\) higher, fewer physical units of \(K\) and \(L\) are needed to produce one dollar’s worth of \(X\). This is shown in Fig. 21.4. H has equilibrium factor-price ratio \((w/r)_h\), while F has equilibrium factor-price ratio \((w/r)_F\). H’s tariff on the capital-intensive good has raised the return to capital and lowered the return to labor in H relative to F.

Now suppose that we allow trade in factors. H will import capital and/or export labor. This causes the factor ratios used in the countries to converge and reduces commodity trade as the scarce factor in each country becomes less scarce and the abundant factor becomes less abundant. But factor prices in the two countries cannot begin to converge as long as there is commodity trade because the tariff maintains the commodity-price differences, which in turn determine the factor-price differences. Factor trade will continue until all commodity trade is eliminated. Once trade in commodities is eliminated, equilibrium commodity prices will be determined within each country independently and will depend on the relative supplies of capital and labor. The continued gain of capital and loss of labor in H leads to a fall in the relative price of the capital-intensive good \(Y\) and an increase in the relative price of the labor-intensive good \(X\). Because the opposite is occurring in F, the commodity price ratios converge in the two countries. As indicated in Fig. 21.3, factor prices converge in the two countries at exactly the same point as their commodity prices converge. When factor trade fully equalizes factor prices, it equalizes commodity prices as well.

Mundell (1957) pointed out that the resulting free factor-trade equilibrium is exactly the same as the free commodity-trade equilibrium in all important respects. Commodity and factor prices must be the same in each case. With factor and commodity prices the same, the income and utility of all agents must be the same. The value of trade in commodities (or alternatively, the value of the factors embodied in that commodity trade) must be the same as the value of factor trade in the free factor-trade equilibrium. In this sense, trade in goods and factors are substitutes.

The Mundell conclusion is somewhat extreme, but it points to a very general result. In many other situations, gains from trade cannot be fully exhausted by trading only goods or only factors. For example, in the two-good, three-factor, specific-factors model, trade in two goods cannot equalize the prices of the three factors. Thus, there are additional gains to be captured from factor trade. Yet, we usually get the Mundell result that trade in goods and factors are substitutes in the sense that permitting trade in factors reduces trade in goods. Suppose, for example, that two countries had the same supplies of labor but that one had more \(X\)-sector capital and one had more \(Y\)-sector capital. In Chapter 9, we demonstrated that in this case, each country would have a relatively low price for the type of capital that is in abundant supply. If factor trade in capital were now permitted, each type of capital would move from where it is abundant to where it is scarce. Trade in factors would then reduce (substitute for) commodity trade.

### 21.7 Factor Movements and Commodity Trade as Complements

Now consider a very different situation in which trade is caused by differences in production technologies. Assume two countries, H and F, with identical factor endowments. Assume also that H and F have identical technologies for producing \(Y\) but that Country H has superior technology for producing \(X\). It is assumed that Country H’s \(X\) isoquants have the same shape as the \(X\) isoquants for Country F, but that the former are renumbered so that more output is produced from the same inputs (this is called "Hicks-neutral" technical superiority, named after John Hicks).

The situation is shown in Figs. 21.5 and 21.6. The first two assumptions imply that the countries have identical Edgeworth-Bowley boxes and identical contract curves in Fig. 21.6. But their production frontiers differ, as shown in Fig. 21.5. \(Y\) \(X^F\) gives the production frontier for F. Country H can produce the same maximum amount of \(Y\) but more \(X\), so H’s frontier is given by \(Y\) \(X^H\).

Suppose that \(Q^F\) in Figs. 21.5 and 21.6 gives F’s production point in free-trade equilibrium. If H allocated factors in the same way in Fig. 21.6 (point \(Q^H\)), H would be at point A in Fig. 21.5, producing the same amount of \(Y\) but more \(X\). This cannot be an equilibrium for H because the marginal cost of producing \(X\) will be less in H relative to that in F. This is because, beginning at \(Q^F\) in Figure 21.6, fewer factors are needed for an additional
unit of $X$ in Country $H$ than in Country $F$ because of $H$'s superior technology. Thus, if $P_x^H = MC_x^H$ in Fig. 21.6, then we must have $P_x^H > MC_x^F$ at $Q_x^F$. The equilibrium for $H$ must be at a point like $Q_x^H$ in Figs. 21.5 and 21.6.

If the countries are producing at $Q_x^F$ and $Q_x^H$ in Figs. 21.5 and 21.6, we can conclude two things. First, Country $H$ must be exporting $X$ and importing $Y$ (Fig. 21.5). Second, the wage-rental ratio must be higher in $H$ (Fig. 21.6) because the capital-labor ratios there are higher. This case differs from the one considered in the previous section in that here, each country will have a relatively high price for the factor used intensively in its export industry. If we permit factors to migrate, labor will flow into Country $H$ and/or capital will be exported to Country $F$, as long as we retain our assumption that $X$ is labor-intensive. The corresponding situation holds, of course, in Country $F$.

The result of this factor mobility is that each country becomes relatively better-endowed with the factor used intensively in its export industry. This adds a Heckscher-Ohlin, or factor-proportions, basis for trade, which tends to reinforce the basis for trade caused by the difference in technology. Factor mobility can then lead to an increase in the volume of commodity trade. Country $H$ will now export $X$ not only because it has superior technology but also because it is now relatively well-endowed with labor.

In this simple model of trade based on differences in production technology, factor movements and commodity trade turn out to be complements. Although this may seem to be a very special case, it is in fact true that the complementary relationship holds for a wide variety of models in which the basis for trade is something other than differences in factor endowments.

As a second example of complementarity, consider the simple, symmetrical model of external economies of scale introduced in Chapter 12. Assume that scale economies are strong enough to outweigh factor-intensity effects such that the production set is nonconvex. Figure 21.7 draws the identical production frontiers for two identical economies, $Y$ and $X$. One country specializes in $Y$ and one in $X$, each trading half of its output for half of the other's output so that they both reach the consumption point $C$ in Fig. 21.7. Figure 21.8 shows the factor market, with each country having the identical factor endowment $E$. Country $H$ produces output $X$ with factor-price ratio $(w/r)_H$ and Country $F$ produces $Y$ with factor-price ratio $(w/r)_Y$. 

**FIGURE 21.5**
Country $H$ with technical superiority in $X$.

** FIGURE 21.6**
Equilibrium without factor trade.

** FIGURE 21.7**
Specialization for two identical countries with increasing returns.
is cheap should be willing to supply it to the other country, and complete free trade will equalize the price of that factor at a point between the two countries' no-factor-trade prices. Both countries gain.

2. There may be some indeterminacy in the trade pattern as we noted in connection with Fig. 21.1. The capital-abundant, labor-scarce country can export capital and import goods, export capital and import labor, or export goods and import labor, arriving in each case at the same equilibrium in terms of income, consumption, and welfare. Although theoretically equivalent in many cases, these alternative ways of exploiting the gains from trade are often treated differently in practice. Some countries object to the importation of foreign capital, while others object to labor immigration, the latter being particularly intrusive on the indigenous society.

3. However, a country does not necessarily gain from trade induced by distortions. We gave an example in which a tariff raised the domestic price of the capital-intensive good and hence the return to capital. If the country then permits capital imports, the imported capital generates costly domestic production of the protected good that displaces cheap imports of the good. This capital inflow, generated by the distortionary tariff, is welfare-reducing.

4. Some standard results about trade and protection need to be modified if there are substantial, fixed stocks of foreign-owned factors of production in the domestic economy. A tariff on the imports of capital-intensive goods affects national income negatively (at least for a small economy), but there is also a significant redistribution effect in favor of capital and against labor. In this case, however, it is foreign owners of capital who capture much of the benefit, and hence, domestically owned factors of production are much worse off than an examination of aggregate income would suggest.

5. In many cases, factor trade generates a change in the commodity terms of trade, producing a secondary benefit for the country whose terms of trade improve and a secondary cost for the country whose terms of trade deteriorate. This is known as the transfer problem, a term coined during the analysis of World War I reparations payments.

6. Trade in factors and trade in goods are substitutes in many models, including the Heckscher-Ohlin model. By this we mean that allowing trade in factors leads to a reduction in the volume of trade in goods. The term substitutes is also used in a welfare sense when the gains from trade can be captured through trade in either goods or factors. In practice (as is the case in our example of the specific-factors model), trade in goods alone rarely equals factor prices, indicating that there are further unexploited gains from trade in factors. Allowing trade in factors then adds to the welfare gains but may also reduce the volume of commodity trade.

7. Many examples can be constructed in which trade in goods and trade in factors are complements in terms of the volume of trade. If, for example,
countries have identical relative factor endowments but Hicks-neutral differences in technologies, then each country should import the factor used intensively in the industry in which it has a technological advantage. This makes relative factor endowments unequal and leads to an increase in the volume of commodity trade. Another example can be found in the increasing-returns example of Figs. 21.7 and 21.8. If the countries are specialized and have identical relative factor endowments, then each country will have a relatively high price for the factor used in its export industry. Allowing factor trade will lead to a divergence of factor ratios and an increase in the volume of trade.

PROBLEMS

1. In the Heckscher-Ohlin model, each country’s abundant factor loses as a consequence of trade. Does this effect occur for the two countries in Fig. 21.1?

2. Gross domestic product (GDP) is defined as the total value of production in a country, whereas gross national product (GNP) is the income of domestic citizens. GNP thus equals GDP minus the repatriated profits of foreign investors plus the repatriated profits from investments by domestic citizens abroad. For the three possible trades discussed in connection with Fig. 21.1, discuss how GNP and GDP differ.

3. If the current account is defined as the sum of merchandise (goods) trade and trade in factor services, discuss the merchandise surplus or deficit in the three possible trades of Problem 2.

4. For a small economy that imports a labor-intensive good and in which the entire capital stock is foreign-owned, what is the welfare effect of a tariff on the income of the domestic factor owners?

5. Suppose that the domestic economy exports a capital-intensive good but that most of the domestic capital stock is foreign-owned. With reference to the Stolper-Samuelson theorem, discuss the possibility that an improvement in the terms of trade could reduce the welfare of domestic citizens.

NOTES

1. A country’s GNP (gross national product) refers to the income of its citizens, while GDP (gross domestic product) is the value of production in the country. In the presence of factor trade, the two are not the same. In the case just mentioned, point C in Fig. 21.1 gives the two countries’ GDPs (production). Point A gives their GNP (consumption). For Country H, GNP equals GDP plus the earnings of its capital now located in Country F. Conversely, GDP exceeds GNP for Country F because some of the value of production accrues to factors owned by H.

2. Because commodity prices determine factor prices and are fixed, factors would continue to flow in this model until the country specialized in only one good. Hence, we will consider permitting only a small movement of factors such that the country continues to produce both goods after the factor flow. Allowing factors to move freely until the country specializes is discussed with respect to a different issue in Section 21.5.


4. This analysis relies on the work of Purvis (1972) and Markusen (1983).
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CHAPTER 22

DIRECT FOREIGN INVESTMENT AND MULTINATIONAL FIRMS

22.1 DIRECT FOREIGN INVESTMENT IN THE OLI FRAMEWORK

Direct foreign investment is defined as an investment in which the investor acquires a substantial controlling interest in a foreign firm or sets up a subsidiary in a foreign country. Direct foreign investment involves ownership and/or control of a business enterprise abroad. For the remainder of this chapter, we refer to companies that engage in direct foreign investment as multinational enterprises (MNEs), although they are also sometimes referred to as transnational corporations. The study of multinational enterprises (MNEs) is becoming much more important in international economics because these firms now account for a considerable proportion of international trade. It is estimated that multinationals now account for foreign sales worth some U.S.$5.5 trillion, compared to a value of world exports of goods and nonfactor services of around U.S.$4 trillion. Of this latter amount, around one third is intrafirm trade between parents and foreign affiliates.

In short, international business is increasingly carried out on an intrafirm basis rather than through the use of arm's-length export markets, the latter of which has been our assumption up to this point.

Most international trade economists believe that there are important differences between direct and portfolio investments, although they disagree in their interpretations of the consequences of these differences. One relevant observation is that MNEs seldom move substantial amounts of capital between countries (which portfolio investments do); rather, they frequently provide for many of their needs from the foreign capital markets. Thus, the U.S. manufacturer moving into Canada may borrow funds for plant and equipment from Canadian banks or issue stocks or bonds on Canadian securities markets. Canadian land developers operating in Texas or Florida may mortgage their properties with U.S. banks. The implication of these observations is that direct foreign investments are generally not caused by the difference in the general return to capital that prompts portfolio capital movements. The MNE is formed to take advantage of specific business opportunities rather than the secondary benefits of general levels of interest rates and returns to capital. To make a domestic analogy, U.S. land developers in Denver who make investments in the Houston market do so because they see profitable business opportunities there, not because interest rates differ between Denver and Houston. These same business factors would lead the developers to enter the Australian land market.

A second important difference between direct and portfolio investments proceeds from the fact that foreign firms are at an inherent disadvantage in the domestic market. Thus, if foreign firms are identical to domestic firms, they will not find it profitable to enter the domestic market. Therefore, the MNE must possess some special advantage such as superior technology or lower costs due to scale economies. This point also helps to explain the previous observation that MNE investments are often not primarily motivated by differences in returns to capital. They seem instead to be motivated by such advantages as the ability to exploit superior technical knowledge.

The inherent disadvantages of setting up MNE operations abroad are numerous, a point we can make by providing a few convincing examples. (1) Maintaining branch plants or subsidiaries in foreign countries necessitates costs in communication and transportation not faced by domestic firms. These include direct costs such as overseas phone calls and travel expenses for executives as well as time costs due to mail delays and so on. (2) Language and cultural differences between the home country and the foreign (“host”) countries inevitably create costs for the MNE that are not faced by domestic firms. (3) Similarly, the MNE, at least initially, does not have a close familiarity with the host country's business community, tax laws, and other government procedures. Local laws often, in fact, tend to discriminate actively against the MNE. (4) The MNE faces risks such as exchange rate changes, expropriation, or other capricious government actions that are not as important to domestic firms. Thus, if the firms and their owners are risk-averse, the uncertainty faced by the MNE constitutes a true business cost. (5) The MNE frequently must station managers and technicians abroad. Often, only substantially higher wages can induce these personnel to live abroad.

The point is perhaps clear. Because of these disadvantages, the MNE will enter a foreign market only if it has some compensating advantages over local firms. These advantages (e.g., superior technology) are thereby transferred to the foreign country and thus constitute an important potential
gain for the host country. There may, however, be offsetting costs such as increased monopoly power.

Any analysis of direct foreign investment must identify the advantageous conditions that can outweigh the inherent disadvantages of foreign production. One organizing framework was proposed by Dunning (1977, 1981), who suggested that three conditions are necessary for a firm to undertake direct investment. This has become known as the OLI framework. First, a firm must have an ownership advantage (the "O" in OLI). This could be a product or a production process to which other firms do not have access, such as a patent, blueprint, or trade secret. But the advantage could also be as intangible as a trademark or a reputation for quality. The ownership advantage is anything that gives the firm enough valuable market power to outweigh the disadvantages of doing business abroad.

Second, the foreign market must offer a location advantage (the "L" in OLI) that makes it more profitable to produce in the foreign country than to produce at home and export to the foreign market. Tariffs, quotas, transport costs, and cheap factor prices are the most obvious sources of location advantages. But more intangible factors, such as customer access, can also be important. Indeed, many multinationals are in service industries (e.g., hotels) in which on-site provision of the service is an inherent part of the companies’ business (of course, we could simply think of services as being characterized by very high transport costs).

Third, the MNE must have an internalization advantage (the "I" in OLI). This is the most abstract of the three conditions, but the advantage can be highlighted by considering alternatives to direct investment. Even if a company has the advantage of a proprietary product or production process, and even if tariffs and transport costs make it advantageous to produce abroad rather than to export, it is still not certain that the company should set up a foreign subsidiary. One fairly simple alternative would be to license a foreign firm to produce the product or use the production process. Why not just sell the blueprints to a foreign firm rather than go through the costly and difficult process of setting up a foreign production facility? Reasons for wishing to do so are referred to as internalization advantages; that is to say that the product or process is better exploited internally within the firm rather than at arm’s length through markets. Further discussion of internalization is postponed until later in the chapter.

### 22.2 OWNERSHIP ADVANTAGES ARISING FROM KNOWLEDGE-BASED ASSETS

In this section, we will discuss one important source of ownership advantages that leads firms to establish plants in multiple countries. Important differences in the degree of multinational activity across industries have long been observed. In some industries, MNEs account for a major share of total output, while in others this share is minor. It has also been consistently shown that the degree of multinationality in an industry is closely related to such variables as R&D, marketing expenditures, number of scientific and technical workers, product newness and complexity, and product differentiation (e.g., Cavus, 1992).

These explanatory variables give rise to the concept of knowledge-based, firm-specific assets (FSAs). These are proprietary assets of the firm that are embedded in such things as the human capital of the employees, patents or other exclusive technical knowledge, copyrights or trademarks, or even more intangible assets such as management skill or the reputation of the firm. There are two good reasons why these knowledge-based assets are more likely to give rise to direct foreign investment (DFI) than are physical capital assets. First, knowledge-based assets can easily be transferred among locations. For example, an engineer or manager can visit many separate production facilities at relatively low cost. Further, knowledge often has a joint, or “public-good,” character in that it can be supplied to additional production facilities at very low cost.

Blueprints for new products or production processes (knowledge-based assets) can be provided to additional plants without reducing the value of the blueprints to the initial plants. Blueprints are thus a joint input (or “public good”) into all plants. Chemical formulae and pharmaceuticals have similar properties. Trademarks and other marketing devices also have this characteristic. Assets based on physical capital such as machinery tend not to have this characteristic. That is, physical capital usually cannot yield a flow of services in one location without reducing its productivity in others.

The joint-input characteristic of knowledge-based assets has important implications for the efficiency of the firm and for market structure. These implications are encapsulated in the concept of economies of multi-plant production. Such economies arise because a single, two-plant firm has a cost efficiency over two independent, single-plant firms. The multi-plant firm (i.e., the MNE) need make only a single investment in R&D, for example, while two independent firms must each make the investment. The latter industry structure therefore involves the duplication of FSAs. Cost efficiency would then dictate the establishment of MNEs (multi-plant firms) as the equilibrium market structure in industries where FSAs are important; indeed, the empirical evidence bears out this assumption.

The converse proposition should also be emphasized. Scale economies based on physical capital intensity do not by themselves lead to DFI. This type of scale economy implies the cost efficiency of centralized production rather than geographically dispersed production. Of course, some industries with high physical capital intensity may also be industries in which FSAs are important (e.g., automobiles).

What, then, is being traded in cases of multinational production? Basically, MNEs in this framework are exporters of the services of FSAs. These include management, engineering, marketing, and financial services, many of which are based on human capital. They also include the “services” of patents and trademarks, which are other knowledge-based assets.
Subsidiaries import these services in exchange for repatriated profits, royalties, fees, or often the final product itself. Note that this can lead to some misconceptions. For example, this chapter was first typed on a Compaq computer "made" in Singapore. Does importing this kind of "high-tech" product from a developing country threaten the welfare of the United States? Not at all. The bulk of the design and engineering work, in addition to the production of complex components, was done in the United States. The final product was produced abroad by this multinational using cheap assembly labor in Singapore and highly skilled human-capital services from the United States. The work that makes the product "high-tech" was done in the United States.

22.3 THE TRANSFER OF KNOWLEDGE CAPITAL THROUGH DIRECT FOREIGN INVESTMENT

We can adapt the imperfect-competition model of Chapter 12 to an analysis of the economies of multi-plant production arising from knowledge-based assets. Two goods (X and Y) are produced from a single factor, labor (L), which is in fixed supply (\( L = L_e + L_r \)) and is internationally immobile. Y is produced with constant returns by a competitive industry, with the simple production function \( Y = L_y \). We will measure values in terms of labor; that is, the price of labor is 1, which in turns means that \( p_l \) also equals 1 (1 unit of labor produces 1 unit of Y). To begin producing \( X \), a firm must first incur the initial sunk costs of \( F \) (firm-specific cost) and \( G \) (plant-specific cost) in terms of \( Y \) or \( L \). Additional plants may be opened for the cost of \( G \) only. \( F \) is thus intended to represent the knowledge-based capital that is a joint input ("public good") within the firm. \( F \) could be thought of as an R&D investment necessary to design a product or a production process. Once the design is produced, it can be costlessly incorporated into additional plants. This leads to multi-plant economies of scale in that a two-plant firm incurs \( F \) only once, while two one-plant firms must each incur \( F \). The fact that the services of \( F \) can be costlessly extended to additional plants does not, of course, imply that these services are of no value to the additional plants.

An economy is represented in Fig. 22.1 for which \( YGFX \) is the country's production frontier. \( Y \) is the maximum feasible production of Y. In order to begin production of \( X \), a firm must invest the fixed costs \( G \) (given by the distance \( YG \)) and \( F \) (given by the distance \( GF \)). After investing the fixed costs, the company can produce \( X \) at constant marginal cost in terms of \( Y \), which gives the linear segment \( F \). This linear segment has slope \(-m\) if \( m \) is the marginal cost of \( X \) in terms of \( Y \).

Because of the fixed costs, average cost exceeds marginal cost, and hence, the price of \( X \) must exceed the marginal cost \( m \) if the firm is to make nonnegative profits. The average cost of producing \( X \) in terms of \( Y \) is given by the simple formula

\[
AC_x = \frac{L_x}{X} = \frac{L - L_y}{X} = \frac{Y - Y}{X}
\]

(22.1)

Consider point \( A \) in Fig. 22.1. Calculated from Eq. (22.1), the average cost of producing this amount of \( X \) is simply the slope of a line passing through \( Y \) and \( A \). Average cost is everywhere decreasing in \( X \). The non-negative profit constraint requires that the price ratio at a point like \( A \) be at least as steep as the average-cost line \( YA \).

Figure 22.2 shows an equilibrium in which the firm producing \( X \) is making positive profits. Equilibrium production is at \( A \), and the equilibrium price ratio is \( p \). An indifference curve is shown tangent to \( p \) at \( A \). Point \( I \) gives total income or GNP in terms of good \( Y \). But total labor income in terms of \( Y \) is simply \( L_2 + L_y = L = Y \). Total income (\( IO \)) is thus comprised of profits (\( IY \)) plus labor income (\( IO \)). The budget line for labor is the line through \( Y \) with slope \( p \). The indifference curve tangent at \( B \) thus represents the consumption bundle and welfare level of labor, with the difference between \( B \) and \( A \) being consumption from profits. The division of total output between labor income and profits is simply a distributional issue in the closed economy, but it becomes an issue of GDP (gross domestic output: the value of domestic output) versus GNP (gross national product: the income of domestic citizens) if a foreign-owned MNE is producing \( X \) and repatriating the profits.

Figure 22.3 shows outcomes when the country (call it Foreign) is host to an MNE enterprise. Because this firm has already invested \( F \), production in the host country does not require this initial investment. Thus, the production frontier is now \( YGFX \), which is similar to a technical improvement over the autarkic frontier \( YFX \). The value of the imported services, measured in terms of opportunity cost, is the distance \( GF \). In Fig. 22.3, it is assumed that the MNE maximizes profits by producing at point \( B \) at price ratio \( p^* \). Point \( I \) is total GDP, but the amount \( IY \) is
repatriated as profits by the MNE, leaving labor income \(YO\) as the GNP of the domestic citizens. This allows the latter to reach consumption bundle \(C\). The multinational provides Foreign with the services of its firm-specific asset (so Foreign does not have to invest in creating such an asset) and repatriates profits.

The basic tension for the host country is between the benefits from this “technology transfer” and the cost of profit repatriation. Foreign gains or losses depend on the location of autarky consumption point \(A\) relative to \(C\). Two possibilities are illustrated in Fig. 22.3. If autarky consumption was at point \(A\), the country gains from hosting the multinational. If autarky consumption was at point \(A'\), the country loses. If we think about extending a line from \(Y\) through \(A\) or \(A'\), the slope of that line is the average cost of producing the autarky bundle, \(AC_X\). Therefore, the condition for multinational investment to improve the welfare of the host country is that \(p^n < AC_X\). The multinational must sell \(X\) for less than the average cost of producing it in autarky.

The explanation of this result is as follows. If a domestic firm is producing \(X\) in autarky at price \(p^a\), the Foreign economy is capturing the profits \((p^n - AC_X)\) for foreign nationals. When the multinational displaces Foreign’s firm because of the former’s lower cost, Foreign loses this profit income. But if the multinational charges a price less than the autarky average cost, Foreign will still be better off because that average cost represents the true resource (opportunity) cost of producing the good. If Foreign can obtain \(X\) for a price less than the resource cost of producing it in autarky, then Foreign is better off.

This argument is easily extended to the case in which the foreign country does not produce the good in the absence of the multinational.

Suppose that Foreign initially imports \(X\) at price \(p^*\). Whenever \(A\) (now representing consumption, but not production, which is at \(Y\)) might lie in Fig. 22.3, the line connecting \(A\) and \(Y\) is the price ratio \(p^*\). The condition for gains when the multinational replaces imports of \(X\) with local production is then that \(p^n < p^*\).

It seems that this condition for the host country to gain is likely to be met in practice. The multinational can produce \(X\) at a lower cost than Foreign’s firm can, and competition among multinationals for entry into Foreign’s market may, for example, be a sufficient condition for gains for Foreign. In the case where Foreign initially imports rather than produces the good, Foreign seems certain to gain. The multinational will not incur the fixed cost \(G\) of producing in Foreign unless the marginal cost of producing there is less than the marginal cost of serving Foreign by exports. A lower marginal cost would typically mean a lower equilibrium price.

However, it is possible to construct cases in which Foreign does not gain. Suppose that either the MNE or one of Foreign’s firms could make profits in Foreign if that firm were a monopolist. But suppose that Foreign’s market is too small to support two firms without causing losses to one firm. The MNE has an advantage in that it has already incurred \(F\) in Home’s market. Thus, if the MNE competes with one of Foreign’s firms, it might result that the MNE makes profits while Foreign’s firm incurs losses and exits the market. This leaves the MNE as a monopolist, and the MNE might then charge a price roughly equal to that which would be charged by an indigenous monopolist. Consumers in Foreign pay the same price as with an indigenous firm, but Foreign loses the profit income that it would have earned with a domestically-owned firm. Foreign is worse off with the MNE in this case.
In general, the home country benefits from the foreign investment by its MNE. The MNE will move production abroad only if doing so increases its profits, which are part of the domestic income stream (a formal proof is given in the next section). But, as in many trade situations, this does not necessarily imply that every group within the home country is better off. Clearly, owners of factors used intensively in certain industries that are moved abroad may be worse off as the demand for their factor services falls. As with all determinants of trade, we need to remember the distinction between the total income of a country and the distribution of income among various subgroups within society.

22.4 WELFARE ANALYSIS*

In this section, we will employ the same type of "revealed preference" analysis that we have used a number of times before in order to assess the effect of a direct foreign investment in which a home firm builds a plant in a foreign country (and may indeed transfer production to that country, serving its own market by imports from the foreign plant). This will be contrasted to autarky for both countries, and will thus be quite similar to the case considered in the diagrammatic exposition of the previous section. The model can easily be extended to consider the case in which the MNE initially serves the foreign country by exports and then switches to direct investment.

Consider first the effects on the foreign country. We use superscripts \( a \) and \( m \) to represent autarky and multinational direct investment, respectively. Subscripts \( p \) and \( c \) represent production and consumption. In this case, we reverse the procedure that we employed several times before and begin by assuming that Foreign gains from the inward direct investment to see what conditions this implies. For Foreign to gain from the direct investment, consumption with the MNE must be revealed preferred to consumption in autarky:

\[
p_x^a X_c^a + p_y^a Y_c^a = p_x^m X_c^m + p_y^m Y_c^m \tag{22.2}
\]

With the MNE, the balance-of-payments constraint is that the value of production minus repatriated profits \( \pi \) is equal to the value of consumption. In autarky, production quantities must equal consumption quantities.

\[
p_x^m X_p^m + p_y^m Y_p^m - \pi = p_x^m X_c^m + p_y^m Y_c^m \quad X_p^m = X_c^m \quad Y_p^m = Y_c^m \tag{22.3}
\]

Substituting these equations into the inequality in Eq. (22.2), we have

\[
p_x^m X_p^m + p_y^m Y_p^m - \pi \geq p_x^m X_p^m + p_y^m Y_p^m \tag{22.4}
\]

Now subtract the economy's total labor endowment \( \bar{L} \) from both sides of Eq. (22.4) and break \( \bar{L} \) down into the labor allocated to \( Y \) and that allocated to \( Y \).

\[
(p_x^m X_p^m - L_p^m) + (p_y^m Y_p^m - L_y^m) = \pi \geq (p_x^m X_p^m - L_p^m) + (p_y^m Y_p^m - L_y^m) \tag{22.5}
\]

\( Y \) is assumed to be a competitive, constant-returns industry, so profits are zero in that industry either with or without the MNE (note that \( p_y^m = p_y^m = 1 \) in this model).

\[
(p_x^m X_p^m - L_p^m) = (p_y^m Y_p^m - L_y^m) = 0 \tag{22.6}
\]

Equation (22.6) greatly simplifies Eq. (22.5), which can now be written as

\[
(p_x^m X_p^m - L_p^m) - \pi \geq (p_x^m X_p^m - L_p^m) \tag{22.7}
\]

But this can be simplified further, by noting that the first term in parentheses represents the profits the MNE earns in Foreign. Assuming that the MNE repatriates all profits, this term is equal to \( \pi \), and so the left-hand side of Eq. (22.7) is equal to zero. (Even if the MNE does not repatriate the profits, it still owns them, and they do not enter into the welfare of Foreign's residents.) Equation (22.7) then simplifies to

\[
(p_x^m X_p^m - L_p^m) = (p_x^m - L_p^m X_p^m = [p_x^m - AC_x^m] X_p^m \leq 0 \tag{22.8}
\]

The bracketed terms of Eq. (22.8) factor out autarky production of \( X \), leaving the sign of the left side of the inequality to depend on a very simple expression, the price charged by the multinational minus the average cost of producing the good in autarky. Thus, a sufficient condition for Foreign to benefit from the inward direct investment (for the inequality in Eq. (22.2) to hold) is that the multinational charge a price that is less than the average cost of producing \( X \) in autarky. This is the same condition discussed in the previous section.

The condition for Home to gain follows the same derivation, except that the sign of \( \pi \) is reversed, because these gains are in addition to Home income, which values the production minus repatriated profits, \( \pi \). All we need to do is reverse the sign of \( \pi \) in Eq. (22.7).

\[
(p_x^m X_p^m - L_p^m) + \pi \geq (p_x^m X_p^m - L_p^m) \tag{22.9}
\]

The term in parentheses on the left-hand side of Eq. (22.9) is the profit the MNE earns in Home's market, while the second term \( \pi \) is the profits it earns in Foreign. Thus, the left-hand side is its total profits in multinational operation, which we can denote \( \pi^m \). The right-hand side is the profits it earns in autarky evaluated at the multinational prices, which we can denote \( \pi^a \). The condition in Eq. (22.9) can then be written as

\[
\pi^m \geq \pi^a \tag{22.10}
\]

Home gains if the MNE's profits are revealed preferred to its autarky profits. This must be the case because the MNE would otherwise have declined to make the foreign investment. In this case, the maximization of

*This section is more difficult and may be skipped without loss of continuity.
profits by the home firm is consistent with the interest of welfare in the home country.

22.5 INTERNALIZATION

As noted in the introduction, internalization involves the question of why an MNE would want to exploit its assets abroad by opening or acquiring a subsidiary versus simply selling or licensing the rights to exploit those assets to a foreign firm. This is a somewhat complicated question, but international business economists believe the basic reason to be the variety of transaction costs involved in using arm’s-length markets. Although the transaction costs of opening a foreign subsidiary are high, the costs of licensing or other forms of arm’s-length transfers can be even higher.

One source of internalization advantages (reasons to transfer assets internally) is that the same joint, or “public-goods,” property that promotes efficient foreign production also implies that the value of the firm’s FSAs can be dissipated easily. If engineers can supply technology to a branch plant at almost zero cost, so can licensees who can “defect” from the MNE and start their own firms once they learn the technology (of course, the same problem may happen within a subsidiary). The licensee can also peddle the technology to third parties. This potential for licensees to dissipate knowledge-based assets leads the firm to internalize the problem through DFI. This problem does not occur with physical capital assets, and thus we have a second reason why MNE activity tends to be concentrated in industries in which knowledge-based assets are important. This directly implies that MNEs are heavily involved in trade in the services of such assets.

Many examples of internalization advantages can be found in the literature on multinational firms. Rather than trying to be comprehensive here, we will mention just a few in order to give you the flavor of this interesting subject. (1) As just noted, because of the “public-goods” nature of knowledge capital, the value of knowledge assets can be easily dissipated if these secrets are not carefully guarded within the firm. Thus, knowledge-capital assets are transferred internally rather than at arm’s length. (2) An important asset of an MNE is its reputation for product quality. If the innovating firm licenses a foreign firm, the foreign firm has an incentive to skimp on quality in order to realize short-run profits on the cost savings. But this destroys the MNE’s reputation in the long run.

Our next examples of internalization advantages are related to the frequency of multinationals’ specialization in technically new or complex products. (3) The nature of the MNE’s knowledge capital (new and/or complex technology) is not known to a potential buyer or licensee. Therefore, it is difficult for the firm to convince that buyer or licensee of the exact value of the product or process without giving away the secrets themselves. (4) The MNE might not have a good idea about how a product will sell in a new market, whereas a local firm (potential licensee) has a much better idea.

Although the MNE might like to use the local firm rather than making a costly, up-front investment, that firm can use its informational advantage to extract rents from the MNE and can even withhold the information that the market is indeed very good. (5) The novel and complex nature of the technology may mean that, while it is very familiar to the employees of the firm, it cannot be transferred simply by selling the blueprints to a foreign licensee. In this case, the necessary training of foreign technical and managerial personnel may be very costly. Thus, it is better to open a subsidiary, stationing the firm’s own engineers, technicians, and managers abroad for some period of time. (6) Because of the newness and complexity of the technology, there is considerable uncertainty on the part of the MNE as well as on the part of the subsidiary (point 3) as to how easily the technology can be transferred and what significant start-up problems and costs might be encountered. These informational uncertainties make writing complete licensing contracts difficult for the firm as well as for the potential licensee.

22.6 CONCLUDING REMARKS

In this chapter, we consider direct investment and the multinational firm. This is a complex topic because multinationals are a complex collection of heterogeneous enterprises. Each firm has different reasons for international expansion and different ways of operating in the international marketplace. This chapter takes a unifying approach to direct investment and attempts to present a conceptual framework applicable to many types of enterprises with seemingly disparate modes of operation. In this process of generalization, many real-world features of multinationals and the considerable differences among them are glossed over. The principal points of the chapter are summarized as follows.

1. The determinants of DFI are quite different from those of portfolio investment, which was discussed in the previous chapter. Portfolio investments seem to be motivated basically by international factor-price differences and can therefore be analyzed using the traditional tools of international trade theory. DFI seems to be determined more by the characteristics of individual firms, and thus the traditional microeconomic theory of the firm seems to provide more appropriate methods of analysis.

2. The basic notion is that firms are at a certain disadvantage in competing with the indigenous firms in a foreign country. Thus, for a firm to become a multinational, it must have certain compensating advantages over foreign firms. Dunning’s OLI framework identifies three conditions under which a firm will undertake DFI given the inherent disadvantages it faces. First, it must possess an ownership advantage in a product or production process. Second, it must have a location advantage which leads the firm to want to produce abroad rather than serve the foreign country by exports. Third, the firm must have an internalization advantage which makes it choose to exploit its ownership advantage abroad by creating or purchasing a subsidiary rather than through arm’s-length markets.
PROBLEMS

1. "U.S. multinationals are bad for Canada because they transfer profits out of Canada." Evaluate this argument.

2. With reference to the previous question, if all multinationals do is transfer profits (i.e., they offer no efficiency advantages), how can they exist in the face of free entry by domestic competitors in host countries?

3. "U.S. multinationals are bad for Canada because they undermine economic independence." In what sense might direct investment create more dependence than trade in goods?

4. "U.S. multinationals are bad for the United States because they transfer jobs abroad." Evaluate this argument. What types of jobs in the United States might be lost by the movement of plants to Mexico and what types of jobs might be created in the United States?

5. Section 22.3 noted that multi-plant economies imply that the MNE may improve welfare by avoiding the duplication of R&D and other activities. Yet in some regard, the (possibly) lower level of R&D in Canada due to MNEs is welfare-reducing rather than cost-saving. Try to evaluate the argument that reduced R&D is a harmful effect of the MNE. (Suggestion: it might rely on externalities or spillovers of domestic R&D to other sectors of the economy.)
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Chapter 23

Factor Accumulation and Intertemporal Trade

23.1 Intertemporal Gains from Trade and Foreign Investment

Preceding chapters have viewed trade as taking place in a timeless or static environment. Yet many important issues such as growth and foreign investment arise in a dynamic or intertemporal context. These issues are traditionally the province of international finance and growth theory, and such we will not devote a great deal of analysis to them in this book. However, a few points are considered important in the analysis of international trade. Several of these connect the study of international trade to the study of international finance and growth.

In previous chapters, we have considered trade across different goods and subsequently across factors of production. But trade can also occur across time (intertemporal trade); that is, we can exchange a good or factor today for the same good or factor tomorrow. Alternatively, we can say that goods today can be exchanged for assets, which are simply claims on goods in the future. Thus, intertemporal trade in goods is accompanied by international trade in assets, the subject matter of international finance.

Consider a very simple situation, in which there is one commodity (corn) and two time periods. To simplify matters further, assume that initially we get a fixed endowment of corn each period so that there is no production or investment. This situation is shown in Fig. 23.1, where \( C_0 \) and \( C_1 \) are current and future consumption levels of corn, respectively, and \( E \) is the endowment point.

Individuals in the economy have identical preferences between current and future consumption, as represented by the indifference curves in Fig.
23.1. In the absence of the ability to trade, the economy's consumption in each period must equal the endowment; thus, autarky consumption is \( C_{00} \) and \( C_{10} \) in the two time periods. The economy attains welfare level \( U_a \) in autarky. The important point is that the slope of \( U_a \) at the equilibrium \( E \) is a type of price ratio involving people's willingness to substitute between current and future consumption. The slope of \( U_a \) is simply the consumer's marginal rate of substitution between \( C_0 \) and \( C_1 \), which in equilibrium will be equal to the market "price ratio" of \( C_1 \) in terms of \( C_0 \). While this price ratio involves the rate of interest, it is not actually equal to the rate of interest. Suppose that the rate of interest is 10 percent. If one person lends a unit of corn to someone else today, then in the next period the lender will get back one unit of corn plus 10 percent. A unit of consumption forgone today gives the lender \( 1 + .10 = 1.10 \) tomorrow. More generally, the return on forgone consumption is \( (1 + r) \), where \( r \) is the rate of interest. Algebraically, we have

\[
\Delta C_1 = (1 + r)(-\Delta C_0) \quad \text{or} \quad \frac{\Delta C_1}{\Delta C_0} = (1 + r) \quad (23.1)
\]

The equilibrium price ratio tangent to \( U_a \) at \( E = A \) in Fig. 23.1 is thus \( 1 + r_a \), where \( r_a \) denotes the autarky rate of interest.

Now suppose we can trade at a world rate of interest \( r^* \), which differs from our autarky rate. \( r^* \) is arbitrarily assumed to be less than \( r_a \) in Fig. 23.1. As in the static case, this difference in intertemporal prices is a source of gains from trade. In Fig. 23.1 the economy can now attain point \( T \) and utility level \( U_t \). It does so by borrowing an amount \((C_0 - E_0)\) (which is like an import) in the current period and paying back an amount \((E_1 - C_0)\) (which is like an export) in the future period. If instead \( r^* \) were greater than \( r_a \), the country would be a net lender in the first period. The difference between \( r^* \) and \( r_a \) thus determines the direction of intertemporal trade, just as the difference between autarky and world commodity prices determines the direction of commodity trade in the static model.

Typically, an intertemporal trade involves the exchange of an asset, which is a claim on future production as noted above. Thus, the country shown in Fig. 23.1 will give the foreign country some sort of bond in period 0, stating a promise to repay in period 1 the borrowed corn plus interest. In the terminology of balance-of-payments accounting, we say that the country runs a current account deficit in period 0, meaning that its current consumption exceeds its current production. This is matched by a capital account surplus, meaning that the country has sold an asset to the foreign country to pay the current account deficit.

Figure 23.1 shows that the country attains a higher welfare level through foreign borrowing, but it must be pointed out that this may be misleading. Just as trade may significantly redistribute income among factor owners in the static model, borrowing can cause significant redistribution and even welfare losses for some groups in this case. Suppose, for example, that the two time periods are very long, so that a significantly different set of individuals is alive in each time period. The first generation in Fig. 23.1 greatly increases its consumption and welfare by foreign borrowing. The future generation must, however, pay back the loans, and so it has lower levels of consumption and welfare than it would have had in autarky. Moreover, the future generation is powerless to prevent the current generation (or its government) from spending so freely at the future generation's expense.

The situation shown in Fig. 23.1 does not allow for the possibility of productive investment. Figure 23.2 adds a transformation curve \( I \mathcal{E} \), which
shows the country's ability to transform current output into future output through investment. In our example, corn can be planted instead of consumed, thereby yielding higher future output and consumption by sacrificing current consumption. Again, point \( E \) represents the endowment point, whereas the curve \( I \) shows the transformation curve or investment opportunities.

The autarky equilibrium is given by point \( A \), where \( U_a \) is tangent to \( I \). At \( A \), an amount \( C_{1a} - C_{0a} \) is invested in the initial period. The payoff from this investment is the increased consumption \( C_{1a} - C_{E1} \) in the future period. Investment opportunities thus allow the country to increase future consumption by sacrificing current consumption.

Now suppose that the country can borrow or lend at the world interest rate \( r^* \). This means that the country faces a world "price ratio" \((1 + r^*)\) as shown in Fig. 23.2. The production optimum for the country is to invest (plant corn) up to the point where the marginal return is just equal to the world rate of interest (the return from lending the corn to foreigners). This production optimum is given by point \( Q \) where \((1 + r^*)\) is just tangent to \( I \). \( X_0 \) can be thought of as the corn left over after planting (investment) in period 0, and \( X_1 \) is the harvest in period 1. An initial-period investment of \((E_0 - X_0)\) returns an amount \((X_1 - E_1)\) in the future period.

The country's consumption optimum is given by point \( T \). The country borrows an amount \((C_{1e} - X_0)\) in the initial period and repays \((X_1 - C_{1e})\) in the future period. The ability to invest and borrow internationally raises welfare to \( U_t \).

Note a very important difference between Figs. 23.1 and 23.2. In Fig. 23.1, current consumption can be increased only via foreign borrowing at the expense of future consumption. But when productive investment opportunities exist (Fig. 23.2), foreign borrowing used to finance investment can lead to increased consumption in both periods and thus to an unambiguous welfare gain for both "generations."

The policy implication is that foreign borrowing per se does not jeopardize future consumption (or future generations). The question is, however, whether the borrowed funds are squandered on current consumption or invested productively. In the latter case, the ability to borrow from abroad may raise both current and future consumption. Many capital-scarce, developing countries or fast-growing countries (such as Canada in the 20th century) can benefit from foreign borrowing by using the funds as shown in Fig. 23.2.

**23.2 ADJUSTMENT OF CAPITAL STOCKS TO INTERNATIONAL PRICE CHANGES**

Economic systems are often characterized by significant lags in responding to changes. These lags may be of some importance for economic policy in some cases. In this section, we will present a relatively informal analysis of lags due to the time taken to transform capital from one sector to another or to change the total stock of capital. The general point of the section is that long-run changes tend to reinforce short-run changes, or alternatively that long-run responses are more elastic than short-run responses.

Consider a sector-specific factors model of the type discussed in Chapter 9, in which labor is mobile between \( X \) and \( Y \) but the capital stock (machines) in \( X \) is useless in producing \( Y \), and similarly, the \( Y \)-sector capital stock is useless in producing \( X \). In Fig. 23.3, the country's "short-run" production frontier with sector-specific capital is shown by \( SS' \). Equilibrium is at point \( A \) with international price ratio \( p^0 \). Now suppose that the world price ratio changes permanently to \( p^1 \). The short-run response of the economy is to move to point \( B \). But, as we know from Chapter 9, this raises the return to \( X \)-sector capital and lowers the return to \( Y \)-sector capital. In order to simplify the point, suppose that the total number of machines (the total capital stock) is fixed but that over time, we can change the composition of machines: when \( Y \)-sector machines wear out, we replace them with \( X \)-sector machines. The change in the terms of trade makes it optimal to do exactly this type of capital transformation. But we know from Chapter 9 that increasing \( X \)-sector capital and/or decreasing \( Y \)-sector capital at constant prices must generate an increase in the output of \( X \) and a decrease in the output of \( Y \). Over the long run, production moves from \( B \) to \( C \) in Fig. 23.3.

Point \( C \) in Fig. 23.3 is on the "long-run" production frontier for the economy; \( LL' \) is defined as a set of points in which the returns to capital are equal in the two sectors, holding the total stock of capital constant. We could think of this long-run frontier as a Heckscher-Ohlin-type production frontier in which both factors are mobile between sectors. The long-run production frontier can be thought of as the "outer envelope" of a series of short-run (specific-factors) production frontiers, such as \( SS' \) in Fig. 23.3, each of which lies inside of \( LL' \) except at one point, such as the coincidence of \( SS' \) and \( LL' \)
at A. The result shown in Fig. 23.3 is a fairly general one: beginning in a position of equilibrium, a permanent change in the terms of trade generates a long-run change in production that reinforces or exaggerates the short-run change.

Similar results occur when the total stock of capital is endogenously determined. Consider a very simple case of the same specific-factors model, in which the specific factor in the X sector is land, which is in fixed supply. But the specific factor in Y is capital, K, which can be adjusted over time. In order to determine the long-run equilibrium level of the capital stock, a dynamic optimizing model needs to be developed, a task that is beyond the scope of this book. However, one common result derived from such a model is relatively easy to understand. Let ρ denote the price of a new unit of capital, such as a machine. Assume that machines are produced from some combination of X, Y, and L. Let δ denote the rate of depreciation on a machine (e.g., 10 percent per year) and ρ denote the consumer's "rate of time preference," the degree to which a consumer prefers one unit of corn this year instead of next year (sort of like a psychic rate of interest). A consumer is indifferent between one unit this year and one unit next year if the ratio of this year's price to next year's price is (1 + ρ). The basic result derived from dynamic models is that the stock of capital is adjusted until the rental rate on capital, r, is equal to

\[ r = (\rho + \delta)q \]  

(23.2)

The term \((\rho + \delta)q\) is basically the marginal cost of owning a machine for a year: the "time cost" of forgone consumption, ρ, plus the depreciation on the machine, δ, times the price of the machine. In long-run equilibrium, this is equal to the return (revenue) from the machine, r. In simple terms, Eq. (23.2) requires that marginal revenue \((r)\) equal marginal cost, \((\rho + \delta)q\).

Suppose that point A in Fig. 23.4 is a long-run equilibrium in which Eq. (23.2) is satisfied at world price ratio \(p^0\). \(SS'\) gives the short-run production frontier over which the stock of capital is fixed at its initial equilibrium level. Now suppose that the world price ratio shifts permanently to \(p^1\). In the short run, the production moves to point B. But the results of Chapter 9 tell us that the return to capital in Y has risen relative to the price of Y, X, and L, and so r has risen relative to q in Eq. (23.2). Consumers will now accumulate more capital until equality in Eq. (23.2) is restored. We illustrate the new equilibrium as point C on production frontier \(LL'\) in Fig. 23.4. Results from Chapter 9 will also tell us that the production point, at price ratio \(p^1\), moves from B to a point like C in which more Y and less X is produced. As in the case of Fig. 23.3, we find that the long-run change, in which the capital stock is allowed to adjust, reinforces the short-run change.

The argument also holds in reverse. Suppose that point C in Fig. 23.4 is the initial equilibrium at world price ratio \(p^1\). Now suppose that the price ratio changes to \(p^0\), leading production to shift in the short run to point D on production frontier \(LL'\). But now the return to capital in Y falls, leading to a reduction in the capital stock until Eq. (23.2) is again satisfied. In the long run, the production frontier shifts to \(SS'\), and the production point shifts from D to A. Adjustment of the capital stock in the long run leads to changes in production that reinforce the short-run changes. In the case of Fig. 23.4, the long-run change leads to a reduction in (per year) consumption, but this is in fact optimal. It must be remembered that maintaining a high capital stock is costly, because consumption must be given up in order to replace depreciating capital. When the rate of return to capital falls, it is no longer optimal to maintain such a large capital stock.

### 23.3 Adjustment of Capital Stocks to Technology Changes

Technology changes generate responses within an economy that lead to similar long-run versus short-run effects. Of course, technology is itself endogenously determined in part, and we can think of "technological change" as a factor of production (knowledge capital) that is created by a particular type of investment (research and development expenditures). In this section, however, we will consider a simple case of an exogenous discovery.

Consider the same sector-specific-factors model that we used in the previous section, in which labor is mobile between the X and Y sectors, land is a fixed factor in the X sector, and an endogenous capital stock is used in Y production. Figure 23.5 shows the case of an exogenous improvement in Y-sector technology. We assume that this technology improvement simply multiplies the old output of Y by a constant \(\alpha\) greater than 1. The initial equilibrium is at point A on production frontier \(SS'\). The technology improvement shifts the production frontier to \(TT'\), and production shifts to point B at constant prices.

This technology change must increase the return to capital in Y for two reasons. First, the marginal product of capital is now higher at the same capital-labor ratio by the multiple \(\alpha\). But because the marginal product of
The technology improvement in $X$ shifts the production frontier to $ST'$ at constant prices and shifts production to $B$. Because labor is now shifted out of $Y$ and into $X$ (because of its increased marginal product in $X$), the capital-labor ratio in $Y$ increases, leading to a reduction in the marginal product of capital in $Y$ and a fall in $r$, the return to capital. Capital will now diminish until Eq. (23.2) is again restored to an equality. The production frontier shifts to $LT'$ and production shifts to point $C$. (With the decreased capital stock in $Y$, labor will shift to $X$ to maintain the equality of marginal products in the two sectors.) In the long run, the changes in production reinforce the short-run changes.

As a final point, it is important to note that we can get the same results shown in Figs. 23.4, 23.5, and 23.6 if capital is internationally traded instead of (or in addition to) being adjusted through domestic capital formation. Changes in technology or in international prices that lead to an expansion of the capital-intensive sector (sector $Y$ in this case) and to an increase in the return to capital generate secondary changes in which capital is drawn into the country, reinforcing the initial changes in outputs. Thus, with either endogenous, internal capital formation or international capital mobility, the long-run responses to parameter changes (e.g., prices, technologies) tend to be larger or more elastic than short-run changes in which the stock of capital is held fixed.

### 23.4 Dynamic Scale Economies and the Accumulation of Knowledge Capital

There has been a great deal of interest in recent years in dynamic scale economies and their consequences for diverging growth rates among countries. Particular interest has been attached to learning and the accumulation of knowledge capital. In the chapter on multinationals, we noted that knowledge often has a “public good,” or joint-input, property, in that it can be used in additional plants at little or even zero cost. The same property of knowledge has been adopted in the new growth theory literature, with respect to time as well as to additional users (e.g., Lucas (1988), Romer (1987), Grossman and Helpman (1991a)). Knowledge capital is modeled as equally accessible to all users in not only the current time period but also all future time periods. Once a chemical formula is discovered, for example, it is available forever. Furthermore, knowledge capital is modeled as nondepreciating: the chemical formula does not wear out, although a superior product might be discovered. These models also typically treat new knowledge as nonexclusionary; that is, once something is discovered, it becomes public knowledge, and no potential user can be excluded. The creation of knowledge is thus an externality in that its benefits cannot be captured by any one individual.

Figure 23.7 illustrates some of the principal ideas and their consequences for comparative growth rates between two countries. Assume that,
not depreciate, the income growth in Foreign can continue indefinitely into the future.

This example gives us a flavor of the new growth theory, in which concepts such as increasing returns, learning, and non-depreciating knowledge capital are introduced into dynamic models of growth and trade. The important property exhibited in these models is the absence of diminishing returns to investment activities which, in traditional constant-returns models, tends to level the growth among countries. In the newer models, countries' growth rates can diverge, with some growth surges attributable to specialization in particular sectors or to a first-mover advantage. Other countries, such as Home in our example, are left behind in a low-level "development trap."

23.5 INCOME ELASTICITIES AND LONG-RUN CHANGES IN THE TERMS OF TRADE

In this section, we will briefly discuss another factor which may be a determinant of uneven growth rates between countries. This factor pertains to demand for goods and services as a function of income and was of particular concern to development economists in the 1950s and 1960s. For most of this book we have assumed that utility functions are homogeneous. It is a property of such utility functions that income elasticities of demand for all goods equal 1. That is, a 1 percent increase in income results in a 1 percent increase in the demand for every good. Graphically, this means that an increase in income leads consumers to move out along a ray from the origin.

A different assumption is illustrated in Fig. 23.8. Suppose that $Y$ is food and $X$ is manufactures. Suppose also that the production frontier shifts...
out in a neutral fashion from $XY$ to $X'Y'$ in response to technical change. The number of people is thus constant and per capita income increases. Assume finally that the income-elasticity of demand is very low for food and very high for manufactures. Most of the increased income per capita will thus be spent on manufactures at constant prices. This last assumption is illustrated in Fig. 23.8 by the fact that consumption shifts in a biased fashion from $C_0$ to $C_1$ at constant prices $p_0$.

This biased growth in demand will have terms-of-trade effects. Fig. 23.8 has been drawn such that the country actually decreases its trade offer after growth ($C_0Q_0$ exceeds $C_1Q_1$), despite neutral change on the production side. Demand is channeled to the country’s own export good ($X$), while few additional imports ($Y$) are demanded. The increased production of $Y$ actually exceeds the increased home consumption demand, whereas the increased production of $X$ falls short of the increased home demand. Export supply and import demand both decrease with growth.

The opposite conclusions would apply to a country that had a comparative advantage in $Y$. Neutral growth on the production side would lead to increased export supply (because increased home demand for $Y$ is low) and increased import demand (because increased home demand for $X$ is high). If you then put these two countries together, it must be the case that the terms of trade improve over time for the country exporting $X$ (the high-income-elasticity good) and deteriorate for the country exporting $Y$. Neutral and equal growth in production for the two countries would translate into unequal growth in per capita incomes. The country exporting $X$ would experience a higher rate of growth in per capita income due to the terms-of-trade effects.

This simple idea has been applied to the analysis of economic development, where it has been asserted that highly developed countries export the high-income-elasticity goods (manufactures in our example) and less-developed countries export the low-income-elasticity goods. The consequence of this is that the developed countries’ terms of trade improve with time, and less-developed countries’ terms of trade deteriorate. Thus, the rich get richer and the poor fall farther behind. Early empirical tests were somewhat supportive of this assertion (Prebisch 1964, Singer 1960). Because of strong productivity growth over time in manufactures, the prices of many products have in fact fallen significantly, to the extent that countries specializing in primary products have fared much better than the dismal case presented by the Prebisch-Singer hypothesis.

### 23.6 TERMS-OF-TRADE EFFECTS, DISTORTIONS, AND IMMIERIZING GROWTH

If a country’s growth results in an increased desire to trade (e.g., growth is concentrated in the export sector), then growth will lead to a deterioration in the country’s terms of trade unless the rest of the world is growing at the same rate or faster. This raises the question of whether the resulting deterioration in the terms of trade could be so severe that the country is actually made worse off by growth. The answer is that this can indeed happen, a phenomenon referred to as *immiizerizing growth*.

An example of immiserizing growth is shown in Fig. 23.9. A technical improvement in the export sector shifts the production frontier from $YX$ to $Y'X'$. At the initial prices $p_0$, the country wishes to trade more, supplying more exports of $X$ and demanding more imports of $Y$. This causes the country’s terms of trade to deteriorate (the relative price of $X$ to fall), and this deterioration can be so large that welfare is reduced. This effect is illustrated in Fig. 23.9 by a fall in consumption from $C_0$ to $C_1$ and a reduction in welfare from $U_0$ to $U_1$ at the new price ratio $p_1$.

This possibility of being made worse off by a technical improvement seems paradoxical. The important fact to consider about the situation shown in Fig. 23.9 is that the country obviously has monopoly power in trade. The country’s increased export supply and increased import demand affect prices in a substantial way. We also know from our discussions in Chapter 15 that when a country has monopoly power in trade, free trade is not the optimal policy. A tariff should be instituted to move the terms of trade in the country’s favor.

The welfare loss in Fig. 23.9 results from the fact that the country with monopoly power is engaging in free trade rather than optimizing its trade with a tariff. This absence of an optimizing policy means that as growth occurs, trade policy is not being adjusted in an optimal way. This results in the possibility of immiserizing growth as shown.

Immiizerizing growth cannot occur if a country follows an optimal trade policy. When growth occurs, the country can always increase its import tariff
especially in Latin America, have now abandoned these policies in favor of open-economy strategies.

It is beyond the scope of this book to conduct a detailed analysis of the determinants of growth, but we can briefly mention several possibilities as to why the open-economy export orientation leads to faster growth. First, industries are characterized by (static) scale economies, and import substitution policies lead small, inefficient plants to produce too many goods, an additional burden to the income losses from not following comparative advantage. Higher incomes in the short run from the capture of comparative advantage and scale economies in an export-oriented approach may translate into higher long-run savings and investment. Second, many industries are subject to dynamic scale economies such as learning-by-doing and the accumulation of knowledge capital that we discussed earlier in this chapter. Import substitution policies lead to diversified production in many final and intermediate goods, while export orientation tends to lead to higher concentration in fewer industries and goods. Learning and productivity growth may be far greater when production is concentrated in this fashion.

23.7 CONCLUDING REMARKS

Although issues of intertemporal trade and growth are more the domain of international finance and growth theory, this chapter, especially its first section, has briefly touched on a few issues that have been of particular interest to the study of international trade and that serve as bridges between these two subjects. The principal points of the chapter can be summarized as follows.

1. In addition to trading across goods and factors, countries can gain from trading across time—that is, by trading currently produced goods and services for future goods and services. A country that imports currently produced goods and services (i.e., consumes more than it produces in the current period) is said to run a current-account deficit. The terms current-account deficit and surplus indicate the direction of intertemporal trade. A country pays for a current-account deficit by selling assets (creating a capital-account surplus), which are claims to the future production of the country.

2. Although there are intertemporal gains from trade, these gains fall unequally to different groups (e.g., generations), and some groups may actually be made worse off. But this is not a new problem; we have noted many instances throughout the book in which the aggregate gains from trade are accompanied by strong redistributive effects. The welfare effects of a current-account deficit on future generations depend on whether the borrowing is used simply to finance increased current consumption or whether it is productively invested. In the latter case, current-period international borrowing may increase both current and future consumption.

\[
\begin{align*}
\text{FIGURE 23.10} \\
\text{Growth in the presence of a production distortion.}
\end{align*}
\]
3. Sections 23.2 and 23.3 analyzed the impacts of price and technology changes on countries' capital stocks. The general result is that price and technology changes lead to factor price changes and hence to factor supply changes that tend to reinforce the initial change. For example, an increase in the price of a capital-intensive good leads to an increase in the return to capital, which leads the country to accumulate more capital in the long run. The increase in capital stock then leads to a Rybczynski-type effect, which is a further expansion in the production of the capital-intensive good. Long-run responses of production to underlying changes thus reinforce short-run changes; put differently, long-run responses are more elastic. This result generally applies to both the situation in which capital stocks are adjusted through internal accumulation and depreciation and the situation in which capital is adjusted through international factor flows.

4. Section 23.4 discussed some aspects of dynamic scale economies that have been the focus of recent work on growth theory. This literature adopts an idea similar to that presented in our chapter on multinational: that certain activities generate knowledge capital that has a "public good" characteristic. The new growth theory extends this idea to an intertemporal dimension, assuming that new knowledge is not only freely available to all within a time period, but nondepreciating over time. A new chemical formula does not "wear out" with the passage of time. This property of knowledge capital leads to the existence of dynamic scale economies, and because of the assumption that no one can appropriate this knowledge (it is freely available to all), the scale economies are externalities for the economy. An economy that somehow specializes in a sector with dynamic external economies will grow faster than an economy which initially specializes in a sector without such externalities. Growth in incomes may diverge, with one economy caught in a "development trap."

5. A related idea about "development traps" is contained in literature that emphasizes the demand side of the general equilibrium model. If some goods have high income elasticities of demand while others have low income elasticities, then the terms of trade will tend to shift in favor of the former countries as per capita incomes in the world grow over time (demand shifts toward the high-income-elasticity goods). The fear has been that production in developing countries is concentrated in low-income-elasticity goods, and hence, these countries will fall farther behind the developed countries that produce high-income-elasticity goods and services. Support for this argument is mixed at best. Strong productivity growth in manufacturing has led to significant price falls for these products, much to the benefit of developing countries.

6. The final section considered distortions and growth and noted first that strong growth in a country might generate a terms-of-trade change so adverse that the country loses despite the productivity growth. This possibility is known as immiserizing growth. We noted that this is simply an example of how an otherwise favorable change (growth) can, in the presence of a distortion (no optimal tariff), have an unfavorable effect, and we presented a second example of how a distortion can generate such a result.

7. We emphasized that the argument about immiserizing growth should not be used to justify an import-substitution strategy for economic development. History has shown that countries that adopt open-economy, export-oriented strategies generally grow much faster than countries that adopt import-substitution strategies. Terms-of-trade arguments notwithstanding, export orientation allows the capture of the short-run gains from focusing on comparative advantage and the capture of scale economies through specialization, which can translate into higher savings and investment in the long run. Export orientation may also allow faster learning-by-doing and the accumulation of knowledge capital by concentrating on a small range of production, but there is little clear, empirical evidence to support these points at this time.

PROBLEMS

1. In light of Section 23.1, contrast the effects on future generations of two types of borrowing by the United States: (a) The U.S. government borrows to finance current expenditures on public goods. (b) General Motors borrows to finance construction of a new plant.

2. Consider the case in Fig. 23.6 in which technical change occurs in the land-intensive sector X, thereby reducing the return to capital (used only in Y production). We showed that in the long run, the diminishing of capital reduces consumption in the future once the adjustment is complete. Does this mean that allowing capital to adjust reduces welfare? (Hint: Welfare is determined by consumption in all time periods and may increase in the short run as depreciating capital is not replaced.)

3. Consider the case in which either all factor supplies grow in the same proportion or technical change occurs in both sectors at the same rate. (a) Show the effect on the production possibility curve. (b) If the rest of the world does not grow, is it likely that the country's terms of trade will deteriorate?

4. In Fig. 23.7, why don't the firms in the home country simply switch to producing X in the first period, knowing that income will then be higher in the second period?

5. Draw a diagram corresponding to Fig. 23.8 for a country that exports Y. Putting your diagram together with Fig. 23.8, try to show that equal growth in both countries must cause a rise in p/\rho.

6. With reference to Fig. 23.10, show that if growth leads instead to an increase in the production of X, then welfare must increase.
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APPENDIX

MORE ON COMMUNITY INDIFFERENCE CURVES

A1.1. INTRODUCTION

Chapter 3 discussed, in relatively informal terms, the problem of the aggregation of individual consumer's tastes into community indifference curves. We noted that strong assumptions are required in order to show that community indifference curves exist and possess the properties of individual indifference curves discussed earlier in that chapter. Appendix 1 presents a more advanced discussion of this problem.

A1.2. THE DERIVATION OF COMMUNITY INDIFFERENCE CURVES

One simple example of a situation in which a well-defined community indifference curve does exist is the Robinson Crusoe economy, in which it is assumed that there is only one consumer. Utility maximization for this simple community would proceed in the same way as maximization for a single individual, except that the constraints would differ. Under the assumption that the community possesses the capacity to produce commodities using different production functions, and assuming that these production functions exhibit constant returns to scale, then instead of the linear budget constraint of Fig. 3.3, the individual would be faced with a production constraint of the kind derived in Chapter 2. Thus our Robinson Crusoe economy will maximize utilities subject to the production possibility curve. In terms of Fig. A1.1, where TAT' represents the production possibility curve and three representative indifference curves have been included, by an argument completely analogous to that used to demonstrate the condi-
tion necessary for the maximization of individual welfare, it can be shown that utility is maximized where the highest indifference curve is tangent to the production possibility curve. Thus in an economy in which no trade is allowed, the equilibrium production and consumption points will be point $A$ in Fig. A1.1.

This Robinson Crusoe economy is too simple to warrant further consideration. What we seek are conditions under which preferences for a group of individuals can be represented by indifference curves such as those of Fig. A1.1. To facilitate our understanding of what such conditions are, we now construct a set of community indifference curves under quite general conditions and compare the characteristics of these with the indifference curves for individual consumers. We begin with the case in which there are only two consumers, but it will become clear as we proceed that any number of consumers could be included.

An indifference curve for an individual consumer is defined as the locus of all those bundles of commodities for which utility is some constant. To be consistent with this definition, the aggregate indifference curves for two individuals must be the locus of all bundles of commodities whose levels of utility for both individuals are constant. We thus choose a specific indifference curve for each individual and seek a method of aggregating these two indifference curves. For the first individual we choose the indifference curve shown in Fig. A1.2. We now choose some point on that indifference curve and call it $O_2$, the origin for the indifference curve map of the second individual. The indifference curve chosen for the second individual is as shown in the figure. To determine which point on the indifference curve for the second individual is the relevant one, we recall from the discussions surrounding Fig. 3.4 of Chapter 3 that, in equilibrium, the indifference curves for the two individuals must have the same slope. We thus determine the slope of the indifference curve for the first individual at $O_2$, and then search along the indifference curve for the second individual until we find a point that has the same slope. Suppose this is point $A$ in Fig. A1.2. Point $A$, a bundle of commodities containing $Y_A$ of $Y$ and $X_A$ of $X$, is clearly a point in outputs space that allows the individuals to have utilities associated with the indifference curves $U_1^1$ and $U_2^2$, and it is therefore a point on a community indifference curve for these two individuals. By placing $O_2$ at other points on the indifference curve $U_2^2$ of the first individual and repeating the same procedure, other points on the community indifference curve can be found. The locus of all such points could be considered as a type of community indifference curve for these two individuals. Note that point $A$ is a point on the community indifference curve and that the price ratio at this point is the same as that at $O_2$, suggesting that the slope of the community indifference curve will be the same as the slopes of the individual indifference curves from which that point was derived.

An alternative way of demonstrating the addition of the two indifference curves to arrive at the point $A$ is to plot the indifference curves for the second individual not from $O_2$ but from $A$. This gives rise to the box diagram shown in Fig. A1.3 (similar to that of Fig. 3.4). Note that this figure gives precisely the same information as Fig. A1.2, the only difference being that we are plotting the indifference curves for the second individual down from the aggregate commodity bundle, rather than up from point $A$, as was done in Fig. A1.2. In this diagram the community indifference curve can be traced out by sliding the indifference curve for the second individual along that of the first and allowing the origin $O_2$ to trace out the community indifference curve. Thus the indifference curve for the first individual remains fixed, and we find other points along this curve where the indifference curve $U_2^2$ is tangent to it. Another such point would be $B$, and the origin for the second individual's indifference curve map would now be $O_2$. The point $O_2$...
is another point on the community indifference curve, and by repeating this procedure, we can find an entire locus of points such as $CIC_0$ of Fig. A1.3. Note that for all points on $CIC_0$, the utility levels for the two individuals are constant.

**AL3 PROPERTIES OF COMMUNITY INDIFFERENCE CURVES**

Since curve $CIC_0$ in Fig. A1.3 is a locus of commodity bundles of which the levels of utility for both individuals are constant, it must be a community indifference curve. But what properties does this community indifference curve have? In particular, does it have the same characteristics as the indifference curves for individual consumers discussed in Section 2 of Chapter 3? Specifically, we wish to establish whether or not these community indifference curves can intersect. To consider this question, we have redrawn in Fig. A1.4 the initial situation of Fig. A1.3 and have included the contract curve.

Another way of asking the question of whether community indifference curves such as $CIC_0$ intersect is to ask whether there could be through point $O_2$ another community indifference curve having a different slope. Two points are relevant for this question. First, as we previously observed, the slope of the community indifference curve at $O_2$ is equal to the slope of the two indifference curves at point $A$. Second, the choice of the two indifference curves tangent at $A$ was entirely arbitrary, and any other pair of indifference curves could have been chosen. Suppose, for example, that instead of fixing the level of utility for the two individuals equal to that associated with the indifference curves tangent at point $A$ we had instead chosen the two indifference curves $U^1_0$ and $U^2_0$ tangent at point $B$. It is clear that exactly the same procedure as described in Fig. A1.3 for point $A$ could now be carried out for point $B$ and that a new community indifference curve could be constructed. The question now is whether this new indifference curve would be exactly the same as indifference curve $CIC_0$, the one derived from point $A$. That this need not be the case can easily be seen by observing that this new indifference curve must have the same slope at $O_2$ as the two individual indifference curves have at point $B$. But there is no reason that the slope of the indifference curves at point $B$ need be the same as the slope of the indifference curves at point $A$. As the diagram has been drawn, the price line at point $B$ is steeper than the price line at point $A$, and thus the community indifference curve associated with $B$ must be steeper than that associated with $A$, and we would have a curve such as $CIC_1$. Furthermore, any point on the contract curve $O_1AO_2$ could have been chosen to derive a community indifference curve through point $O_2$, and in general, all such points would lead to a community indifference curve through point $O_2$, each with a slope different from that of $CIC_0$. There are, then, an infinite number of such community indifference curves through point $O_2$, all having different slopes.

Although it is certainly possible to define the curves such as $CIC_0$ and $CIC_1$ derived in Fig. A1.4 as community indifference curves, they would not be very useful for illustrating the international trade propositions that we will subsequently derive. To give one simple example, suppose that in Fig. A1.1, instead of the set of nonintersecting indifference curves shown, we had a set of community indifference curves of the kind derived in Fig. A1.4. In this case there would be a whole set of indifference curves through point $A$, all having different slopes, and there would be other indifference curves tangent to the transformation $TAT'$ at points other than point $A$. In
such a case it would not be at all obvious which of these particular tangency points would be the appropriate equilibrium position.

Our next question is whether conditions could be imposed on the utility functions of the two individuals such that the community indifference curves would not intersect. It is obvious from Fig. A1.4 that only if the equilibrium price ratio line has the same slope at all points on the contract curve will there be a single community indifference curve through point \( O_2 \). Is there any reason to expect such a condition to hold? Certainly not in general, and as long as the utility functions for the two individuals differ, we would expect the slopes of the equilibrium price lines along the contract curve to differ. This suggests that one criterion to be imposed is that the utility functions of the two individuals be the same.

But identical tastes are not sufficient for the existence of nonintersecting community indifference curves, as was seen from Fig. 3.5 of Chapter 3. Indeed, it is clear that only if the sets of indifference curves for the two individuals have the same slope along a ray from the origin will this condition necessarily be fulfilled. This condition is a familiar one, for it is precisely the characteristic that homogeneous production functions were found to have in Chapter 2. Thus the second condition that must be imposed on the utility functions of the two individuals is that they be homogeneous.

With tastes identical and homogeneous, the equilibrium price lines at all points on the linear contract curve of Fig. A1.5 will have identical slopes. It then makes no difference which point on the contract curve is chosen to derive the community indifference curves, for in all cases the slope will be the same at point \( O_2 \). Furthermore, the same argument applies for different initial aggregate bundles of commodities \( X \) and \( Y \). Suppose, for example, that \( X' \) and \( Y' \) were available for distribution between the two individuals. In Fig. A1.5, \( O_{2}' \) will be the origin for the indifference curve map of the second individual. The same procedure outlined earlier could be used to derive an indifference curve through \( O_{2}' \), and again it is obvious that there will only be one such curve through this point, regardless of which initial point on the contract curve \( O_1 O_{2}' \) is chosen. Thus a whole set of community indifference curves can be derived by choosing different aggregate bundles of commodities to be distributed between the two individuals. Note that the community indifference curve through \( O_{2}' \) in Fig. A1.5 will have the same slope as the community indifference curve through \( O_2 \), demonstrating that the set of community indifference curves will also be homogeneous.

It has been shown that a set of nonintersecting community indifference curves will exist if the utility functions for the two individuals are (1) identical and (2) homogeneous. It has been shown that identical tastes alone are not sufficient for the existence of nonintersecting community indifference curves. It is equally clear that homogeneity by itself is not sufficient, and indeed, the utility functions assumed in Fig. A1.4, while not the same for the two individuals, could easily have been derived from homogeneous utility functions. A question that naturally occurs is whether any other sets of conditions would give rise to nonintersecting indifference curves. To illustrate another possibility, in Fig. A1.6 we have assumed that the utility functions for two individuals, while homogeneous, are not identical, so that the contract curve would be \( O_1 A O_{2}' \). The slope of the equilibrium price line will generally vary along the contract curve in Fig. A1.6 just as it did in Fig. A1.4. But suppose our choice of points along this contract curve is in some way constrained. In particular, suppose the initial endowment of \( X \) and \( Y \) received by the two individuals is represented by point \( E \), the point at which both individuals receive equal quantities of the two commodities.

Because the two individuals have different tastes, \( E \) is not an equilibrium point and the two individuals trade with one another to reach point \( A \). Indeed, it can be shown that for any endowment point there will be a unique

---

**FIGURE A1.5**
Community indifference curves with identical and homothetic preferences.

**FIGURE A1.6**
Community indifference curves when there is a given distribution of income.
equilibrium point on the contract curve, as long as the utility functions for the two individuals are homogeneous. Thus, with endowment point $E$, a single point on the contract curve results in equilibrium for the two individuals, and thus only one community indifference curve can be constructed through point $O_2$. In this case, we have restricted the possible equilibrium positions to the single point $A$ by specifying the initial endowment point rather than by insisting that the slope of the equilibrium price line be the same at all points on the contract curve.

A1.4 CONCLUDING REMARKS

It has been shown that a set of nonintersecting community indifference curves can be assumed to exist if the utility functions for the individuals are homogeneous and if either (1) the utility functions are identical or (2) the distribution of income is fixed. For the case of identical and homogeneous utility functions, community indifference curves give unambiguous welfare comparisons only if the distribution of income is also fixed. While these conditions may seem somewhat severe, it should be noted that the conditions required for aggregation in any area of economics are very restrictive. Indeed, it can be shown that exactly the same conditions required for the existence of community indifference curves are required for the existence of aggregate consumption functions, so that from a theoretical point of view the aggregate consumption function used so widely in macroeconomics is as unrealistic as the community indifference curves that will be employed in this analysis.

It should also be noted that community indifference curves are for the most part used only for illustrative purposes, and that most of the conclusions we reach can be derived even if community indifference curves do not exist. Community indifference curves are employed mainly because of their heuristic value.

Although our discussion has been restricted to the two-individual case, our conclusions will be true for any number of individuals. Thus, in the discussion of Fig. A1.5, any number of individuals could have been assumed and the community indifference curve $CIC_0$ derived as long as all were identical with homogeneous preferences.

PROBLEMS

1. Show that if community indifference curves intersect, there could be many equilibrium positions in Fig. A1.1.
2. In Fig. 3.3 of Chapter 3 trace out a locus of consumption points as the price of $X$ falls.
3. The construction of nonintersecting community indifference curves in Fig. A1.5 was illustrated for two individuals. Show that the procedure applies equally well for three or more individuals.

A2.1 INTRODUCTION

Chapter 4 discussed the determination of general equilibrium for the closed and open economy models using the notion of excess demand functions. A closely related approach with a long history in international trade is the use of offer curves. As with excess demand functions, offer curves are derived directly from the production possibility curve and the community indifference curves discussed in Chapters 2 and 3 and Appendix 1.

A2.2 CONSTRUCTION OF THE OFFER CURVE

We begin by recalling the closed economy equilibrium described in Fig. 4.1 of Chapter 4. It is clear from Fig. 4.1 that even if the model were expanded to include other countries, no international trade would take place if the price ratio remained at $p_0$. This price ratio precisely equates the quantities of $X$ and $Y$ that the industries wish to produce and the quantities of $X$ and $Y$ that the consumers wish to consume. It is intuitively clear, however, that international trade can take place if the world price ratio differs from $p_0$.

We now turn to an examination of how domestic producers and consumers behave when faced with price ratios that differ from the autarky price ratio of Fig. 4.1.

In Fig. A2.1 the point $A$ reproduces the initial equilibrium shown in Fig. 4.1. Price $p_0 X_0$ and $Y_0$ is equivalent to the autarky price $p_0$ of Fig. 4.1. (To avoid confusion, the indifference curve tangent to $p_0$ at $A$ has not been included.)

We now suppose that producers and consumers in this country are faced with a new price line $p_1$, implying a relatively higher price for commodity $Y$. 
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Both producers and consumers are assumed to maximize (output and utility, respectively) subject to this constraint, so that production moves to \( Q_1 \) and consumption moves to point \( C_1 \). Note that both \( Q_1 \) and \( C_1 \) must lie on the price line \( p_1 \), for although we no longer insist that the same quantities of the two goods be consumed as are produced, we do insist that the value of the consumption bundle be equal to the value of the production bundle. Consumption at \( C_1 \) would be possible if this country could find some other economy that was willing to accept the quantity of \( Y \), \( Y_0 - Y_1 \), in exchange for the amount \( X_1 - X_0 \) of commodity \( X \). For the moment, however, we are not concerned with the question of whether \( p_1 \) will be an equilibrium price line, but only with the question of how producers and consumers in this country would react when faced with a variety of different commodity price ratios.

Suppose the economy were faced with the price ratio line \( p_2 \). In this situation consumption would take place at point \( C_2 \) with production \( Q_2 \), and for a price ratio line \( p_3 \), consumption would be at \( C_3 \) and production at \( Q_3 \). Note that in all these cases consumers maximize utility by moving to the point where this price line is tangent to the highest community indifference curve. If this procedure were carried out for a large number of such price lines, the equilibrium consumption points would trace out the line \( AC_1 C_2 C_3 F \). This is a type of price-consumption curve.

The points along the price-consumption curve \( AF \) in Fig. A.2.1 were derived by considering the price ratio lines whose slopes became progressively less steep. It is clear, however, that exactly the same procedure could be used for price lines that are steeper than \( p_0 \). In Fig. A.2.1 only one such price line, \( p^1 \), implying production at \( Q^1 \) and consumption at \( C^1 \), has been included.

If a variety of such price lines were used, then the curve \( AC^1 F^1 \) could be traced out. It is important to note that if attention is restricted to situations in which domestic consumers and producers face the same relative prices, the locus \( FAF^1 \) shows all possible equilibrium points that could exist for this economy.

In most circumstances it is more convenient to show the relationship depicted by \( FAF^1 \) of Fig. A.2.1 without specifically including the production possibility curve and the indifference curves. In Fig. A.2.2 we have reproduced the relevant information from Fig. A.2.1 but have left out the indifference curves in order to avoid clutter. Initially we consider only price lines that are less steep than the autarky price line tangent at point \( A \). For the three price lines illustrated we have drawn in the trade triangles. Thus, if price \( p_1 \) prevailed, the economy would wish to export \( B_1 Q_1 \) of commodity \( Y \) and import \( B_1 C_1 \) of commodity \( X \). Similarly, \( B_2 Q_2 \) and \( B_3 C_3 \) would be the desired exports and imports of commodities \( Y \) and \( X \), respectively, if the price were \( p_2 \). Note that these quantities of \( X \) and \( Y \) are just the excess demands and excess supplies that would prevail in the economy at these various price lines.

To illustrate more clearly the way in which the trade bundles vary as prices change, in Fig. A.2.3 we have plotted only the exports and imports associated with the various price lines of Fig. A.2.2. In other words, we have plotted the trade triangles from Fig. A.2.2 all from the common origin in Fig. A.2.3, so that \( B_1 Q_1 \) and \( B_1 C_1 \) of Fig. A.2.2 become \( Q Q_1 \) and \( O C_1 \) of Fig. A.2.3, giving point \( E_1 \). The trade triangles for \( p_3 \) and \( p_4 \) are plotted in exactly the same fashion, producing \( E_2 \) and \( E_3 \) in Fig. A.2.3. If other price lines were considered, other points in Fig. A.2.3 could be found, and these
would result in the locus OF. It is this locus that is commonly referred to as the offer curve.

While the axes in Fig. A2.3 are the same as in Fig. A2.2, the quantities being measured are not total production and total consumption, but rather excess demands and excess supplies. In other words, we are plotting the desired exports and the desired imports for various possible commodity price lines. Note that in Fig. A2.3, the line from the origin to any point E on the offer curve represents the commodity price line that was used to derive that point. Thus for the point E2 the price line p2 is precisely the same as p2 in Fig. A2.2, except that as drawn it has the opposite slope. That the price lines are identical is easily verified by noting that the triangle OC1E2 of Fig. A2.3 is precisely the same as the triangle C2B2Q2 of Fig. A2.2.

In Fig. A2.3 we considered only price lines whose slopes are less steep than the autarky price line through point A of Fig. A2.2. We now wish to consider price lines that are steeper than p0. The first thing to observe is that for any such price line, the excess demand and supply conditions are the reverse of those of Fig. A2.2. Thus, instead of exporting commodity Y and importing X, the economy wants to import commodity Y and export commodity X. One such trade triangle, for prices p1, is shown in Fig. A2.2. It is clear that since consumers want to consume at C1 and producers want to produce at point Q1, there is an excess supply of commodity X equal to the amount B1Q1 and an excess demand for commodity Y equal to B1C1. These points can now be depicted in Fig. A2.4 by noting that negative exports of Y are imports of Y and that negative imports of X are exports of X. Thus the points C1 and Q1 can be plotted in the third quadrant of Fig. A2.2, giving rise to point E1. Other such points could be found in a similar fashion, and the locus of all such points would give OF1, the other branch of the offer curve. Note that the curve FOF1 of Fig. A2.4 gives exactly the same information about trade as the curve FAF1 of Fig. A2.1. Of course, Fig. A2.1 gives other information as well, for it shows us precisely where production and consumption take place for each of the equilibrium positions. Such information is not included in Fig. A2.4.

From Fig. A2.4 it can be seen that the offer curve is always concave toward the import axis. The reason for this shape can be found by examining Fig. A2.2, the diagram from which this information was obtained. We note first of all that at the price line p0 (not shown in the diagram A2.4) excess demands and supplies for both commodities are zero, giving rise to the origin in the excess demand and supply diagram of Fig. A2.3. It is also clear that as the price ratio declines, excess demand for X increases monotonically, as can be seen by comparing B1C1, B2C2, and B3C3 in Fig. A2.2. In fact, we note that for every reduction in p, the desired consumption of X rises and the amount of X produced falls. Both changes act to increase imports. Thus we can say that the desired imports of X increase as p (the relative price of X) decreases. Now consider the changes in the desired exports of commodity Y associated with these price ratios. At p0 (not shown) excess supplies of Y are zero, and at p1 excess supplies of Y are B1Q1. As the price ratio continues to fall, the production of Y continues to rise, but we note that at least after some point the consumption of Y will begin to rise as well. This is because of the positive income effect associated with the fall in the relative price of X. Therefore, as the price ratio falls, the excess supplies of Y initially rise, reach some maximum, and thereafter decline. This behavior gives an offer curve of the shape shown in Fig. A2.4. It should be noted, however, that this argument about the shape of the offer curve depends crucially on the existence of homogeneous community indifference curves.

When we began the derivation of the offer curve, we arbitrarily considered price ratio lines that resulted in exports of Y and imports of X; that is, we chose price lines that were less steep than p0. Just as appropriately we could have started by increasing the slope of the price line and then considered prices such as p1 of Fig. A2.2, implying imports of Y and exports
of $X$. If the various excess demand and supply bundles for such price lines had been plotted in the first quadrant, the offer curve would have been concave to the $Y$ axis rather than to the $X$ axis, resulting in Fig. A2.6. It should be noted that Fig. A2.4 and Fig. A2.5 provide the same information and differ only in the initial choice of the commodity to be exported. All that is required to convert Fig. A2.4 to Fig. A2.5 is to interchange the first and third quadrants.

### A2.3 Equilibrium with Two Countries

It is often convenient to use offer curve diagrams to illustrate the determination of equilibrium prices in different circumstances and to show how prices change when various parameters of the model change. To facilitate such an analysis, in this section we show how the equilibrium terms of trade are established for a world in which there are two countries that trade exclusively with one another. To simplify the analysis, we assume that we know in advance which country will export which commodity.

We assume that there are two countries, a home country, which we designate $H$, and a foreign country, which we designate $F$. As before, we have two goods, $X$ and $Y$, and we assume that in the final equilibrium Country $H$ imports $X$ and exports $Y$ and that Country $F$ exports $X$ and imports $Y$. Because Country $H$ is an importer of $X$, we need to consider only price lines such as $p_1$, $p_2$ and $p_3$ of Fig. A2.2. These produce an offer curve having the shape shown in Fig. A2.5 and shown as $OH$ in Fig. A2.6. We note again that the offer curve is concave to the import axis. For Country $F$, which imports $Y$, we have an offer curve with the shape shown in quadrant I of Fig. A2.5 and reproduced as $OF$ in Fig. A2.6. Again, the offer curve is concave to the import axis, which in this case is commodity $Y$.

### A2.4 Stability and Uniqueness

We have seen that the intersection of the two offer curves $OH$ and $OF$ in Fig. A2.6 produces an equilibrium at $E$ with price line $p_1$. These two offer curves clearly intersect only once, and therefore this equilibrium is unique. It is easy, however, to construct situations in which more than one equilibrium exists, but before doing so, we find it useful to examine the question of when an equilibrium such as $E$ is stable.

An equilibrium is said to be stable if, after a slight displacement from the initial equilibrium position, there is a tendency for the original equilibrium to be reestablished. To investigate whether or not $p_1$ of Fig. A2.6 is stable, we consider price line $p_2$, which is clearly not an equilibrium price line, and ask whether there are market forces that would tend to reestablish...
The price line $p_2$ intersects the home country's offer curve at point $B$, meaning that at those prices Country $H$ wishes to import $X_2$ of commodity $X$. Price line $p_3$ intersects the foreign country's offer curve at point $A$, thus indicating that Country $F$ wishes to export $X_3$ of commodity $X$. Because Country $H$ wishes to import more than Country $F$ wants to export, there is clearly an excess demand for commodity $X$. Turning to commodity $Y$, we can similarly show that Country $H$ wishes to export more $Y$ than Country $F$ wishes to import, and there is therefore an excess supply of commodity $Y$. The excess demand for commodity $X$ and the excess supply of commodity $Y$ imply that the relative price of $X$ will rise and the price line will rotate counterclockwise through point $O$. Note that the excess demand for $X$ and the excess supply of $Y$ will continue to exist until the price line passes through $E$, the original equilibrium point. It can also be shown that for price lines steeper than $p_1$ there will be an excess demand for $Y$ and an excess supply of $X$, and again, there will be a tendency for price line $p_1$ to be reestablished. Since there are market forces that tend to reestablish price line $p_1$ after any small perturbation of prices, equilibrium $E$ is stable.

Now consider Fig. A2.7, where the offer curves have been drawn to intersect three times so that we have a case of multiple equilibria. Points $E_1$, $E_2$, and $E_3$ are all equilibria, and to each point there corresponds a commodity price line. We now wish to determine whether all three of these equilibria are stable. Beginning at equilibrium $E_1$ with price line $p_1$, we consider price line $p'$ and ask whether market forces will tend to reestablish the equilibrium price $p_1$. The price line $p'$ intersects the home country's offer curve at $B$, and thus quantity $X_2$ is the home country's desired amount of imports of commodity $X$. Note that we have labelled Fig. A2.7 to correspond to Fig. A2.6. The intersection of price line $p'$ with the foreign country's offer curve is at point $A$, just as it was in Fig. A2.6, and this leads to $X_3$ as the desired quantity of exports for Country $F$. But whereas the desired imports of commodity $X$ are greater than the desired exports of commodity $X$ in

Fig. A2.6, the situation is reversed in Fig. A2.7. The amount $X_3$ is larger than $X_2$, and thus the foreign country wishes to export a larger quantity of commodity $X$ than Country $H$ wants to import. It can similarly be shown that at price line $p'$ in Fig. A2.7 there is excess demand for commodity $Y$, and this combined with the excess supply of commodity $X$ means that the relative price of $Y$ will rise. An increase in the relative price of $Y$ implies that the price line will rotate clockwise through $O$, and thus the price will move away from the equilibrium $E_1$. Indeed, the relative price of $X$ will continue to fall until price $p_2$ is reached.

It can similarly be shown that a price line slightly steeper than $p_1$ results in excess demand for $X$ and excess supply of $Y$ for prices moving toward $p_2$. Clearly, price $p_1$ is unstable, since any small perturbation of prices moves the equilibrium point away from $E_1$.

A consideration of points $E_2$ and $E_3$ would show that both these equilibria are stable. Indeed, a close examination of Fig. A2.7 would show that $E_2$ and $E_3$ are both similar to equilibrium $E$ of Fig. A2.6 in terms of the excess demands and supplies that would exist at prices close to $p_2$ and $p_3$. Thus in Fig. A2.7 the middle equilibrium $E_1$ is unstable, but stable equilibria exist on either side of $E_1$. This property can be shown to carry forward to other more complex situations. When there are many equilibria, the equilibrium points alternate between being stable and unstable, and each unstable equilibrium has a stable equilibrium on either side.

**A2.5 CONCLUDING REMARKS**

As we have seen, the offer curve is a representation of the excess demands and supplies for the two commodities that will exist at various commodity price ratios. Given the offer curve and the equilibrium price line, the imports and exports can be immediately derived. The offer curve can be an important tool in the determination of equilibrium prices when more than one country is assumed.

The offer curves that have been derived in this chapter have assumed the existence of community indifference curves. It should be noted, however, that offer curves will exist whether or not community indifference curves exist, as long as, for any given price line, the equilibrium consumption bundles can be found. Thus in Fig. A2.1 suppose community indifference curves did not exist but the consumption points $C_1$, $C_2$, and $C_3$ could nevertheless be found. It is obvious that in this case the offer curve of Fig. A2.3 could be derived in precisely the same fashion. The only complication that arises if community indifference curves do not exist is that the consumption points of Fig. A2.1 need not necessarily lie along a smooth line such as $AF$. If they do not, the offer curve of Fig. A2.3 will not necessarily have the shape shown. Variations from this shape can significantly complicate the analysis, and thus smooth offer curves concave to the import axis are assumed for simplicity. The important point, however, is that this assumption is largely a matter of convenience; offer curves can generally be assumed to exist, regardless of whether community indifference curves exist.

![Figure A2.7](image)
PROBLEMS

1. With a single factor of production, the production possibility curve will be linear. Using the techniques of Fig. A2.1 and Fig. A2.2, show how the offer curve can be constructed in this case.
2. Show that if the offer curves of Fig. A2.4 and Fig. A2.5 were superimposed on one another they would be tangent at the origin.
3. Suppose that in Fig. A2.1 the maximum producible quantity of Y (that is, T) were larger and the maximum producible quantity of X (that is, T') were smaller. Show how this would change the position of the offer curve.
4. Show how changes in taste could affect the position of the offer curve.
5. Show that $E_2$ of Fig. A2.7 is stable.
6. Draw a pair of smooth, concave offer curves that intersect five times. Which equilibria are stable?

REFERENCES


APPENDIX

EXTENSIONS OF THE HECKSCHER-OHLIN MODEL

A3.1 INTRODUCTION

In Appendix 3 we extend and amplify some of the results from Chapter 8. In Section A3.2 we expand on the relation between prices and outputs, and in Section A3.3 we take up the question of factor-intensity reversal.

A3.2 ENDOWMENTS, OUTPUTS, AND PRICES

This section continues the discussion of the relation among factor endowments, commodity outputs, factor prices, and commodity prices, and it expands on the results of Sections 8.3, 8.4, and 8.5. We make use of the unit-value isouquant diagram and the factor-box diagram, beginning by showing that these two figures are really just different versions of the same basic figure and that one can be derived from the other. This can be illustrated by reference to Fig. A3.1, which depicts the factor-box diagram that would correspond to the isouquant diagram in Fig. A3.2. The basic difference between the two diagrams is that in Fig. A3.2, the two sets of isoquants have been plotted from the same origin rather than from different corners of the factor box. The overall endowment ratio, that is, the line $O_xO_y$ in Fig. A3.1, is shown as the overall endowment ray $k_0$ in Fig. A3.2. The tangency between the two isoquants (not shown) at the point $A$ of Fig. A3.1 gives the same wage-rental ratio $w/r$ that is shown in Fig. A3.2.

To illustrate further the relation between Fig. A3.1 and Fig. A3.2, we have assumed that in Fig. A3.2 the overall endowment point is $E_0$, which thus corresponds to point $O_y$ of Fig. A3.1. The overall endowment $E_0$ is of
industries and the overall endowment $E_0$. Note that the point $A_0$ of Fig. A3.2 corresponds exactly to point $A$ of Fig. A3.1 and that the triangle $O E_0 A_0$ of Fig. A3.2 is similar to the triangle $O_1 A_0 O_2$ of Fig. A3.1. The efficiency locus $O A_0 E_0$ could be drawn in Fig. A3.2, and thus we have constructed Fig. A3.1 from Fig. A3.2.

An alternative approach would have been to draw from $E_0$ a line parallel to $k_y$ and intersecting $k_x$ at point $B_0$. The $Y$ isocuant through $B_0$ would give the output of commodity $Y$ measured from the origin $O$. The distance $E_0 A_0$ equals the distance $O B_0$ since $O B_0 E_0 A_0$ is a parallelogram. Points $A_0$ and $B_0$ of Fig. A3.2 give the amounts of capital and labor used in the two industries, and the two vectors $O B_0$ and $O A_0$ sum to the endowment point $O E_0$.

Figure A3.2 also shows how a change in the overall capital-labor ratio affects the output of the two commodities. For the overall capital-labor ratio $k_0$, the output of $Y$ is $B_0$ and the output of $X$ is $A_0$. For a lower overall capital-labor ratio, as illustrated by $k_1$, the output of $Y$ is $B_1$ whereas the output of $X$ is $A_1$. It can be seen that $B_1 < B_0$ and that $A_1 > A_0$, and thus a reduction in the overall capital-labor ratio leads to a reduction in the output of $Y$ and an increase in the output of $X$. It is important to note that the preceding comparison has been made under the assumption that commodity prices have not changed, which in turn implies that the unit-value isoquants have not changed. The Rybczynski theorem is just a special case of this proposition, the case in which a reduction in the capital-labor ratio is accomplished by increasing the quantity of labor without changing the amount of capital.

A continuation of this argument demonstrates that as we consider lower and lower overall capital-labor endowment ratios, we find that the output of $Y$, the capital-intensive commodity, continues to fall, whereas the output of $X$, the labor-intensive commodity, continues to rise. Indeed, when the overall capital-labor ratio becomes equal to $k_x$, the output of $Y$ becomes zero and all resources are used in the production of commodity $X$. Similarly, an increase in the capital-labor ratio results in an increase in the output of $Y$ and a reduction in the output of $X$, and when the overall capital-labor ratio becomes equal to $k_x$, the output of $X$ is zero and all factors are used in the production of $Y$. Note that for all capital-labor ratios between $k_x$ and $k_y$, the wage-rental ratio, $\omega_0$ from Fig. A3.2, is a constant. This assumes that commodity prices are unchanged, which in turn implies that the unit-value isoquants are unchanged.

Now suppose we continue to reduce the capital-labor ratio beyond the point where specialization in commodity $X$ has taken place. In particular, assume that the overall capital-labor ratio becomes $k'_x$. There will be specialization in $X$, and, with cost-minimization by firms, the wage-rental ratio must be tangent to the isoquant at $F$, the point where the wage-rental ratio $\omega_1$ is tangent to the isoquant $X_0$. Note that for this wage-rental ratio it will not be profitable to produce commodity $Y$, for the tangency between $Y_0$ and an isoquant line with slope $\omega_1$ would imply a much higher cost than is associated with the isoquant line through point $F$. 
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**FIGURE A3.1**
Equilibrium in the factor-box diagram.

**FIGURE A3.2**
The effects on relative outputs of changes in the overall $KL$ ratio.
A similar argument would demonstrate that for overall capital-labor ratios higher than \( k_r \), there is specialization in commodity \( Y \) and the wage-rental ratio is equal to the slope of the isouquant \( Y_0 \) at the relevant production point. Thus in the area between the \( K \) axis and \( k_y \), we will have specialization in commodity \( Y \), with the wage-rental ratio being equal to the slope of the isouquant \( Y_0 \). Throughout the range from \( k_y \) to \( k_x \), both commodities are produced and the wage-rental ratio is equal to \( \omega_0 \). Between the ray \( k_x \) and the \( L \) axis we have specialization in \( X \) and the wage-rental ratio equal to the slope of \( X_0 \). The cone formed by \( k_y \) and \( k_x \) is referred to as the cone of diversification, because, if the overall capital-labor ratio lies within this cone, production is diversified in the sense that some of both commodities are produced. Outside this cone of diversification, that is, between the capital axis and \( k_y \), or between \( k_x \) and the \( L \) axis, variations in the overall capital-labor ratio result in changes in the wage-rental ratio. Inside the cone of diversification, variations in the overall capital-labor ratio leave the wage-rental ratio unchanged, but result in a change in the levels of output of the two commodities.

### A3.3 THE FACTOR-INTENSITY-REVERSAL CASE

In Sections 8.3 and 8.4 it was argued that the proofs of both the Heckscher-Ohlin and factor-price-equalization theorems require the assumption that no factor-intensity reversals be present. In this section it will be shown why such reversals can result in the failure of these two theorems. We begin by defining factor-intensity reversals.

Factor-intensity reversal refers to the situation where, at one set of relative factor prices, commodity \( X \) is capital-intensive relative to commodity \( Y \), and where at another set of factor prices, commodity \( X \) is labor-intensive relative to commodity \( Y \). This phenomenon is illustrated in Fig. A3.3, where \( X_0 \) and \( Y_0 \) are representative isouquants for the two commodities. We see that at wage-rental ratios such as \( \omega_0 \) we have \( k_x > k_y \), whereas at factor-price ratios such as \( \omega' \) we have \( k_y > k_x \). It can thus be seen that, since for some factor-price ratios \( k_x > k_y \) and for other factor-price ratios \( k_y > k_x \), there must be some wage-rental ratio that results in the same capital-labor ratios in both industries. This is represented by \( k \), in Fig. A3.3 and is referred to as the factor-intensity-reversal ray.

Now imagine a situation where the endowment point for one of the countries lies on the factor-intensity-reversal ray. If the factor-box diagram were now constructed, it would be found that the efficiency locus would be the diagonal of the box, implying that the production possibility curve would be linear. Of course, it would be very unusual if the endowment point for any country were precisely on the factor-intensity-reversal ray, and the important conclusion to be drawn from this special case is that for capital-labor ratios close to the factor-intensity-reversal ray, the production frontier is almost linear. For capital-labor ratios that differ significantly from the factor-intensity-reversal ray, the production possibility curve will have the usual bowed-out shape. We thus could have the situation shown in Fig. A3.4, where the production frontier for Country \( H \) is almost linear and the production frontier for Country \( F \) is more bowed out. This could result in a situation where the production possibility curves for the two countries intersect more than once, and then trade patterns would depend crucially on the nature of demand conditions. This can be illustrated by supposing that, in autarky, the highest community indifference curve for Country \( F \) is tangent at \( A_f \), whereas the autarky point for Country \( H \) is \( A_h \).

If we now ignore all of the diagram below \( Y_0 \) we see that when trade is...
allowed, Country H would export commodity Y and Country F would export commodity X.

But suppose that, instead of the tastes represented by indifference curve \( U_0 \), we had assumed that preferences in both countries were much more biased toward commodity X, resulting in indifference curves such as \( U' \). This indifference curve is tangent to the production frontier for Country F at \( A'_f \), and an indifference curve from this family would be tangent to the production frontier for Country H at \( A'_h \). Now, ignoring all of the diagram to the left of \( X_0 \), it is clear that the pattern of trade that would result is exactly opposite to what it was for the initial tangency at \( A \). Here Country F exports Y while Country H exports X, and thus the pattern of trade is reversed. It is thus obvious that if the Heckscher-Ohlin theorem holds for one of these situations, it cannot hold for the other so that, in general, the Heckscher-Ohlin theorem cannot be proved unless factor-intensity reversals are excluded.

A factor-intensity reversal can result in more than one cone of diversification. This can be seen in Fig. A3.5, where rather than the two isoquants being drawn tangent to one another, the Y isoquant has been pulled toward the origin so that the two isoquants intersect twice. In Fig. A3.5 there are two cones of diversification, or in other words, there are two isoquant lines tangent to both isoquants that allow the production of both commodities. If the overall endowment ratio for Country H is \( k_h \) in the cone defined by \( k_x \) and \( k_y \), then the wage-rental ratio in Country H will be \( \omega_h \). If the capital-labor ratio for Country F is \( k_f \), lying in the cone of diversification defined by \( k'_x \) and \( k'_y \), then the wage-rental ratio in F will be \( \omega_f \). In this example both countries produce both commodities, but since production takes place in different cones of diversification, the wage-rental ratios are not the same, and thus factor prices are not equalized. Thus, a complete proof of the factor-price-equilization theorem must preclude the possibility of factor-intensity reversals.

Figure A3.5 also illustrates why the Heckscher-Ohlin theorem need not hold when there are factor-intensity reversals. Recall that the production of two commodities for each country depends on the location of the overall endowment ratio within the cone of diversification. Thus if \( h \) were close to \( k_x \), Country H would be producing a relatively large quantity of commodity X. Similarly, if \( f \) were close to \( k'_x \), Country F would be producing a relatively large amount of commodity X. With identical tastes in the two countries, this implies that H exports X and F exports Y. But we could just as easily have assumed that \( h \) was close to \( k_y \) and \( f \) close to \( k'_y \), in which case the opposite trade pattern would have been observed. Note that in both cases Country H is relatively well endowed with K, since \( h > k_x \). Thus, predictions of trade patterns cannot be made from knowledge of relative endowments if factor-intensity reversals are present.

**A3.4 CONCLUDING REMARKS**

It was shown that while the unit-value-isoquant diagram and the factor-box diagram provide essentially the same information, each diagram is useful for illustrating different phenomena. For example, the unit-value-isoquant diagram clearly indicates how changing factor supplies change equilibrium outputs at constant commodity prices. Unit-value isoquants are also useful for illustrating the case of factor-intensity reversal. It was shown that neither the Heckscher-Ohlin theorem nor the factor-price-equilization theorem can be proved when factor-intensity reversals exist.

**PROBLEMS**

1. Suppose the isoquants in Fig. A3.5 intersect three times. How will this affect the production possibility curves?
2. Show that free trade may actually cause relative factor prices to become more unequal between countries than in autarky when a factor-intensity reversal exists.
3. Show that, with a factor-intensity reversal, both countries can export their labor-intensive commodities.
4. Use Fig. A3.2 to prove the magnification effect described in Chapter 8.
A4.1 INTRODUCTION

In Chapter 9 we provided a traditional analysis of the specific-factors model. In Appendix 4 we provide an alternative approach that some readers may find helpful in understanding this model and, in particular, in allowing a comparison with the Heckscher-Ohlin model. We begin in Section A4.2 by showing how the production possibility curve is constructed. In subsequent sections we illustrate the effects of endowment changes and commodity price changes. Specific comparisons with the results from the Heckscher-Ohlin model are provided.

A4.2 THE PRODUCTION POSSIBILITY CURVE

The model is the same as in Chapter 9 and is described by Eqs. (A4.1)–(A4.3), which reproduce the set of equations in (9.1) and (9.2) in Chapter 9. Equations (A4.1) and (A4.2) are the production functions, assumed to exhibit constant returns to scale, while Eqs. (A4.3), (A4.4), and (A4.5) are the factor constraints.

\[ X = F_x(R_x, L_x) \quad \text{(A4.1)} \]
\[ Y = F_y(S_y, L_y) \quad \text{(A4.2)} \]
\[ R = R_x \quad \text{(A4.3)} \]
\[ S = S_y \quad \text{(A4.4)} \]
\[ L = L_x + L_y \quad \text{(A4.5)} \]

Equations (A4.3) and (A4.4) show that the entire available stock of factor \( R \) is used to produce commodity \( X \) and that the entire endowment of factor \( S \) is used to produce commodity \( Y \). All factors of production are fully employed. The wage rate is defined to be \( w \), and the returns to \( R \) and \( S \) are \( r \) and \( s \), respectively.

The fact that both production functions use the entire available endowment of the specific factor makes the construction of the production possibility curve somewhat easier than was the case for the Heckscher-Ohlin model of Chapter 8. Recall from Chapter 2 that one representation of a production function such as (A4.1) is the total product curve, which fixes the input of one of the factors and shows total output as a function of varying quantities of the other factor. In the present model, with \( S \) fixed at \( S \) for industry \( Y \), the total product curve provides a complete description of production conditions in the \( Y \) industry. Such a total product curve is shown as \( F'_Y \) in quadrant II of Fig. A4.1, where the vertical axis measures the output of \( Y \) and the horizontal axis measures the input of \( L_Y \), which is measured leftward from the origin. For the moment, ignore curve \( F'_Y \). The total available supply of labor is shown by \( L \) on the \( L_Y \) axis and the use of \( L \) by the \( Y \) industry would result in an output of \( Y' \). The total product curve for industry \( X \) is shown as \( F_X \) in quadrant IV, where the output of \( X \) is plotted.

![FIGURE A4.1](image)

Production possibility curve for the specific-factors model.
as a function of labor input \( L_x \). Here \( X \) is the maximum amount of \( X \) that
could be produced by using the entire endowment of labor in the \( X \) industry.

The 45° line \( LL \) in quadrant III provides a convenient method of
illustrating all possible ways that the total endowment of labor can be
divided between the two industries. Thus, if \( L_y \) of labor is used in the \( Y \)
industry, then \( L_x \) is available for use in industry \( X \). This allocation of labor
would result in the outputs of \( X \) and \( Y \) shown by point \( A \) in quadrant I.
Other allocations of labor between the two industries would give other points
on \( LL \), and these would produce other points on the production possibility
curve. Thus, the production frontier will be \( YAX \), as shown in quadrant I.

It is now easy to see how changes in the endowments of either the
specific factors or labor would change the production possibility curve. First,
consider an increase in the amount of \( S \) used in industry \( Y \). With more
\( S \) available for all allocations of labor to the \( Y \) industry, the total product
curve would shift to \( F_y \) in quadrant II. Now the entire allocation of labor to
the \( Y \) industry produces point \( Y' \), and the allocation of labor between the
two industries that originally produced point \( A \) now gives point \( A' \). We note
that the production frontier \( Y'AX \) is entirely above the original production
possibility curve except at the endpoint \( X \). For an increase in the endowment
of \( R \) the argument is similar. The total product curve \( F_x \) would shift out
and the production possibility curve would shift out everywhere except at point
\( Y' \). An increase in the available endowment of labor could be illustrated by
shifting the \( LL \) 45° line in quadrant III farther away from the origin. This
shift would increase the maximum producible quantities of both \( Y \) and \( X \)
and would therefore result in a shift outward of the production possibility
curve over its entire length. Of course, this expansion of output need not be
uniform along the production frontier, for the outward shift will depend on the
shapes of the total product curves for the two industries.

The production frontiers of Fig. A4.1 can now be used to illustrate trading
equilibrium in exactly the same way as was shown for the Heckscher-
Ohlin model. Thus suppose \( A \) is the initial autarky equilibrium and \( p \) is the
domestic price ratio. Assume for the moment that the world price ratio is
given and equal to \( p' \). When trade is allowed, production moves from \( A \) to \( Q \)
and consumption from \( A \) to point \( C \), where \( C \) represents a tangency between
a community indifference curve (not shown) and the price line \( p' \). In this
situation \( Y \) is exported and \( X \) is imported. If we now assume that an increase
occurs in the amount of the specific factor \( S \), the production possibility curve
shifts out to \( Y'AX \), and the new production and consumption points become
\( Q' \) and \( C' \).

**A4.3 FACTOR RETURNS**

In Chapter 8 we were able to derive relations between factor prices and
commodity prices and between endowment changes and output changes. In
Sections A4.4 and A4.5 of this Appendix we examine these issues in terms
of the specific-factors model. To facilitate such a discussion we now illustrate
how factor returns are determined. This is most easily done through the
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*FIGURE A4.2*
Marginal product curves showing factor incomes.
which is the marginal product of labor in \( Y \), gives the real return to labor for workers in the \( Y \) industry. Similarly, \( OM' \) is the marginal product, or the real return to labor, in the \( X \) industry. Note also that since \( MP_y = w/p_y \) and \( MP_x = w/p_x \), the slope of line \( MM' \) in Fig. A4.2 is \( p_y/p_x = p \), which is the price ratio associated with point \( A \) of Fig. A4.1. Further, since \( OM \) is the return to labor for workers in the \( Y \) industry and \( OM' \) is the return to labor for workers in the \( X \) industry, the line \( MM' \) is simply the budget constraint for a representative worker. Thus point \( A \), the tangency between the indifference curve and the budget constraint, represents the equilibrium consumption point for a representative worker. Furthermore, because all consumers in the economy have been assumed to have identical and homogeneous preferences, point \( A \) in Fig. A4.2 represents the same \( Y/X \) consumption ratio as point \( A \) of Fig. A4.1 does. Of course, point \( A \) in Fig. A4.1 represents aggregate consumption, while point \( A \) in Fig. A4.2 represents the individual worker’s consumption point.

We can use Fig. A4.2 to show the relations between changes in commodity prices and factor prices and to illustrate how outputs change when endowments change, but before we do so, we will review some of the properties of production functions that exhibit constant returns to scale. In Chapter 2 we noted that for such production functions, the marginal products are constant for any capital-labor ratio (along any ray from the origin). Therefore, in Fig. A4.3 the marginal products of both \( L \) and \( R \) are constant along the capital-labor ratio \( k_x \). This property was used in the proof of the Stolper-Samuelson theorem in Chapter 8, where it was shown that the changes in the marginal products of both inputs depend only on the change in the capital-labor ratios. Thus, if the capital-labor ratio in Fig. A4.3 changes from \( k_x \) to \( k_x' \), the direction of change in the marginal product for \( R \) can be found by comparing points \( A \) and \( B \), while the direction of change in the marginal product for \( L \) can be found by comparing points \( A \) and \( C \). The movement from \( A \) to \( C \), for example, keeps \( R \) fixed at \( R \) and reduces the input of \( L_x \). This is equivalent to moving along the curve \( F_x \) toward the origin in Fig. A4.1. As we move toward the origin, the slope of \( F_x \) increases, or in other words, the marginal product increases. Thus, the marginal product of \( L \) is an increasing function of the capital-labor ratio. In exactly the same way we can show that the marginal product of \( R \) is a decreasing function of the capital-labor ratio.

We have seen that the marginal products, or in other words, the real returns to the factors, depend on the capital-labor ratios, and thus changes in the real returns to factors are known as soon as changes in capital-labor ratios are known. Of even more importance for our present discussion is the fact that since the marginal products are functions only of the capital-labor ratios, if we know how one marginal product changes we immediately know that the other marginal product has changed in the opposite direction. Thus, an increase in the marginal product of labor implies a decrease in the marginal product of \( R \), or in other words, if we find that \( w/p_x \) increases, we know that \( r/p_x \) must fall. Note that these relations hold regardless of what is happening to output or to endowments.

A4.4 Commodity Prices and Factor Prices

We are now in a position to consider how price changes affect factor payments. In Fig. A4.1 it was assumed that point \( A \) was the autarky equilibrium and that with trade, production moved to \( Q \) and consumption to \( C \) on price line \( p' \). This change resulted in a movement of labor out of the \( X \) industry and into the \( Y \) industry, and the new labor allocation is given by points \( L'_y \) and \( L'_x \) in Fig. A4.1. This same allocation of labor is shown in Fig. A4.2 and gives the new budget constraint for labor shown by the line \( NN' \). Note that \( NN' \) is the price line \( p' \) in Fig. A4.1.

How have the factors of production been affected by this price change? We note that the marginal product of labor has fallen from \( OM \) to \( ON \) in the \( Y \) industry and risen from \( OM' \) to \( ON' \) in the \( X \) industry. Thus, the welfare of a representative worker will depend on consumption patterns. In the situation shown in Fig. A4.2 the new budget line \( NN' \) is below the indifference curve \( U_0 \) tangent to \( MM' \) at point \( A \), so labor has been made worse off by the relative increase in the price of \( Y \). But this result obviously depends on the position of the indifference curve. Had preferences been biased toward commodity \( X \), labor would have been able to benefit by this price change. In general, then, the effect of a price change on the welfare of labor is uncertain, for workers may be made better off or worse off depending on their preferences for the two commodities, a result that we earlier called the neoclassical ambiguity. Note that this conclusion is
in sharp contrast to the findings of the Heckscher-Ohlin model, in which it was shown that commodity price increases have unambiguous effects on factor prices. Specifically, it was shown that the factor used intensively in the industry whose price has risen will benefit.

How have the returns of the specific factors been affected by the relative increase in the price of $Y$? We have noted that the marginal product of labor has fallen from $OM$ to $ON$ in the $Y$ industry, implying, from our previous discussion, that the marginal product of $S$ has necessarily increased. Then since $MP_S = s/p_Y$, where $s$ is the return to $S$, it is clear that the return to $S$ has increased. In the $X$ industry the marginal product of labor has risen from $OM'$ to $ON'$. Therefore, the marginal product of $R$ has fallen, and $r/p_x$, the real return to owners of factor $R$, has been reduced. Thus, a relative increase in the price of commodity $Y$ produces a gain for the specific factor used to produce $Y$ but reduces the income of the specific factor used in industry $X$. We therefore have the following proposition:

**Commodity price and factor prices.** A relative price increase is beneficial to the specific factor used in that industry, reduces the income of the other specific factor, and has an ambiguous effect on labor.

Again note the contrast of these results with the results of the Stolper-Samuelson theorem of Chapter 8.

### A4.5 ENDOWMENT CHANGES AND FACTOR PRICE EQUALIZATION

The effects of endowment changes are shown in Fig. A4.4, which takes as the initial situation the trading equilibrium of Fig. A4.2 with consumption at point $C$ on budget constraint $NN'$. We now consider the increase in $S$ that resulted in the shift of the total product curve from $F_Y$ to $F_Y'$ in Fig. A4.1. Because of the assumption of constant returns to scale, the total product curves of Fig. A4.1 all have the same slope along any ray from the origin. Thus, the upward shift in the total product curve results in an upward shift of the marginal product curve, as shown in quadrant II of Fig. A4.4. For a small open economy with fixed $p$, the increase in the endowment of $S$ shifts out the production possibility curve in Fig. A4.1 to $Y'AX'$ and shifts the production point from $Q$ to $Q'$. With commodity prices unchanged, the new budget constraint for workers has the same slope as $NN'$ and is shown as $VV'$ in Fig. A4.4.

The effects of an increase in the endowment of $S$ are now clear from Fig. A4.4. The marginal product of labor has increased from $ON$ to $OV$ in industry $Y$ and from $ON'$ to $OV'$ in industry $X$. Consumption is now at point $C'$, which lies on a higher indifference curve than $C$, and thus labor is unambiguously better off. Because the marginal product of labor has increased in $Y$, the marginal product of $S$ in the $Y$ industry has necessarily fallen and therefore owners of $S$ have been made worse off by the increase in the endowment of $S$. Similarly, because the marginal product of labor has increased in the $X$ industry, the returns to $R$, the factor specific to the $X$ industry, have also fallen. Thus an increase in the endowment of $S$ reduces the return to both specific factors and increases labor's real income. It is easily seen that exactly the same result holds for an increase in the supply of $R$, for the effects of increases in the specific factors are symmetrical. Thus, an increase in $R$ with constant commodity prices lowers the return to both specific factors and increases the return to labor. In general, then, any increase in the endowment of a specific factor at constant commodity prices lowers the real return to both specific factors and increases the return to labor. These results are in sharp contrast to the results derived in Chapter 8, where it was shown that endowment changes with given commodity prices do not affect factor prices if both commodities continue to be produced.

Now, returning to the original marginal product curve $MP_S$ in Fig. A4.4, consider an increase in the endowment of labor. This shifts the labor endowment curve in quadrant III to $L'L'$, and with the same commodity prices, this shift generates the new budget constraint $WW'$ with consumption at point $C''$. The increase in the endowment of labor has lowered the marginal product of labor in both industries and unambiguously makes labor...
worse off. At the same time, because both marginal products of labor have fallen, the marginal products of both the specific factors have increased, and consequently the returns to both specific factors have risen. Therefore, an increase in the endowment of labor is beneficial to both specific factors and harmful to workers. We have the following proposition:

**Endowment changes and factor prices.** At constant factor prices any increase in the endowment of a specific factor increases the return to labor and lowers the return to both specific factors. An increase in the endowment of labor reduces the return to labor and increases the return to both specific factors.

The output effects of changes in endowments can also be seen in Fig. A4.4. First, consider the increase in $S$ that resulted in the upward shift of the total product curve for commodity $Y$ shown in Fig. A4.1. In Fig. A4.4 the shift in the budget line from $NN'$ to $VV'$ was accomplished by a reduction in the labor force in industry $X$ from $L'_x$ to $L''_x$. With a reduction in the labor input, and because the input of $R$ is fixed, output of commodity $X$ must necessarily have been reduced. We note that in industry $Y$ labor has increased from $L''_y$ to $L''_y$ and that since the input of $S$ has also increased, the output of $Y$ has clearly increased. Thus, the increase in $S$ results in a production shift from $Q$ to $Q'$ in Fig. A4.1, resulting in more $Y$ and less $X$ at the new equilibrium. Symmetrical results can be shown for industry $X$, and thus we have demonstrated that an increase in the specific factor increases the output of the commodity that uses that factor and reduces the output of the other commodity.

At fixed commodity prices, an increase in the endowment of $L$ results in the allocation of more labor to both industries, as is shown in Fig. A4.4. An increase in the endowment of labor therefore shifts out the production frontier throughout its entire length and, with fixed commodities prices, increases the output of both commodities $X$ and $Y$. Thus we can state the following proposition:

**Endowment changes and outputs.** An increase in one specific factor increases the output of the commodity that uses that factor and reduces the output of the other industry. An increase in the supply of labor increases both outputs.

Note the contrast to the Rybczynski theorem from Chapter 8. In the endowment model an increase in a factor increases the output of the commodity that uses that factor intensively and reduces the output of the other industry.

A principal result of the Heckscher-Ohlin model was the factor-price-equalization theorem, which showed that under certain conditions the equalization of commodity prices between two trading countries results in the equalization of factor prices. That such a theorem does not apply to the specific-factors model can easily be seen from Fig. A4.4. We reinterpret Fig. A4.4 as representing two countries with identical endowments of $L$ and $R$, but such that the foreign country has a larger supply of $S$. Therefore in Fig. A4.1 the two production possibility curves represent the two countries. Although it is not shown, it is clear that in a trading equilibrium Country $F$ would export commodity $Y$ and import commodity $X$. In Fig. A4.4 $LL'$ represents the common labor supply for the two countries and $MP_x$ the common marginal product of labor curve for the $X$ industry. The marginal product curves for the $Y$ industry in $H$ and $F$ are shown in quadrant II as $MP_y$ and $MP'_y$, respectively. If trade equalizes commodity prices, then $VV'$ could represent the price line in Country $F$ and $NN'$ the price line in Country $H$. But although relative commodity prices have been equalized by trade, it is clear that factor prices have not. It follows from our earlier discussion that the real wage will be higher in Country $F$ than in $H$, whereas the returns to both specific factors will be higher in $H$ than in $F$. Thus the factor-price-equalization theorem does not hold for the specific-factors model, and we have the following proposition:

**Trade and factor prices.** The equalization of commodity prices by international trade does not equalize factor prices.

### A4.6 THE PATTERN OF TRADE

One of the principal results of the Heckscher-Ohlin theorem described in Chapter 8 is that we can predict trade patterns from the knowledge of factor endowments alone. In particular, we found that a country will export the commodity that uses its abundant factor most intensively. We now want to investigate whether a similar property holds for the specific-factors model.

To facilitate comparison we begin, as we have done in the past, by assuming that our two countries, $H$ and $F$, have identical endowments of labor and total capital in the long run. We know from our earlier discussion that in such a case, with preferences assumed to be identical in both countries, the two economies are identical in every respect and there is no possibility of international trade.

We now retain the assumption of identical long-run endowments, but we assume that in the short run the capital in the two countries has been allocated differently between the two industries. In particular, we will assume that in Country $H$ there is more capital in the $Y$ industry and that in Country $F$ more capital has initially been allocated to the $X$ industry. In Fig. A4.5 $F'_y$ and $F'_x$ represent the total product curves for $F$, and $F'_y$ and $F'_x$ represent the total product curves for $H$. With the assumption of an identical endowment of labor in the two economies, these total product curves result in the production possibility curves $Y_Q A X_H$ and $Y_Q X_H$ for $H$ and $F$, respectively. Obviously, the two countries are not identical and trade will take place. The pattern of trade is easily seen from Fig. A4.4, and indeed this figure is similar to Fig. 8.4, of Chapter 8. We note that Country $H$ will export commodity $Y$ and Country $F$ will export commodity $X$. The production points will be $Q_H$ and $Q_F$ for countries $H$ and $F$, respectively.
with consumption at $C_h$ and $C_f$. Thus, in the short run each country will export the commodity that is produced with the relatively abundant specific factor.

Suppose we now consider an increase in the labor supply in Country F. In Fig. A4.5 this would result in a new labor constraint curve in quadrant IV farther from the origin (not shown). As we have already seen, an increase in the labor supply shifts out the production possibility curve and increases Country H's production of both X and Y. At the new equilibrium commodity prices would differ, but there is no reason to expect that the pattern of trade would change. From the long-run point of view we have now created a situation where Country H is relatively well endowed with labor, and by the Heckscher-Ohlin theorem Country H would export the labor-intensive commodity. In the short-run model, however, we do not obtain this result. Trading patterns depend principally on how capital is allocated between the two industries and is much less sensitive to the overall endowments of capital and labor in the economies as a whole. Thus, a relative abundance of labor in one country does not imply that that country necessarily exports the labor-intensive commodity. We have the following proposition:

**Pattern of trade.** In the specific-factors model, trade patterns cannot be predicted from knowledge of the factor endowments alone, but depend on the nature of the production functions and on the allocation of capital between the two industries.

### A4.7 CONCLUDING REMARKS

The specific-factors model provides an interesting contrast to the results of the Heckscher-Ohlin model. In particular, we have seen that the theorems associated with the endowment model do not carry over to the specific-factors framework. Trade does not equalize factor prices, and trade patterns cannot be predicted from knowledge of endowments alone. In the endowment model, factor prices were uniquely determined by commodity prices and real factor rewards responded in a predictable way when commodity prices changed. In the specific-factors model, although the returns to the specific factors are unambiguously related to commodity price changes, such is not the case for the return to labor. Whether labor losses or gains from a price change depends on the consumption pattern of the representative worker. Changes in endowments also have somewhat different effects in the specific-factors model. Whereas an increase in a specific factor necessarily increases the output of the commodity using it, an increase in labor increases the output of both commodities, and which output increases most depends on the nature of the production functions.

### PROBLEMS

1. Draw a diagram that illustrates how an increase in the labor supply shifts the production possibility curve.
2. If commodity prices are fixed, what determines how the relative outputs of X and Y are affected by an increase in the labor supply?
3. (a) Draw a diagram similar to Fig. A4.2 that shows labor gaining from an increase in the relative price of Y. (b) Show that the diagram of part (a) can be drawn by assuming either different production functions or different tastes.
4. Use the definition of constant returns to scale to show that the total product curves derived for different amounts of the specific factor all have the same slope along a ray from the origin.
5. Show that if, after trade, the real return to labor is relatively higher in Country H, the real return to both specific factors must be relatively higher in Country F.
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