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Abstract

Traditional literature on impact evaluation often deals with binary programs. In reality, a program can provide different amounts of treatment for people, and it is regarded as a continuous variable. This paper discusses impact evaluation of a continuous program using matching methods and illustrates how to estimate impact of foreign remittances on per capita expenditure in Vietnam.
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1. Introduction

The main objective of impact evaluation is to assess the extent to which a program has changed outcomes of subjects. The average impact of a program on a group of subjects is defined as the difference between their outcome in the presence of the program and their outcome in the absence of the program. However, for each subject, we are not able to observe these two potential outcomes at the same time. This missing data problem can be solved if an assumption of conditional independence of treatment and potential outcomes holds (Rubin, 1977). Under this assumption, the program impact can be estimated by OLS regression or matching methods. The idea of the matching method is to compare outcomes of participants and non-participants who have the same conditioning variables.

The literature of program impact evaluation often deals with impact of binary programs. In reality, a program can provide different amounts of treatment for people, and it can be regarded as continuous instead of binary. This paper discusses impact evaluation of a continuous program using matching methods and illustrates how to estimate impact of foreign remittances on per capita expenditure in Vietnam.

The paper is organized into five sections as follows. The second section presents the matching method in impact evaluation of a single binary program. The third section discusses the matching method in the case of a continuous program. Results of the empirical example are presented in the fourth section. Finally the fifth section concludes.

2. Impact Evaluation of a Binary Program

Two popular parameters in program impact evaluation are the Average Treatment Effect (ATE), and the Average Treatment Effect on the Treated (ATT), which are expressed as follows:

\[ ATE_{(X)} = E(\Delta | X) = E(Y_1 | X) - E(Y_0 | X), \]

\[ ATT_{(X)} = E(\Delta | X, D = 1) = E(Y_1 | X, D = 1) - E(Y_0 | X, D = 1), \]

There are other parameters such as local average treatment effect, marginal treatment effect, or even effect of “non-treatment on non-treated” which measures what impact the program would have on the non-participants if they had participated in the program, etc.
where \( D \) is a binary variable of program participation, \( X \) are exogenous conditioning variables, \( Y_0 \) and \( Y_1 \) are potential outcomes without and with the program, respectively.\(^4\)

The identification assumption for matching is the conditional independence assumption as follows:

**Assumption 1:** \( Y_0, Y_1 \perp D \mid X \) \hspace{1cm} (A.1)

The assumption states that conditioning on \( X \), \( Y_0 \) and \( Y_1 \) are independent of \( D \). Under this assumption, \( ATE_{(X)} \) and \( ATT_{(X)} \) can be identified as follows:

\[
ATE_{(X)} = E(Y_1 \mid X) - E(Y_0 \mid X) = E(Y_1 \mid X, D = 1) - E(Y_0 \mid X, D = 0), \tag{3}
\]

\[
ATT_{(X)} = E(Y_1 \mid X, D = 1) - E(Y_0 \mid X, D = 1) = E(Y_1 \mid X, D = 1) - E(Y_0 \mid X, D = 0). \tag{4}
\]

The matching method estimates these parameters by comparing the outcome of the participants and the outcome of a so-called comparison group who do not participate in the program but have the \( X \) variables identical to those of the participants.

A difficulty in the matching method is to find matched non-participants for the participants when there are many the \( X \) variables. In the literature of impact evaluation, three widely-used methods to match non-participants with participants are subclassification (see, e.g., Cochran and Chambers, 1965; Cochran, 1968), covariate matching (Rubin, 1979, 1980), propensity score matching (Rosenbaum and Rubin, 1983).

### 3 Impact Evaluation of a Continuous Program

In reality, a program can provide different amounts of treatment for people. Denote a continuous program by \( d \) whose value is equal to the treatment level that the program can provide for people. For those who do not take the program, \( d \) is equal to 0. We can be interested in impact of the program at a range (interval) of the treatment \([L_1, L_2]\):

\[
ATE_{(X,d \in [L_1, L_2])} = E(Y_{d \in [L_1, L_2]} \mid X) - E(Y_{d=0} \mid X), \tag{5}
\]

\[
ATT_{(X,d \in [L_1, L_2])} = E(Y_{d \in [L_1, L_2]} \mid X, d \in [L_1, L_2]) - E(Y_{d=0} \mid X, d \in [L_1, L_2]). \tag{6}
\]

\(^4\) \( Y_0 \) and \( Y_1 \) can be vectors of outcomes, but for simplicity let’s consider a single outcome of interest.
If \( d \) is a real value and bounded, we can denote the range of the \( d \) variable by \( [L_{\min}, L_{\max}] \). We can divide \( d \) into \( n + 1 \) mutually exclusive and successive intervals \( [L_{\min}; L_1], (L_1; L_2), \ldots, (L_n; L_{\max}] \).

Suppose that we can write the equations of the potential outcomes as follows:

\[
d \not\in [L_{\min}, L_{\max}] \quad \Rightarrow \quad Y_0 = \alpha_0 + X\beta_0 + \epsilon_0,
\]

\[
d \in [L_{\min}, L_1] \quad \Rightarrow \quad Y_1 = \alpha_1 + X\beta_1 + \epsilon_1,
\]

\[\ldots\]

\[
d \in (L_n, L_{\max}] \quad \Rightarrow \quad Y_{n+1} = \alpha_{n+1} + X\beta_{n+1} + \epsilon_{n+1}.
\]

The observed outcome is then written in terms of the potential outcomes:

\[
Y = Y_0 + (Y_1 - Y_0)I\{d \in [L_{\min}, L_1]\} + (Y_2 - Y_0)I\{d \in (L_{\min}, L_2]\} + \ldots + (Y_n - Y_0)I\{d \in (L_n, L_{\max}]\}
\]

(7)

Where \( I\{\} \) is an indicator function that is equal to 1 if the value of \( \{\} \) is true, 0 otherwise.

Substitute the equations of the potential outcomes into (7), we get:

\[
Y = \alpha_0 + X\beta_0 + \left[ (\alpha_1 - \alpha_0) + X(\beta_1 - \beta_0) \right]I\{D \in [L_{\min}, L_1]\} + \left[ (\alpha_2 - \alpha_0) + X(\beta_2 - \beta_0) \right]I\{D \in (L_1, L_2]\} + \ldots + \left[ (\alpha_{n+1} - \alpha_0) + X(\beta_{n+1} - \beta_0) \right]I\{D \in (L_n, L_{\max}]\} + \epsilon_0 + I\{D \in [L_{\min}, L_1]\} \epsilon_1 - \epsilon_0 + I\{D \in (L_1, L_2]\} \epsilon_2 - \epsilon_0 + \ldots + I\{D \in (L_n, L_{\max}]\} \epsilon_{n+1} - \epsilon_0
\]

(8)

Similar to the case of a single binary program, impact of the program at \( d = L \in (L_i, L_{i+1}] \) can be identified under the conditional independence assumption.

**Assumption 2:** Conditional independence between the potential outcomes and treatment levels:

\[
Y_{i0}, Y_{i1} \perp I\{d \in (L_i, L_{i+1}]\}X \quad \forall i, j
\]

(A.2)

Then, impact of the treatment at the interval \( (L_i, L_{i+1}] \) can be estimated either by parametric methods, e.g., running an OLS regression on equation (8) with dummy variables \( d_i \) indicating \( I\{d \in (L_i, L_{i+1}]\} \), or by non-parametric methods, e.g., the matching method by matching those who receive the treatment of level \( (L_i, L_{i+1}] \) with those who do not receive the treatment (i.e. \( d = 0 \)).

In reality, there can be a problem in estimating the program impact in the region of no data on the program treatment. To infer the program impact to the region of no treatment level, we can assume a functional form of the expected program impact.
conditional on $X$ and $d$. Recall that $ATE(X)$ and $ATT(X)$ at a given treatment level $d = L \in (L_i, L_{i+1}]$ using a partition of $n$ intervals are:

$$ATE_{(X,d)}(L_i, L_{i+1}, \ldots , L_n) = ATT_{(X,d,\ldots , \alpha , \beta )}(\alpha_{i+1} - \alpha_0) + X(\beta_{i+1} - \beta_0) .$$

(9)

The conditional parameters depend on $X$, $d$, and the number of partitioned intervals that is indicated by $n$. Thus we can write:

$$ATE_{(X,d,n)} = ATT_{(X,d,n)} = f_n(X,d) ,$$

(10)

where $f_n()$ are real functions defined on domain of $X$ and $d$. $f_n(X,d)$ has an important property that $f_n(X,d = 0) = 0$, i.e. the impact of the program equals to 0 when there is no treatment. Substitute $f_n(X,d)$ into equation (8), we have:

$$Y = \alpha_0 + \beta_0 X + f_n(X,d) + \epsilon$$

(11)

where:

$$\epsilon = [\epsilon_0 + I\{d \in (L_{\min}, L_1]\} (\epsilon_1 - \epsilon_0) + I\{d \in (L_1, L_2]\} (\epsilon_2 - \epsilon_0) + \ldots + I\{d \in (L_n, L_{\max}]\} (\epsilon_{n+1} - \epsilon_0)]$$

If assumption (A.2) holds for any interval of the treatment, $\epsilon$ has the traditional property that $E(\epsilon | X, d) = 0$.

To define the average treatment effect at any arbitrarily small interval, let $n$ go to infinity, and the interval, $\{L_{\min}, L_{\max}\}$, is divided into infinite sub-intervals as a result. Further, we can assume that functions $f_n(X,d)$ converge to a function $f(X,d)$ as $n$ goes to infinity, i.e.:

$$f(X,d) = \lim_{n \to \infty} f_n(X,d).$$

(12)

Then, (11) becomes:

$$Y = \alpha_0 + X\beta_0 + f(X,d) + \epsilon.$$  

(13)

Once the functional form of $f(X,d)$ is specified, its parameters can be estimated by two ways. The first way is to run an OLS regression of $Y$ on $X$ and $D$ using a function of $Y$, e.g., as in (13). The second way is to estimate program impact for all the participants by the matching method, and then to run an OLS regression of these impact estimates on $X$ and $D$. The second method can be regarded as a semi-parametric method. Compared with the first approach, it is more robust in the sense it requires a functional form of $f(X,d)$, while the first approach requires functional forms of both $Y$ and $f(X,d)$.

---

Note that $I\{D \in [L_{\min}, L_1]\} + I\{D \in (L_1, L_2]\} + \ldots + I\{D \in (L_n, L_{\max}]\} = I\{D \in [L_{\min}, L_{\max}]\} = 1$. 
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We can also define the marginal treatment effect conditional on X and d as follows:

\[
MTE_{(X,d)} = \frac{\partial \text{ATE}_{(X,d)}}{\partial d} = \frac{\partial f(X,d)}{\partial d},
\]

which measures how the conditional average treatment effect changes as the treatment variable changes. In other words, MTE_{(X,d)} measures the additional amount of outcome that one can gain when receiving an additional treatment level.

4. Empirical Example

Vietnam receives a large amount of foreign remittances annually. The total foreign remittances were nearly 4 billion USD in 2006. Foreign remittances are expected to increase household consumption. To measure impact of foreign remittances, we use Vietnam Household Living Standard Survey in 2004. The survey is conducted by General Statistical Office of Vietnam with technical support of World Bank. The number of households covered by the survey is 9188.

If we estimate the impact by OLS regression, we can assume that outcome has the following functional form:

\[
Y = \alpha + \beta X + \gamma d + \delta d^2 + \epsilon,
\]

where Y is per capita expenditure or log of per capita expenditure, X are household characteristics, d is amount of foreign remittance received by households. The X variables includes dummy regional variables (Vietnam is divided into geographic regions), urban/rural, age and occupation of household heads, and other variables of household composition and education.\(^6\)

To estimate MTE or the impact distribution of the program by matching, we can implement two steps as follows. In the first step, we estimate impact for every household by a matching method. In this example, we perform matching based on the propensity score which is defined as the probability of receiving foreign remittances (regardless of remittance amount). The propensity scores can be estimated by logit or probit models. Then for each household who receives remittances, we calculate the difference in her observed outcome and the weighted average outcome of her matched households.

\(^6\) Readers can contact the author for detailed description of variables and estimation results.
In the second step, we can use parametric regressions to estimate MTE. The main problem is to specify a functional form of \( f(X, d) \). In this example, to compare this semi-parametric method with OLS regression we suppose that \( f(X, d) \) has a form similar to (15), i.e.:

\[
f(X, d) = \gamma d + \theta d^2,
\]

Hence:

\[
MTE = \gamma + 2\theta d
\]

We can estimate \( \gamma \) and \( \theta \) by running OLS regression of estimated impact on \( d \) and \( d^2 \) for remittance-receiving households.

Table 1 presents estimates of \( \gamma \) and \( \theta \) using OLS regression and the so-called semi-parametric approach in which the propensity score matching is used to estimate program impact for remittance-receiving households in the first step. It shows that the two methods give rather close estimates. However, the semi-parametric method produces higher standard errors compared with the OLS regression.

Table 1: Impact of foreign remittances on per capita expenditure

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Explanatory variables</th>
<th>Dependent (outcome) variables</th>
<th>Mean</th>
<th>Std. Err.</th>
<th>Mean</th>
<th>Std. Err.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Log of per capita expenditure</td>
<td></td>
<td></td>
<td>Per capita expenditure</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OLS regression</td>
<td>Remittances</td>
<td>0.000018</td>
<td>0.000001</td>
<td>0.138280</td>
<td>0.016050</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remittances squared</td>
<td>-7.15E-11</td>
<td>6.32E-12</td>
<td>-4.54E-07</td>
<td>1.37E-07</td>
<td></td>
</tr>
<tr>
<td>Matching with 1 nearest neighbor in the first step</td>
<td>Remittances</td>
<td>0.000016</td>
<td>0.000003</td>
<td>0.126540</td>
<td>0.029646</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remittances squared</td>
<td>-6.54E-11</td>
<td>3.02E-11</td>
<td>-4.46E-07</td>
<td>3.21E-07</td>
<td></td>
</tr>
<tr>
<td>Matching with 3 nearest neighbors in the first step</td>
<td>Remittances</td>
<td>0.000013</td>
<td>0.000002</td>
<td>0.117577</td>
<td>0.026430</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remittances squared</td>
<td>-5.09E-11</td>
<td>2.25E-11</td>
<td>-3.90E-07</td>
<td>2.91E-07</td>
<td></td>
</tr>
<tr>
<td>Kernel matching with bandwidth of 0.05 in the first step</td>
<td>Remittances</td>
<td>0.000011</td>
<td>0.000002</td>
<td>0.129772</td>
<td>0.022332</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Remittances squared</td>
<td>-4.26E-11</td>
<td>1.61E-11</td>
<td>-4.55E-07</td>
<td>3.07E-07</td>
<td></td>
</tr>
</tbody>
</table>

Note: Both per capita expenditure and remittances are measured in thousand VND.

“E-x” means “multiplied by 10\(^{-x}\), e.g. \(-7.15E-11 = \frac{7.15}{10^{11}}\).

The number of observations is 9188. Ratio of households receiving foreign remittance is 6.1%.

Standard errors for matching estimates are calculated using bootstrap with 500 replications.

Source: Author’s estimation

We can use nonparametric regression of estimated impact on the program variables. For example, Figure 1 graphs estimated impacts of remittance on per capita expenditure.
Finally, it should be noted that the matching method in the first step can allow for the estimation of the treatment effect at any interval of the treatment as long as the number of the treatment observations in that interval is large enough to get the reliable estimation.

5. Conclusions

In fact, a program can be continuous. People can receive different levels of treatment from a program. In this case, program impact can be identified under the conditional independence assumption and estimated by the matching methods. In addition to ATT and ATE, MTE can be defined, which measures the additional impact that people can gain when receiving an additional program level. These parameters can be estimated by a semi-parametric approach with two steps. In the first step, the treatment effect at different values of the conditioning and program variables is estimated by the matching method. In the second step, the distribution of program impact and MTE can be estimated non-parametrically or parametrically using the program impact estimates from the first step. Compared with OLS regression, it is more robust in the sense that it
requires a functional form of program impact, while OLS regression requires functional forms of both outcome and program impact.
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