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Abstract

In this study long run relationship between agricultural research and TFP (total factor productivity) is estimated by using Cointegration technique for 1970-2005. The results of the long run relationship between TFP and agricultural research indicate that agricultural research has a significant and positive impact on TFP. The estimated coefficient of research is 0.571 and it is significant at 1 percent level of significance. Granger-causality tests show a bidirectional relationship between research and productivity. The estimate of marginal internal rate of return (MIRR) to research is found to be 73 percent, indicating that Punjab agricultural research system remained productive.
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1. Introduction

Despite of decreasing share of agriculture towards GDP form 53.2 percent in 1949-50 to 21.8 percent in 2008-09, agriculture sector is still the dominant sector of the economy with profound impact on rural economy. Its forward and backward linkages particularly with the industrial sector, gives it central place as a useful tool for the economic development of Pakistan.

In face of increasing population growth especially in developing countries, limited possibilities of further extension of cultivated land (Chang and Zepeda, 2001), increasing resource degradation (Murgai et al. 2000) and wide gap between potential and national average yield (Government of Punjab, 2007), productivity growth takes an important place to face the challenges of the future to combat against food insecurity.

Productivity enhancement issue has been focused for every country of the world so as to increase the agricultural supply. Pakistan has obtained an average annual growth of 4 percent since the last four decades. The growth was attributed to technological progress along with investment in agricultural related physical infrastructure and
agricultural research and extension (Ali, 2005). During Green Revolution, most of the countries in Asia experienced the pivotal role of technological change in enhancing agricultural productivity. Among all types of agricultural expenditures, agricultural research and development is the most important in increasing agricultural productivity and ensuring food security (Evenson and Rosegrant, 1993; Byerlee, 1994).

Various studies in the empirical literature has explored the relationship between public investment and agricultural productivity by employing different methodologies. Most among those studies focused on investment on agriculture research, agriculture extension and combined effect of research and extension [for example, Chavas and Cox (1992), Fernandez-Cornejo and Shumway (1997), Evenson et al.(1999), Makki et al.(1999), Schimmelpfenning et al. (2000), Fan (2000), Hall and Scobie (2006), Jin et al. (2001), Ahearn et al. (2002), Fan et al. (2002,2004), Fan and Rao, (2003), Thirtle et al. (2004), Jongeneel and Ge (2005), Ananth et al. (2006), Mullen, (2007)]. In case of Pakistan few attempts have been made to determine the relationship between agricultural research and agricultural output / TFP [for exemple, Khan and Akbari (1986); Nagy (1991); Evenson and Bloom (1991); Rosegrant and Evenson (1993); Ali (2005)] with the conclusion that agriculture research has a positive and significant impact on agriculture productivity and yields high rate of return. As most of these studies have used time series data, however, most time series are trended overtime and regression between trended series may produce significant, but spurious results (Granger and Newbold, 1974). This casts doubts on the validity of these previous results. Moreover, none of the studies has done analysis at Punjab province level. The present study been planned to fill this gap by estimating the effect of investment in agricultural research and extension on Punjab’s agricultural productivity. The paper is organized as follows: Section 2 presents the empirical framework, Section 3 discusses the empirical results, while Section 4 concludes.

2. Empirical Framework

2.1: Data and Variable Specification

The data on agriculture research and extension consist of both development and non-development expenditures. Data on development expenditures were collected form the various issues of Annual Development Plan and non development data from annual
budget copies. The data were collected for the period ranging from 1970-2005. It is worth mentioning that data on both investment variables (agriculture research and agriculture extension) were collected on the basis of actual utilization rather than budget allocation because while data collection we observed a considerable difference between budget allocation and actual utilization. Govereh et al. (2006) has also pointed out this difference. The data on agricultural total factor productivity (TFP) were taken for Nadeem et al. (2010).

The data on research and extension were deflated with GDP deflator to convert into real terms. The series of GDP deflator is only available at country level. Therefore, relay has to be made on the GDP deflator because of non availability of GDP deflator data at the Provincial level. Moreover, it is more convincing because the province of Punjab has the largest share in the GDP of Pakistan.\(^1\) All data series were transformed into logarithmic form.

### 2.2: Conceptual Model

In the context of Pakistan the relationship between productivity and investment in agriculture research can be specified as:

\[
TFP_t = A \prod_{i=0}^{t} RES_t^{\alpha_{t-1-i}} \varepsilon
\]

where

- \(TFP_t\) is Total Factor Productivity of the Punjab’s agriculture sector in time \(t\).
- \(RES_t\) is the real agricultural research and extension expenditures;\(^2\)
- \(\alpha_{t-1-i}\) are the partial productivity coefficients of research investment in period \(t-1\)
- \(\varepsilon\) is the error term.

### 2.3: Estimation Procedure

#### 2.3.1: Unit root, Johansen’s Cointegration and Granger Causality Analysis

\(^1\) See (Government of the Punjab, 2007).

\(^2\) We combine research and extension because they are strong complements whose separate contributions are not easily sorted out (Makki et al. 1999).
We begin by testing for the presence of unit roots in the individual time series of each model using the augmented Dickey-Fuller (ADF) test (Dickey and Fuller, 1981), both with and without a deterministic trend. The number of lags in the ADF-equation is chosen to ensure that serial correlation is absent using the Breusch-Godfrey statistic (Greene, 2000, p.541). The ADF equation is required to estimate the following by OLS.

\[ \Delta Y_t = \alpha_3 + \beta_3 t + (\phi_3 - 1)Y_{t-1} + \sum_{i=1}^{k} \theta_i \Delta Y_{t-i} + u_t \]  

(2)

Where \( Y_t \) is the series under investigation, \( t \) is a time trend\(^3\) and \( u_t \) are white noise residuals. We do not know how many lagged values of the dependent variable to include on the right-hand side of (2). There are several approaches but we use the Lagrange Multiplier (LM) test (Holden and Perman, 1994, p.62).

If two series are integrated of the same order, Johansen’s (1988) procedure can then be used to test for the long run relationship between them. The procedure is based on maximum likelihood estimation of the vector error correction model (VECM):

\[ \Delta z_t = \delta + \Gamma_1 \Delta z_{t-1} + \Gamma_2 \Delta z_{t-2} + \cdots + \Gamma_{p-1} \Delta z_{t-p} + \pi z_{t-p} + \Psi x_t + u_t \]  

(3)

where \( z_t \) is a vector of I(1) endogenous variables, \( \Delta z_t = z_t - z_{t-1} \), \( x_t \) is vector of I(0) exogenous variables, and \( \pi \) and \( \Gamma_i \) are \((n \times n)\) matrices of parameters with \( \Gamma_i = -(I - A_1 - A_2 - \cdots - A_i) \), \((i=1, \ldots, k-1)\), and \( \pi = I - \pi_1 - \pi_2 - \cdots - \pi_k \). This specification provides information about the short-run and long-run adjustments to the changes in \( z_t \) through the estimates of \( \hat{\Gamma}_i \) and \( \hat{\pi} \) respectively. The term \( \pi z_{t-k} \) provides information about the long-run equilibrium relationship between the variables in \( z_t \). Information about the number of cointegrating relationships among the variables in \( z_t \) is given by the rank of the \( \pi \)-matrix: if \( \pi \) is of reduced rank, the model is subject to a unit root; and if \( 0 < r < n \), where \( r \) is the rank of \( \pi \), \( \pi \) can be decomposed into two \((n \times r)\) matrices \( \alpha \) and \( \beta \), such that \( \pi = \alpha \beta' \) where \( \beta' z_t \) is stationary. Here, \( \alpha \) is the error correction term and measures the speed of adjustment in \( \Delta z_t \) and \( \beta \) contains \( r \) distinct cointegrating vectors, that is the cointegrating relationships

\(^3\)The rationale for having a trend variable in the model is that as most of the series are trended overtime. So it is important to test the series for unit root having a stochastic trend against the alternative of trend stationary.
between the non-stationary variables. Johansen (1988) uses the reduced rank regression procedure to estimate the \( \alpha \)- and \( \beta \)-matrices and the trace test statistic is used to test the null hypothesis of at most \( r \) cointegrating vectors against the alternative that it is greater than \( r \).

If cointegration is established, then Engle and Granger (1987) error correction specification can be used to test for Granger causality. If the series TFP and RES are both I (1) and cointegrated, then the ECM model is represented by the following equations.

\[
\Delta TFP = \alpha_0 + \sum_{i=1}^{n} \beta_i \Delta TFP_{t-i} + \sum_{i=1}^{n} \beta_j \Delta RES_{t-i} + \delta ECT_{t-i} + \mu_t \quad (4)
\]

\[
\Delta RES = \phi_0 + \sum_{i=1}^{n} \sigma_i \Delta RES_{t-i} + \sum_{i=1}^{n} \sigma_j \Delta TFP_{t-i} + \lambda ECT_{t-i} + \epsilon_t \quad (5)
\]

where \( \Delta \) is the difference operator, \( \mu_t \) and \( \epsilon_t \) are the white noise error terms, \( ECT_{t-i} \) is the error-correction term derived from the long-run cointegrating relationship, while \( n \) is the optimal lag length orders of the variables which are determined by using the general-to-specific modelling procedure (Hendry and Ericsson, 1991). Our null hypotheses are as follows. \( RES \) will Granger cause \( TFP \) if \( \beta_i \neq 0 \) in (4). Similarly, \( TFP \) will Granger cause \( RES \) if \( \sigma_j \neq 0 \) in (5). There will be bidirectional causality if \( \beta_j \neq 0 \) and \( \sigma_j \neq 0 \). To implement the Granger-causality test, \( F \)-statistics are calculated under the null hypothesis that in Eqs. (4) and (5) all the coefficients of \( \beta_j, \sigma_j = 0 \).

### 2.3.2: Measurement of Internal Rate of Return

In order to determine the rate of return associated with research investment, standard methodology widely used in the literature e.g. (Nagy, 1991; Fernadez-Cornejo and Shumway, 1997; and Evenson et al., 1999) is employed. Marginal internal rate of return can be estimated from the elasticities calculated from the model given in equation (1).

\[
\eta_i = \frac{\partial \log TFP_i}{\partial \log RES_{t-i}} = \frac{\partial TFP_i / RES_{t-i}}{\partial TFP_i / TFP_i} \quad (6)
\]

After rearranging the above equation, it can be written as

\[
\frac{\partial TFP_i}{\partial RES_{t-i}} = \eta_i \cdot \frac{TFP_i}{RES_{t-i}} \quad (7)
\]

Replacing \( \frac{TFP_i}{RES_{t-i}} \) by the means of these variables and using discrete approximations leads to:
\[
\frac{\Delta TFP_{i}}{\Delta RES_{i-j}} = \eta_i \left( \frac{\overline{TFP}}{\overline{RES}_{i-j}} \right) 
\] (8)

Productivity change can be converted into a change in the value of output when both sides of the above equation is multiplied by the average increase in the net value of output (\(Y\)) caused by a one index point increase in productivity.

\[
\frac{\Delta TFP_{i}}{\Delta RES_{i-j}} \cdot \frac{\Delta Y_i}{\Delta TFP_i} \cdot dTFP_i = \eta_i \left( \frac{\overline{TFP}}{\overline{RES}_{i-j}} \right) \cdot \frac{\Delta Y_i}{\Delta TFP_i} \cdot dTFP_i 
\] (9)

From this the value marginal product of research in period (t-i) can be written as:

\[
VMP_{i-t} = \frac{\Delta Y_i}{\Delta RES_{i-j}} = \eta_i \left( \frac{\overline{TFP}}{\overline{RES}_{i-j}} \right) \cdot \frac{\Delta Y_i}{\Delta TFP_i} 
\] (10)

With the value of output \(\frac{\Delta Y_i}{\Delta TFP_i}\) and \(\left( \frac{\overline{TFP}}{\overline{RES}_{i-j}} \right)\) that have been calculated as averages, \(\eta_i\) varies over the lag period providing a series of marginal value products resulting from a unit change in research expenditures. The marginal internal rate of return can be estimated from these annual flows of value benefits from a unit change in research investment with the following fallow formula:

\[
\sum_{i}^{n} \left[ \frac{VMP_{i-t}}{\left( 1 + r \right)^i} \right] - 1 = 0 
\] (11)

3. Empirical Results

3.1: Unit root, Cointegration and Granger-Causality results

Table 1 presents the results of unit root analysis, which reveals that both the variables i.e., TFP and agricultural research are non stationary at one percent level of significance, both in non trended and trended models, as in both the models calculated value for the variables is less than the critical value. Therefore, we can not reject the null hypothesis of unit root. However, their first difference is stationary at one percent level of significance. The results suggest that both the variables are integrated of degree one.

<table>
<thead>
<tr>
<th>Table: 1 Results of the Unite Root Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variables</td>
</tr>
<tr>
<td>LTFP</td>
</tr>
</tbody>
</table>
Next we proceed with the multivariate Cointegration tests. Applying the AIC criterion, we estimate the "best" lag length of the underlying vector auto regression (VAR) of Punjab agricultural productivity and research investment to be eight years. Although longer lags have been found for research investment and productivity impact in Pakistan, our results for the optimal lag compare well with the results obtained for other countries. The shorter lag length estimated for Punjab may be related to the nature of agriculture sector and the age of agricultural research system in Pakistan. Shorter lag may be appropriate due to following reasons. Firstly, Pakistan’s and especially Punjab research system is very young as compared to advanced countries. Also prior to 1960 research investment and research capacity were very limited and hence there was very small impact on today’s production, if any. Secondly, mostly all agricultural related research is adaptive in Pakistan (Khan and Akbari, 1986), as evident from the experience of Green Revolution. Shorter lag length for other countries have also been estimated e.g. Bouchet et al. (1989), Pray and Ahmed (1991) and Fernandez-Cornejo and Shumway (1997) have calculated five, seven and seven years lag length for France, Bangladesh and Mexico respectively.

Table 2: Cointegration with restricted intercepts and no trends in the VAR

Cointegration LR Test Based on Maximal Eigenvalue of the Stochastic Matrix

<table>
<thead>
<tr>
<th>List of variables included in the cointegrating vector:</th>
<th>LTFPT</th>
<th>LRE</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null Alternative Statistic 95% Critical Value 90% Critical Value</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r = 0 r = 1</td>
<td>19.8388</td>
<td>15.8700</td>
<td>13.8100</td>
</tr>
<tr>
<td>r&lt;= 1 r = 2</td>
<td>5.3156</td>
<td>9.1600</td>
<td>7.5300</td>
</tr>
</tbody>
</table>
Table 3: Cointegration with restricted intercepts and no trends in the VAR

Cointegration LR Test Based on Trace of the Stochastic Matrix

<table>
<thead>
<tr>
<th>List of variables included in the cointegrating vector:</th>
<th>LTFPT</th>
<th>LRE</th>
<th>Intercept</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>Alternative</td>
<td>Statistic</td>
<td>95% Critical Value</td>
</tr>
<tr>
<td>r = 0</td>
<td>r &gt;= 1</td>
<td>25.1544</td>
<td>20.1800</td>
</tr>
<tr>
<td>r &lt;= 1</td>
<td>r = 2</td>
<td>5.3156</td>
<td>9.1600</td>
</tr>
</tbody>
</table>

The second step in the Johansen procedure is to test for the presence and number of cointegrating vectors among the series in the model. The results are presented in Table 2 and 3. The Johansen results in Tabel 2 based on maximum eigenvalue statistics imply that the model has one cointegrating vector (i.e., a unique long-run equilibrium relationship exists) because we reject the Ho: r=0 at 5 percent level of significance. Similarly, the results shown in Table 3 based on Trace test also indicate the presence of one cointegrating vector having rejected Ho:r=0 at 5 percent level of significance. Johansen’s method also provides the equation for the unique long-run relationship between Punjab agricultural productivity and research spending. The estimated long-run, cointegrating relation (L reflects logarithmic form, standard errors in parentheses) is as follows:

\[ \text{LTFP} = 1.29 \times 0.571 \times \text{LRES} \]

\[ (0.347) \ (0.053) \]

The average long-run elasticity of Punjab agricultural productivity to research investment is 0.571. That is, in the long run, a 1% rise in research investment would increase total factor productivity by 0.571%.

Pair-wise Granger-causality tests are conducted between agricultural research and TFP where the variables are in logarithmic form. To test causality from RES to TFP, F=5.11 [p-value: 0.003]; and to test causality from TFP to RES, F=2.77 [0.04]. We
conclude therefore that there is bidirectional causality from RES to TFP i.e., agricultural research has a positive and significant impact on agricultural TFP. Conversely, TFP does also significantly contribute towards agricultural research.

3.2: Estimation of Marginal Internal Rate of Return

The marginal internal rate of return to research is estimated from productivity elasticities. The estimated rate of returns is at 73 percent, which is high in relation to what can be earned on alternative investments. This high rate of return is a strong indicator of underinvestment in research and extension for Punjab’s agriculture.

The finding of this study is comparable to the study of (Ali, 2005; Evenson and Bloom, 1991) who estimated IRR 88 percent for investment on research and extension and agricultural research respectively. The results also conform to the study of Fernandez-Cornejo and Shumway (1997) who’s calculated IRR 64 percent.

4. Conclusions and Policy Implications

By employing Cointegration analysis, we conclude a unique long-run relationship between total factor productivity and agricultural research and extension investment. A 1 percent increase in research and extension expenditures increases TFP by 0.571 percent in the long run. Granger-causality tests show that there is bidirectional relationship between agricultural research and agricultural productivity. The estimated marginal rate of return to agricultural research and extension in Punjab over the 1970-2005 is about 73 percent. High rate of MIRR suggests that agricultural research and extension has been underinvested in Punjab province. This fact has also been stated in the report of Government of Pakistan (1988) and other studies conducted at Pakistan level like Ali (2005) and Evenson and Bloom (1991). Low crop yield per hectare in Punjab and Pakistan for the major crops as compared to other countries with similar conditions and the yield levels on experiment stations (Government of Punjab, 2007), implies continuing high return to research and extension investments in Punjab and Pakistan. To get benefits from these potential gains, the research and extension institutions would have to play their role for the sustainable development of agriculture sector. On the other hand
Government would have to ensure adequate financial resources to these institutions so that they could work under constrained free environment.

Besides that due to huge investment in this sector, private sector should also be encouraged to invest in agricultural research by eliminating all types of constraints e.g. legal, administrative and bureaucratic in this regard. Moreover, having long run impact of research on TFP, the study suggests that investment in research and development must be on consistent basis so as to save from future shocks/decrease in aggregate productivity.
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