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Abstracts
This paper investigates the causal relationships between volatility in Saudi stock market and banks credit for equity investments. Our finding indicate there is a bi-directional feedback effects between the stock price volatility and banks credit loans. In other words, volatility in private credit for equity investments influence volatility in stock price and vice versa. A policy implication of such result is that regulating private credit loans in banking sector could reduce the upnormal swings in Saudi Stock prices.
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1-Introduction:
One powerful theme of the occasional upnormal swings in Saudi stock market has been an attempt at blaming a small group of manipulators as being primarily responsible for the events in the market. One way to justify such a characterization is the case of illiquid security initially trading among powerful manipulative traders, despite the lack of willingness of other investors to purchase the security. The manipulative cartel actively trades such an illiquid stock among them, to a point where naïve (or uninformed) investors feel the stock is liquid and valuable. This tempts the naive investors to step in (withdraw on their credit account) and buy the share. At this point the manipulative cartel has made profits, because the misguided investor has been persuaded to part with his money at a falsely elevated price. Based on
such an argument, the pattern of information flows between volatility of Saudi stock market and banks credit for equity investors can be investigated through volatility and causality analysis. The transmission mechanism between private credit for equity investment and stock price volatility in an inefficient stock market can be viewed as follows. Information inadequacy on the part of the majority of market participants spurs price movements at the whims of a few powerful market manipulators. When price changes are controlled by a few manipulators, price changes influence changes in banks credit rather than the reverse. Put succinctly, information on stock price changes feedback on private credit for equity investments. Such phenomena of self-fulfilling expectations can give rise to so-called rational bubbles (systematic digression of asset price from its fundamental value) (Blanchard and Watson, 1982). A large number of investors reacting similarly to new information may create an overreaction in the aggregate, and thus creating herd behavior (Bikhchandani and Sharma, 2000).

Despite the lack of empirical research on the issue of causality between stock markets volatility and private credits for traders in GCC stock markets, this paper is motivated by the growing literature on the relationship of conditional variance across financial markets. A two step procedure proposed by Cheung and Ng (1996) is employed to characterize the pattern of information flows based on mean and variance causal relationships.
An advantage of the Cheung and Ng method is that it allows for conditional mean and variance dynamics in the testing procedure, beside the observation that, its' asymptotic behavior does not depend on the normality assumption, which is violated by the data included in this paper.

The relationship between banks credit and stock markets volatility in GCC countries in general worth special attention, since the beginning of 2006, most GCC markets, albeit Saudi market, have embarked on structural reforms aimed at sophistication of trading systems and transparency improvement by adopting new regulatory policy framework, trading rules, reporting, surveillance, settlements and clearance systems. All these efforts came in conjunction with the newly adopted agreement requiring GCC member states equal treatment of all GCC nationals in all investment activities, including stock ownership and establishment of new business and allowing free mobility of capital and labor of GCC nationals in member countries. The new agreement also calls for harmonization of all investment-related laws and regulations among GCC countries.

The article is divided into four sections. Section two, deals with basic data analysis; Section three demonstrates GARCH effects; Section four investigates mean-variance causality. The final section concludes the study.
2- Data Analysis:

The data used in this research includes monthly data on Saudi stock price index and banks' private loans for investment in securities, during the sample period from January 2000 to September 2008 (105 observations). The stock price series obtained from Arab Monetary Fund Data base, whereas data on private loans for securities obtained from monthly statistical reports published by Saudi Monetary Agency (SAMA). Table (1), presents some descriptive statistics for the two data series. All skewness and kurtosis coefficients are significantly different from those of a normal distribution. Correlation coefficient values for five lags indicate stock price index and private loans are extremely persistent. The unit root tests of Augmented Dickey-Fuller (ADF) and Phillip-Perron (PP) tests verify that the two variables are better modeled as an integrated series. The lag length parameter of ADF is determined using the Akaike information criteria (AIC). Results based on the levels of both variables are non-stationary, while their first differences are stationary. To investigate if there is a long term association linking the stock price index with the private credit loans we employed linear cointegration approach. Table(2) reports both the maximum eigen value and trace statistics and confirm there is only one cointegrating relationship between private credit loans and stock price index series, revealing a significant evidence of long-term association between the two variables.
### Table (1): Summary Statistics

<table>
<thead>
<tr>
<th></th>
<th>Levels C</th>
<th>Levels P</th>
<th>First Difference C</th>
<th>First Difference P</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>9.14</td>
<td>5.25</td>
<td>0.43</td>
<td>0.28</td>
</tr>
<tr>
<td>Std. deviation</td>
<td>0.20</td>
<td>0.55</td>
<td>0.87</td>
<td>0.054</td>
</tr>
<tr>
<td>skewness</td>
<td>-1.44</td>
<td>-0.46</td>
<td>-1.66</td>
<td>0.07</td>
</tr>
<tr>
<td>kurtosis</td>
<td>9.71</td>
<td>0.37</td>
<td>9.97</td>
<td>0.62</td>
</tr>
<tr>
<td>ACF:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r(1)</td>
<td>0.88</td>
<td>0.94</td>
<td>-0.04</td>
<td>0.20</td>
</tr>
<tr>
<td>r(2)</td>
<td>0.77</td>
<td>0.87</td>
<td>-0.008</td>
<td>0.16</td>
</tr>
<tr>
<td>r(3)</td>
<td>0.67</td>
<td>0.81</td>
<td>-0.03</td>
<td>0.14</td>
</tr>
<tr>
<td>r(4)</td>
<td>0.57</td>
<td>0.74</td>
<td>0.05</td>
<td>0.24</td>
</tr>
<tr>
<td>r(5)</td>
<td>0.48</td>
<td>0.68</td>
<td>-0.09</td>
<td>0.12</td>
</tr>
<tr>
<td>Unit roots:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADF test</td>
<td>1.57</td>
<td>5.23</td>
<td>12.47*</td>
<td>10.94*</td>
</tr>
<tr>
<td>PP test</td>
<td>1.67</td>
<td>8.78*</td>
<td>36.54*</td>
<td>31.25*</td>
</tr>
</tbody>
</table>

Note: Jarque-Bera test results for levels of credit and price series are respectively 244 and 2.5, whereas for the first differences are 263.8 for the credit and 0.73 for price index. *Significant at 5% significant level.
### Table (2): Cointegration

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th>Critical Values (5%)</th>
<th></th>
<th>Critical Values (5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_0$</td>
<td>$H_1$</td>
<td>$L_{\text{max}}$</td>
<td>$L_{\text{trace}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r = 0$</td>
<td>$r = 1$</td>
<td>31.4</td>
<td>14.16*</td>
<td>34.2</td>
<td>17.18*</td>
</tr>
<tr>
<td>$r \leq 1$</td>
<td>$r = 2$</td>
<td>2.8</td>
<td>8.1</td>
<td>2.8</td>
<td>8.1</td>
</tr>
</tbody>
</table>

Critical values obtained from Johansen and Juselius (1990), table A2
*Statistics significant at the 5% level.

### 3-GARCH Effects:

Before discussing causal relationship between stock price changes and private loans for security investments, we present some formal evidence of conditional heteroskedasticity in the data. Generalized Autoregressive Conditional Heteroskedasticity (GARCH) process is used to model the heteroskedasticity process in the data.

Given a time series \{y(t)\}, \(t=1,2,\ldots,N\), a non-augmented GARCH process is shown as:

\[
\Delta c_t = a_0 + \sum_{i=1}^{k_1} a_i \Delta c_{t-i} + e_{1t}, \quad (1)
\]

\[
\Delta p_t = b_0 + \sum_{i=1}^{k_2} b_i \Delta p_{t-i} + e_{2t}, \quad (2)
\]

where, \(e_{1t-1} \sim N(0,h_t)\)

and,

\[
h_t = \beta_0 + \sum_{i=1}^{k_3} \beta_i e_{1t-1}^2 + \sum_{i=1}^{k_4} \alpha_i h_{t-i}, \quad (3)
\]
To assess the degree of influence of each variable on the other variable, it is also useful to employ the augmented GARCH process:

$$\Delta c_t = \alpha_0 + \sum_{i=1}^{k_1} \alpha_i \Delta c_{t-i} + \sum_{i=0}^{k_2} \alpha_i \Delta p_{t-i} + \lambda_1 E_{t-1} + \epsilon_t$$  \hspace{1cm} (4)

where $e_{t,i} \sim N(0, h_{1,t})$

$$h_{1,t} = \beta_0 \sum_{i=1}^{k_1} \beta_i e_{1,t-i}^2 + \sum_{i=1}^{k_2} \delta_i h_{1,t-i} + \epsilon_{1,t}$$

and,

$$\Delta p_t = \alpha_0 + \sum_{i=1}^{k_1} \alpha_i \Delta p_{t-i} + \sum_{i=0}^{k_2} \alpha_i \Delta c_{t-i} + \lambda_2 E_{t-1} + \epsilon_{2,t}$$  \hspace{1cm} (5)

where, $e_{2,t,i} \sim N(0, h_{2,t})$

$$h_{2,t} = \beta_0 \sum_{i=1}^{k_1} \beta_i e_{2,t-i}^2 + \sum_{i=1}^{k_2} \delta_i h_{2,t-i} + \epsilon_{2,t}$$

Where $h_t$ is the conditional variance of the residuals.

The error terms in equations (1) and (2), describe the conditional mean dynamics, as depicted by the GARCH process postulated in equation (3), with conditional variance, $h_t$, where $k_i$ are lag parameters. Tables (3) and (4), include result of non-augmented and augmented GARCH models results. Both models indicate no evidence of Granger causality effects. Information criteria and diagnostic statistics are used to select the model specification. The Lagrange multiplier test results in both tables, confirm that data on stock price exhibit significant conditional heteroskedasticity, whereas the data on private loans do not show the heteroskedasticity condition.

Given the evidence of GARCH effects on stock price data, study of causality between stock price index, and private loans requires taking into account the GARCH effect when considering the dynamics of residuals in equation (5). It has been pointed-out (Engle, 1982) that
presence of conditional hetsoskedasticity may render inefficient the conventional Granger’s (1982) causality test. Existence of GARCH effect justifies use of causality test proposed by Cheung and Ng (1996).

**Table (3): GARCH Model**

<table>
<thead>
<tr>
<th></th>
<th>Credit</th>
<th>P-values</th>
<th>Price</th>
<th>P-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.004</td>
<td>0.52</td>
<td>0.02</td>
<td>0.00*</td>
</tr>
<tr>
<td>$a_1$</td>
<td>-0.04</td>
<td>0.34</td>
<td>0.19</td>
<td>0.12</td>
</tr>
<tr>
<td>$a_2$</td>
<td>-0.01</td>
<td>0.93</td>
<td>0.15</td>
<td>0.08</td>
</tr>
<tr>
<td>$b_1$</td>
<td>-0.28</td>
<td>0.05*</td>
<td>0.04</td>
<td>0.50</td>
</tr>
<tr>
<td>$b_2$</td>
<td>0.53</td>
<td>0.00*</td>
<td>0.08</td>
<td>0.16</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.08</td>
<td>0.95</td>
<td>-0.10</td>
<td>0.59</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.007</td>
<td>0.56</td>
<td>0.00</td>
<td>0.33</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-0.04</td>
<td>0.00*</td>
<td>0.14</td>
<td>0.36</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.00</td>
<td>1.00</td>
<td>-0.67</td>
<td>0.41</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.00</td>
<td>1.00</td>
<td>0.03</td>
<td>0.95</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>69.6</td>
<td>104.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM test</td>
<td>0.48</td>
<td>37.62*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*significant at 5% significance level.
Table (4): Augmented GARCH Model

<table>
<thead>
<tr>
<th></th>
<th>Credit</th>
<th>P-values</th>
<th>Price</th>
<th>P-values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_0$</td>
<td>0.29</td>
<td>0.31</td>
<td>-0.17</td>
<td>0.00*</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.02</td>
<td>0.83</td>
<td>0.09</td>
<td>0.41</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-0.07</td>
<td>0.43</td>
<td>-0.01</td>
<td>0.95</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>0.13</td>
<td>0.86</td>
<td>-0.04</td>
<td>0.80</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.00</td>
<td>0.03*</td>
<td>0.00</td>
<td>0.20</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>-0.04</td>
<td>0.17</td>
<td>0.24</td>
<td>0.02*</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>1.52</td>
<td>0.00*</td>
<td>-0.46</td>
<td>0.17</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>-0.51</td>
<td>0.03*</td>
<td>0.38</td>
<td>0.12</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>-0.03</td>
<td>0.31</td>
<td>0.04</td>
<td>0.00*</td>
</tr>
<tr>
<td>Log-likelihood</td>
<td>83.03</td>
<td>110.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM test</td>
<td>0.30</td>
<td>37.57*</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*significant at 5% significance level.

4: Mean and Variance Causality Test:

More recently, Cheung and Ng (1996) developed a new procedure of causality in mean and variance, which test for causal relationships in the mean and in the variance, using standardized residuals and their squares estimated from GARCH models. Cheung and Ng (1996), approach based on cross correlation results of standardized residuals from equations (4) and (5). The standardized residuals defined as
Causality in mean is tested using cross-correlation coefficients between standardized residuals, whereas causality in variance is tested using the squares of standardized residuals. It should be noted that, there is no evidence of causality in mean (variance) when all cross correlation coefficients calculated from (squares of) standardized residuals, at all possible leads and lags, are not significantly different from zero. A causal relationship is indicated by significant cross-correlation values. Cross-correlations between squared standardized residuals can be defined by,

\[ v_u = \frac{\hat{e}_{1u}}{\sqrt{h_{1u}}} \]  \hspace{1cm} (6a) \\
\[ v_{2u} = \frac{\hat{e}_{2u}}{\sqrt{h_{2u}}} \]  \hspace{1cm} (6b) \\

Where hats indicate estimates. The sample cross-correlation at lag \( k \) is,

\[ r_{v_1v_2}(k) = \frac{d_{v_1v_2}(k)}{\sqrt{d_{v_1v_1}(0)d_{v_2v_2}(0)}} \]  \hspace{1cm} (7) \\

Where, \( d_{v_1v_2}(k) \) is the sample cross-covariance,

\[ d_{v_1v_2}(k) = \begin{cases} 
  (1/N) \sum_{i=1}^{N} (v_{1i} - \bar{v}_1)(v_{2i} - \bar{v}_2) & \text{if } k \geq 0 \\
  (1/N) \sum_{i=1}^{N} (v_{1i} - \bar{v}_1)(v_{2(i-k)} - \bar{v}_2) & \text{if } k < 0 
\end{cases} \]

With \( N \) denotes sample size, \( \bar{v}_i \), (i=1,2) are the sample means.

Denominator in equation (7) defined as:

\[ d_{xx}(0) = (1/N) \sum_{i=1}^{N} (x_i - \bar{x})^2 \text{, where } x = v_1, v_2 \]
Cheung and Ng (1996) suggest testing the null-hypothesis that no causal relationships, using the statistic:

\[ z = N \sum_{k=1}^{K} r_{v1v2}^2 (k) \],

which has an asymptotic chi-square with k degrees of freedom (k denotes for lag parameters). The reverse hypothesis that \( c_t \) does not cause \( p_t \) in variance can be tested analogously summing the squared cross-correlations \( r_{v1v2}^2 (k) \) from \( k = -K \) to \(-1\).

Hong (2001) suggest weighting the cross-correlations to obtain more powerful tests as follows:

\[
H = \frac{N \sum_{t=1}^{N-1} w^2(k, K) r_{v1v2}^2 (k) - m(w)}{\sqrt{2n(w)}} \sim N(0,1)
\]  

(8)

Where \( w(k, K) \) is a weight function, for which we adopt the Bartlett kernel in this paper,

\[
w(k, K) = \begin{cases} 
1 - \frac{|k/(K+1)|}{1} & \text{if } k/(K+1) \leq 1 \\
0 & \text{otherwise}
\end{cases}
\]

And

\[
m(w) = \sum_{t=1}^{N-1} (1 - k/N) w^2(k, K)
\]

\[
n(w) = \sum_{t=1}^{N-1} (1 - k/N)(1 - (k+1)/N) w^4(k, K)
\]

Are approximately the mean and variance, respectively, of

\[
N \sum_{t=1}^{N-1} w^2(k/K) r_{v1v2}^2 (k)
\]
Table(5): Cross-correlation analysis for the levels and squares of standardized results of residuals for GARCH model.

<table>
<thead>
<tr>
<th>Lag k</th>
<th>H₀: pₖ does not cause cₖ</th>
<th>Lag k</th>
<th>H₀: cₖ does not cause pₖ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>levels</td>
<td>squares</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-0.05</td>
<td>-0.92*</td>
<td>-5</td>
</tr>
<tr>
<td>2</td>
<td>-0.07*</td>
<td>-0.07*</td>
<td>-4</td>
</tr>
<tr>
<td>3</td>
<td>0.10*</td>
<td>-0.33*</td>
<td>-3</td>
</tr>
<tr>
<td>4</td>
<td>0.15*</td>
<td>-0.30*</td>
<td>-2</td>
</tr>
<tr>
<td>5</td>
<td>-0.08*</td>
<td>-0.24*</td>
<td>-1</td>
</tr>
</tbody>
</table>

Note: K is the number of lag periods (months). A lead is given by a negative lag. Cross-correlations are calculated from the standardized residuals and their squares obtained from the equations (4) and (5).

*Significant at 5% significance level.

Compared with Granger causality test results reported in table (4), cross-correlation statistics in table (5), reveal a more complex and dynamic causation pattern. For instance, while there is no significant causation between the two sets of data in Granger causality test, there is evidence of bi-directional causation in variance. These results show that a proper account of conditional heteroskedasticity can have significant implication for the study of volatility spillovers.

5- Concluding Remarks

This paper investigates, the causal relationships between volatility in Saudi stock market and banks credit for equity investments.

The Cheung and Ng (1996) approach is utilized to test for causality in both the mean and the variance. The finding in this research indicate
that there is a bi-directional feedback effects of volatility between stock price series and private loans. Volatility in private credit for equity investments influence volatility in stock price index and vice versa. Also indicated in the paper, there is a strong long term association between the two sets of variables. Results in tables (3) and (4) show incremental information does not come only from lagged changes in private credits and stock price data, it also derives from the lagged error terms.

A policy implication of this study is that regulating private credit loans in banking sector expected to have significant impact on volatility stabilization in Saudi Stock market.

The quality of the data used in this research could be improved, and thereby more robust results could be concluded, if daily data series about the two sets of data is used instead of monthly data series.
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