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Time series occur in many fields of biology, physics, chemistry, engineering. Much work
has been recently performed in statistical physics using specific mathematical tech-
niques on various time series pertaining to so-called nonlinear phenomena. Several
methods, beyond the Fourier transform, are presented here. To distinguish between
noise and deterministic content is the major challenge. Various phenomena are used for
illustration. Some emphasis on findings and still questions will be drawn from problems
in finance due to the existence (or not) of long-, medium-, short-range (power-law or
not) correlations in such economic systems. The Fourier transform, the Hurst rescaled
range, the instantaneous detrended fluctuations, the moving averages, and the Zipf-plots
analysis methods will be recalled. They raise questions about fractional Brownian mo-
tion properties, or in sorting out correlation ranges and predictability. Among spec-
tacular results, the possibility of crash predictions will be indicated when there is an
underlying discrete scale invariance. Other time series for meteorology and electronics
phenomena are also presented in order to discuss stratus cloud breaking and dielectric
breakdown through avalanches for illustration purpose and to indicate that there are
other widely open fields of possible investigations.

Key words:

1. Introduction

It is hereby intended to review, as I did in the oral contribution, in a rather practical way,
and within a useful framework, numerical investigations on time series, with some em-
phasis on financial applications and materials science phenomena. Emphasis will be on
outlining findings reported in easily available previous publications. No attempt is made
at providing an extensive review of the literature. Moreover not all practical time series
analysis techniques will be covered, the more so since excellent talks were given by H.
Kantz, and several other techniques are likely reviewed in his contribution to the school
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proceedings. More specifically the following section II is divided into several subsec-
tions entitled (i) Fourier transform, (ii) Hurst exponent, (iii) discrete scale invariance,
(iv) detrended fluctuation analysis, (v) moving average technique, (vi) Zipf method.
Section III is pertinent to financial time series and contains two subsections, pointing to
(1) the unusual log-periodic time series near some financial crashes, (2) the powerful in-
stantaneous detrended fluctuation analysis method. In section IV, practical subjects in
meteorology and electronics are mentioned without introducing any new technique, but
in view of illustrations and in order to indicate that there are other widely open fields of
possible investigations, with the recalled techniques. There are many others of interest,
like i-variability diagram, the multifractal and the wavelet techniques, - they are not dis-
cussed nor even presented here. A few reference books can be recalled [1-5], but many
others are also found to be excellent ones.

As a preliminary statement let it be recalled that error bar sizes are not often mentioned
in modern physics papers, but let authors be encouraged to make appropriate statistical
tests in order to convince readers of the confidence with which their numerical results
are obtained or displayed. In contrast to economy, where statistical analysis has over-
shadowed a true or critical examination of hypotheses, thus of models, statistics is often
lacking in physics reports because experimental evidence or apparent similarities are
often accepted as valid arguments in proving a thesis. This should be improved, or re-
vived, in future physics work, in order to convince in a more acceptable way. We agree,
in physics, that error bars are to be taken as merely indicative of departure from truth.
However when physicists intend to introduce physics models and theoretical ideas into
other fields they should abide by the others rules and admit statistical evidence as an ar-
gument. That is one way to do better science, and numerics often impresses. Again sev-
eral books on statistical tests can be usefully mentioned, but there are many other good
ones than those given here [6-7].

In many cases, that I describe or have treated, even though not all analyzed data tech-
niques and results have been checked with respect to standard physical signals (like
fractional Brownian motion, white noise, etc.) most results when published were
thought to be sufficiently in agreement with what should be thereby expected, and that
is enough! Nevertheless I emphasize that it is necessary to warn against mistreatment of
data. One can sometimes obtain quite varied mean values, large error bars or even unre-
liable parameters. One has to wonder why, and whether it makes sense. It is however
extremely difficult to give general rules about how to be satisfied, without relying on
abstract statistical inferences, with extracted data/parameter values from nonlinear fit
techniques. However, it seems that at this time there is no strict need to request extreme
precision from the techniques, because the intuition has still to play a great role in mar-
ginal fields of science.

Practical or physics model aspects are not intended here. In particular, safety factors on
(financial investment) strategies have to be used when going beyond an estimated risk
or a physical conclusion about underlying phenomena. Models can be more easily sug-
gested in order to explain findings related to meteorology or electronics features. In-
deed, Ising-like [8], percolation-like [9], sand pile-like [10] models are an invaluable
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source of analogies and can be used as standard for explaining results and suggesting
predictions.

IL. Introduction to Time Series Analysis

In order to obtain universal laws in dynamic stochastic systems one has to distinguish
true noise from chaotic behavior, and sort out causality [11] and coherent sequences
from random ones [12-14] in experimentally obtained signals. The stochastic aspects are
not only found in the statistical distribution of underlying frequencies characterizing the
Fourier transform of the signal, but also in the amplitude fluctuation distribution and
high moments or correlation functions. Remember that amplitude, frequency and phases
are the oldest physical characterizations of a time dependent signal. All developments
and models should take care of the distributions and relationships between these quanti-
ties [14,15].

II.A) Fourier Transform

For non periodic signals, the Fourier transform (FT) [16] has been introduced in order to
sort out the distribution of frequencies of interest, i.e. the density of modes, either con-
taining bands, isolated frequencies or both. This distribution can indicate the type of
persistence of a phenomenon. The density of modes might be also examined to find
whether the frequencies are distributed in a geometrical progression, rather than fol-
lowing an ordinary/usual arithmetic progression, i.e. whether the phenomena might be
log-periodical, like in earthquakes or stock market crashes. The Fourier technique is of-
ten used nowadays through the Fast Fourier Transform (FFT) method. Yet one should
warn the reader about frequent mishandling of the technique.

As a practical example, consider the evolution of IBM share price from Jan. 1, 1990 to
Dec. 31, 2000 (Fig.1) A FFT of this signal is shown in Fig.2. Often, in the scaling hy-
pothesis framework [17] one considers that a (FT) spectrum should look like a power
law with an exponent 3. One says that the power spectrum is self-affine. Notice the poor
fit to a power law of the IBM spectrum. A smoothing the spectrum via integration over
appropriate choice of the bin sizes can reduce the error bars, but this can lead to drastic
changes of the power law exponent.

Notice that one should not always consider that measurements are taken at equal time
intervals, and be aware that this introduces spurious frequencies. For financial time se-
ries, there are e.g. holidays and weekends. Quotations of share price or stock market in-
dices are given at various ticking times, not always regularly, depending on the orders
which are given.

The fractal dimension [18-22] D is often used to characterize the apparent roughness of
a signal. Several methods are used for measuring D, like the box counting method,
which is not quite efficient; many others are found in the literature as seen in Refs. [19-
22]. For topologically one dimensional systems, the fractal dimension D is related to the
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Fig. 1: (top) Evolution of IBM daily closing value signal between Jan 01, 1990 and
Dec 31, 2000, with a moving averages, M, © =100 days; (bottom) volume of transac-

tions with moving average over 100 days.
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Fig. 2: Fast Fourier Transform of IBM signal (Fig. 1) on a log-log plot. The non
smoothed spectrum and a smoothed one (through a running sum over bins with equal
sizes in log scale) are shown to give different best fits to a power law.
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exponent 3 by B = 5-2D. A Brownian motion is characterized by D = 3/2, and a white
noise by D= 2.0 [20,21]. The FT of financial and other not so classical science signals
often lead to large error bars, as in Fig.2; observe that a non smoothen spectrum seems
to give a best fit with a slope (1.96) but a log bin size smoothening gives 1.62, in differ-
ent ranges. Thus a FT is not the best way to measure D, nor to obtain a scaling range.
The coherence and roughness aspect of a signal are masked in this one-shot analysis.
Only the persistence behavior is touched upon [15]. Nevertheless the FT technique
should be used as the very first step of any signal analysis in order to observe what peri-
ods or frequencies exist in a signal, and also what are the missing ones, - in other words
whether there are cycles. If so, folding of signals in the appropriate interval may help in
further analysis. This is very relevant when a detrended analysis has to be attempted
next.

I1.B) Hurst Exponent

Hurst developed the rescale range analysis, a statistical method to analyze long records
of natural phenomena [23,24]. The range R is the difference between the minimum and
maximum of accumulated values (or of the cumulative sum of X(t,t)) of the phenome-
non at each discrete time t value over a time span T; the standard deviation S is esti-
mated as usual from the observed values X;(t). Practically, one should be listing the dif-
ferences between the observed value at a discrete time t over an interval with a size Olon
which the mean (not the linear trend) has been taken. The upper yy and lower y,, values
in that interval define the range R = yy; - y,,. This means that for a (discrete) self-affine
signal y(t), the neighborhood of a particular point on the signal can be rescaled by a
factor A using the roughness (or Hurst) exponent Hu, thereby defining a new signal A
y(At). For the exponent value Hu, the frequency dependence of the signal so obtained
should be undistinguishable from the original one, i.e. y(t).

Hurst found that the ratio R/S is described for a large number of natural phenomena by
an empirical relation such that R/S behaves like a power law of T with an exponent, ...
Hu. The Hurst exponent Hu for statistically independent processes with finite variances,
i.e. in the absence of long-run statistical dependencies, should give Hu = 0.5.

The relation between the Hurst exponent and the fractal dimension is simply D=2-Hu
for univariate series. That means that for statistically independent fractional Brownian
movement, with D=1.5, the Hurst exponent should be Hu=0.5, as said before. A Hurst
exponent of 0.5<Hu<1 corresponds to a profile-like curve showing persistent behavior.
Persistence means that if the curve has been increasing for a given time step, it is ex-
pected to continue for the next time step. A Hurst exponent of 0<Hu<0.5 indicates anti-
persistent behavior. After a decrease, an increase is expected. An antipersistent behavior
has a rather high fractal dimension (1.5<D<2), corresponding to an apparently very ugly
(in my opinion) profile, to a “curve” which fills up the plane.
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I1.C) Discrete Scale Invariance

A system with discrete scale invariance (DSI) is one for which a partial breaking of the
scaling symmetry, is reflected in the existence of a hierarchy of characteristic scales IO,
I0L, 1012, ..., where 1 is a preferred scaling ratio and I0 a microscopic cut-off. Signatures
of discrete scale invariance have recently been found in a variety of systems ranging
from rupture, earthquakes, and financial market crashes to growth phenomena and
“animals” in percolation science [25]. DSI is a quite general feature, albeit subtle phe-
nomenon. Indeed, the practical problem in uncovering an underlying discrete scale in-
variance is that standard ensemble averaging procedures destroy it as if it was pure
noise. This is due to the fact, that while 1 only depends on the underlying physics, 10 on
the contrary is realization-dependent.

The evolution of a y(t) signal with a DSI can be in fact taken as a power law with a
complex exponent m + i @.

y=A+ B(t" ~! ] |:1 + Ccos(a)ln(t" ~! J+ (p:| for t<t, (1)
tL' t('

here t. is some sort of crash-time or rupture point, while A, B, m, C, ® and ¢ are free pa-
rameters. A useful approximation is when m = 0, such that

y=A+B ln(t‘ ! ) |:1 + Ccos(wln(t‘ ! )+ (p:| for t<t, 2
1, r,

Thus y(t) can diverge at t=t., if the exponent m is positive (or remains at a finite value
otherwise) but with an extra contribution which is periodic like. The period of these os-
cillations become shorter as one approaches the rupture point at t= t.. This law is similar
to that of critical points at so-called second order phase transitions [17], and generalizes
the scaleless situation [25]. This relationship was already proposed in order to fit ex-
perimental measurements of sound wave rate emissions prior to the rupture of heteroge-
neous composite stressed up to failure [26]. The same type of complex power law be-
havior has been observed as a precursor of the Kobe earthquake in Japan [27]. Such log-
periodic corrections have been recently reported in biased diffusion on random lattices
[28]. As a consequence, the phenomenon could be viewed as taking place on a discrete
fractal system.

A schematic representation of such a system is a Cayley tree as studied by Amaral and
coworkers can be found in [29]. Another representative of a Cayley tree leading to a
discrete fractal representation, i.e. a Sierpinski Gasket, can be found in [30], where the
Oct. 97 financial crash has been discussed (see also Sect. III).
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I1.D) Detrended Fluctuation Analysis

The Detrended Fluctuation Analysis (DFA) technique [31] consists in dividing a time
series or random one-variable sequence y(t) of length N into N/m equal size nonover-
lapping boxes. The variable t is discrete, evolves by a single unit at each time step be-
tween t=1 and t=N. No data point is supposed to be missing. In other words, when ap-
plied to financial data, breaks due to holidays and weekends are disregarded. Neverthe-
less, the 7T units are said to be days in the following, a week has often ... 5 days, and a
year about ... 250 days. Thus let each box contain T points and N/t be an integer. The lo-
cal trend in each T-size box is assumed to be linear, i.e. it is taken as z(t)=a t + b. In
each T-size box one next calculates the root mean square deviation between y(t) and z(t).
The detrended fluctuation function F(t) is then calculated following

5 1 (k+1)T 5 N
Fm== Y po-0f k=01 .[>-1 3)
T t=kT+1 T

Averaging F’(t) over all N/ box sizes centered on time T gives the fluctuations
<F(1)> as a function of 7. The calculation is repeated for all possible different values of
T. A power law behavior is expected as

«F@)* ="

An exponent o = 1/2 in a certain range of Olvalues implies the existence of long-range
correlations in that time interval as in the fractional Brownian motion [21]. Such corre-
lations are said to be “persistent” or “antipersistent” when they correspond to o >1/2
and o <1/2 respectively. E.g. the case of the IBM signal (Fig. 1), a DFA leads to a fine
straight line fit log T = 5 and log T = 100, i.e. for an interval of time between 4 days and
100 days (Fig. 3). This interval is called the scaling range. Outside the scaling range the
error bars are larger due to so called finite size effects, and/or the lack of numerous data
points. Notice that the IBM signal is rather Brownian motion like.

IL.E) Moving Average Analysis

Consider a time series y(t) given at N discrete times t, and ask the question whether
there is a trend in the signal. This is answered by looking at the so-called moving aver-
age [32]. The series (or signal) moving average M, (t) over a time interval T is defined
as

t+7-1
MT(l‘)zl Z y(i-1) t=1+1,...,N )
T =
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Fig. 3: Linearly Detrended Fluctuation Analysis function of IBM signal (Fig.1) on a

log-log plot. The Brownian motion behavior corresponds to a slope 1/2 on this type of

plot. The best linear fit seems to give a slope = 0.49+0.01 between 4 and 100 days.

i.e. the average of y(t) over the last T data points. For simplicity we suppose that the
ticking times are equally spaced. One can easily show that if the signal y(t) increases
(decreases) with time, M; (t) <y(t) (M, (t) >y(t)). Thus, a moving average captures the
trend of the signal over a given time interval T. The IBM daily closing value price signal
between Jan. 01, 1990 and Dec. 31, 2000 is shown in Fig. 1 (top figure) together with
the 1=100 day moving average taken from Yahoo [33]. The bottom band in Fig.1 shows
the daily volume given in millions. Sometimes the volume of transactions can also be
analyzed in terms of a moving average. Due to the large number involved, one often
takes the log of the volume before making a moving average. Be aware that this is a non
linear transformation of the primary data. One can also sometimes use a log transforma-
tion for the financial data themselves, before making moving averages, in particular
when looking for financial returns).

There can be as many moving averages as T intervals. Thus the need for specifying such
values at first. The shorter the T interval the more sensitive the moving average. How-
ever, a too short moving average may give false messages about the long time trend of
the signal.

Other features of the trends are the intersections between two moving averages M;, and
M., which are usually due to drastic changes in the trend of y(t). Consider two moving
averages of y(t) signal with T, < 1,. If y(t) increases for a long period of time before de-
creasing rapidly, M;; will cross M, from above. This event is called a “death cross” in
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empirical finance [34] In contrast, when My, crosses M, from below, the crossing point
coincide with an upsurge of the signal y(t). This event is called a “gold cross” [34].

It has been of interest to us to study the density p of crossing points between two mov-
ing averages as a function of the size difference of the T’s defining the moving averages
[35,36]. It was unexpectedly found that such a density obeys a simple law,

p=—laza-ant

2

As observed on Fig. 4 for At and 1, = 100 days. Notice that the above law generalizes to
fractional Brownian motion that found in Feller [6] from usual Brownian motion. The
above law has not yet been derived theoretically for fractional Brownian motion. The
numerical results for the IBM signal are shown in Fig. 4. Based on this finding, a new
and efficient approach has been suggested in [35] in order to estimate an exponent that
characterizes the roughness of a signal ... the Hu exponent Following that line of inves-
tigation the case of the IBM roughness exponent can be deduced from Fig. 3, for the
time interval considered here above.
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Fig. 4: The density p of crossing points between two moving averages as a function of
the relative difference At with fixed t,=100 days.
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IL.F) Zipf Analysis

In order to study in a pedestrian way various complex signals or “texts” [37], and econ-
omy (size of sales and firms) data [38] one relies also over the so-called Zipf-plot analy-
sis [37]. This technique was originally introduced in the context of natural languages
and is performed by calculating the frequency of occurrence f of each word in a given
text. By sorting out the words according to their frequency, a rank r can be assigned to
each word, with r=1 for the most frequent one. For natural languages, one observes a
power law

f~rt

with an exponent { close to one for any language. The occurrence of this power law has
been suggested [37] to be due to the hierarchical structure of the text as well as the pres-
ence of long range correlations (sentences, and logical structures therein). Therefore it
is of interest, just like a FT to make a Zipf plot from the start of a stochastic signal
analysis. The case of the IBM signal is shown in Fig. 5. One recognizes easily that there
is some relationship between a Zipf plot and an integrated distribution function of a
signal fluctuations under very specific conditions.
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Fig. 5: Zipf plot of IBM signal (Fig.1) for different length of the “words” with
£ 4=0.13%0.01 for m=4 (crosses) and § 5= 0.17+0.01 for m=>5 (circles).
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A simple extension of the Zipf analysis is to consider words strictly made of m charac-
ters without considering the white spaces. In the latter case, a power law in f* is ob-
served in correlated sequences. A conjecture

¢ = [2Hu-1]|

has been proposed [39,40] that Hu is the so-called Hurst exponent measuring the long-
range correlations lying in a signal. Such an analysis has been e.g. applied to correlated
systems like DNA sequences [41].

A random walk can be easily translated into a sequence made of two characters ‘u’ and
‘d’ representing the up and down fluctuations respectively. For a true random walk, the
exponent { is expected to be zero, i.e. the Zipf plot is horizontal since all patterns of
length m should appear with the same probability. However, the situation is different for
biased random sequences, as in financial markets [43,44].

In view of this, more elaborated signal transformations can be considered [43,44] like
replacing respectively small up, large up, small down and large down fluctuations by
e.g. ‘w, ‘a’, ‘d’, ‘b’ characters. The text (or signal) can be analyzed according to the
number of characters k in the alphabet and the length m of letters in a “ word ”. The {
exponent is thus generalized and so depends on k and m. We have also found that it can
apparently depend on normalization rules for the frequencies. A good question not fully
answered is the role of the signal trend(s) in the resulting value of {(k,m).

III. Financial Aspects Applications

From the above two peculiarities should draw some reader attention. On one hand the
distribution of frequencies in a signal might not be a simple law. In fact it was pointed
out that the signal can be log-periodic, if there is some underlying DSI. This has been
usefully taken into account to analyze big financial crashes (Sect. III.A). On the other
hand, the non-stationarity of signals, i.e. the time dependence of the characteristic pa-
rameters (D, B, Hu, ...) as a function of time should be envisaged here also such peculi-
arity can be turned into some advantage in e.g. devising an investment strategy, see
Sect. III.B.

II1.A) Financial Crashes

Much has already been written about big financial crashes, and our purpose is surely not
to review the necessarily controversial statements made about such drastic events, in the
physics literature. We only point out that there is some similarity between 1929, 1987,
1997 and other crashes. All of these contain a log-periodic ingredients in the signal,
whatever the index which has been examined, DJIA, S&P500, Nikkei, DAX, ... To
make things short, we have used the simplified law written here above in which we as-
sume that the financial crash occurs after some euphoria time described by a divergent

11
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log behavior of whatever index. Thus six parameters are involved into describing the in-
dex evolution, starting from Eq. (2).

It should be stressed that the numerical parameter values in Eq.(1) are not robust against
small data perturbations. A nonlinear seven parameter fit is hardly stable indeed from a
numerical point of view. E.g., removing the contribution of the oscillations in Eq.(1),
i.e. setting C=0 thereby reducing the number of free parameters to that in Eq.(2) leads to
an exponent m=0.7 quite large. In fact, various values of m were reported to be ranging
from 0.53 to 0.06 for various indices and crashes; the sign of m is not even well as-
serted. The optimum test we used consisted in separating the most diverging term from
the others and next searching for the correction to the classical scaling law. The tech-
nique in order to find tc and the crash amplitude consisted thus into two distinct prob-
lems: (i) a fit to the divergence, and (ii) a fit to the oscillating signal. A search was made
for the best common solution in particular involving t..... and that occurred [45,46]! Our
analysis suggested as early as August 1997 that a crash or a rupture point was highly
probable between the end of October and mid-November 1997.

Moreover for both investigated time period cases, i.e. 80-87 and 90-97, it was found that
the value of A seems to be almost a constant [47] corresponding to ® ca. 6. Thus a set
log-periodic oscillations seems realistically probable with a simple parameter. An analy-
sis along similar lines of thought, emphasizing a no-divergence at t. was discussed for
the Nikkei [48,49] and NASDAQ April 2000 crash [50].

It has been emphasized elsewhere that the parameter A is a hint toward the most relevant
connectivity of the market, i.e. a measure of the number of main speculators/actors [51],
- by analogy with avalanches of sandpiles built on fractal lattices. Other authors find a ®
value ca. 8-12 [52]. Other considerations on imprints of log-periodic self-similarity in
the stock market can be found in the references quoted here above and in [53-56] as
well.

II1.B) DFA-based Strategy

The DFA method can be used to probe instantaneous variations of the nature of correla-
tions. In order to do so one has to first find whether a scaling law holds and in what
range, then take a box of the size equal to the upper scaling range and repeat the analysis
moving the box along the data. larger error bars do occur, due to the a priori restricted
finite size of the data, but an alpha evolution can then be done. The variations in (do/dt)
could be related to economic events [57] following political events and some panic
storm spreading over financial markets.

For example, in the case of the IBM data hereby illustrated, we have constructed a so-
called observation box (a time window) of 2 year width placed at the beginning of the
data, and calculated o for the data contained in that box. Then, we have moved this box
by 1 point (1 day) toward the right along the financial sequence and again calculated o
Iterating this procedure for the Fig.1 sequence, one can obtain an "instantaneous meas-
urement” of the degree of long-range correlations. The results are shown in Figure 6, as
the o-curve is smoothedl through 40 days moving average. The o exponent value obvi-

12
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Fig. 6: Time dependence of the characteristic (Hurst) exponent following the DFA
method for the IBM signal corresponding to data in Fig. 1.

ously varies with the date but is mostly near 1/2. However, both around spring 1995 and
spring 1999, the exponent o has a sharp minimum below the o =1/2 value. The second
event is the most dramatic one. This is similar to what is also observed along DNA se-
quences where the a-exponent drops below 1/2 in so-called non-coding regions [31].
Interestingly this analysis can be used for inventing an investment strategy. Indeed if the
value of the exponent o is greater than 1/2, it can be expected that the measurement is
in a so-called region of persistent fluctuations, and conversely if o is smaller than 1/2,
the measurement day is in a so-called non-persistent fluctuation region. In other words,
there is an expectation to have the IBM share price within an antipersistent or persistent
sequence. In order to predict the (shortest range) next (up or down) fluctuation we
should know whether the measurement day fluctuation has been up or down. A two by
two matrix can be constructed in order to build an investment rule. For example we de-
cide to take for granted as an investment rule that when o is greater than 1/2 we buy the
IBM if the previous fluctuation was down. As a rule we have taken an arbitrary error bar
(3.0%) on the value of oo = 1/2 in order to reduce Brownian noise in the vicinity of that
value. If o is in the “no-confidence interval” [0.47,0.53], we remain inactive, neither
buy nor sell IBM.

In so doing one can display Fig. 7 the capital gain over the time interval which is con-
sidered. Notice that the strategy can only be implemented after the first day of the win-
dow size, i.e. here starting on Jan 01, 1992. We have assumed that there is no transac-
tion fee. The gain data is normalized to a value of 1 at the starting date. The results are
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Fig. 7: Theoretical gain for a strategy based on the time dependence of the characteris-
tic (Hurst) exponent time dependence (see text) following the DFA method for the IBM
signal displayed in Fig.1

rather remarkable at the beginning of the investment period, though get worse thereafter.
No need to say that ta real strategy should be more elaborate, for example combining it
with conclusions drawn from the moving average analysis discussed here above. See
[58-60] for other applications.

IV. Practical Subjects: Breakdown through Avalanches

There are many applications of such analysis techniques to data arising from biology,
geology and geophysics, and understood within fractals and chaos frameworks. For the
latter subjects see [61]. In the case of ion transport through membranes, I indicated in
the lecture and shown recent results [62] to which only reference is made here. Rather I
emphasize two cases, discussed in the lectures but which show the versatility of the
DFA technique.

1V.A) Meteorology

Among cases in which catastrophes, like rupture, occur the liquid water content and
brightness temperature of stratus clouds [63,64] have been studied [65,66]. The data
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stems from microwave radiometer measurements. We chose a long set of data points, i.e
the period 14:00 UTC April 3 to 24:00 UTC April 5, 1998 for a Oklahoma cloud. A
rather sharp transition to clear sky occurred on April 5, 1998, around the 50-th hour.
Such a time evolution over a 58 h time period, consists of 10 381 data points [65]. The
infrared thermometer brightness temperature (BT) quantifies the cloud at the base as if it
is a black body planar object. It does not entirely describe the cloud inner dynamics, in
contrast to the liquid water path (LWP) which clearly contains information about the
bulk structure of the cloud. It could be argued that the LWP better captures the inner
dynamics of the transition from “solid” stratus cloud to “broken” cloud. Nevertheless
the cloud surface is typically better “seen” that the inner structure, whence the interest
of examining BT data.

To search for existence of correlated sequences we have followed the technique de-
scribed in Sect. III.B, i.e. constructed a so-called observation box (a window) of size w
placed at the beginning of the data; then calculate the DFA exponent for the data in that
finite size box and move the box by m minutes toward the right along the signal se-
quence. By iterating this procedure for the data sequence an instantaneous measurement
is obtained for the degree of local long-range correlations [57]. The results from this
DFA analysis [65] indicate two well defined regions of scaling with different values of
a. The first one corresponds to the first two days when thick stratus clouds existed. The
average value of the local scaling exponent over this period is o0 = 0.34+0.02 with a
sharp drop below o = 0.1 for the clear sky day (see precise values in [65,66]). These
values of \alpha are well defined for a scaling time (range) interval extending between 2
and 25 minutes for the various m and w combinations. For BT, similar values of o (ca.
0.3) are found as well. Note that these values can be interpreted as the H, parameter of
the multifractal analysis of LWP by Ivanova and Ackerman [67].

Also the value of o being close to 0.3, indicates a very large antipersistence, thus a set
of fluctuations tending to induce a greater stability of the system and greater antipersis-
tence of the prevailing meteorology, - in contrast to a persistence of the system fluctua-
tions which would drag the system out of equilibrium. This implies a specific dynamics
to be usefully inserted as ingredients of models. The very well defined increase to a
value ca. 0.5 is to be interpreted as the existence of a driving ingredient toward more
stochasticity and less predictability.

In summary, long-range power law correlations have been shown to occur in stratus
cloud system. The appearance of broken clouds and clear sky following a period of
thick stratus can thus be interpreted as a non equilibrium transition or a sort of fracture
process in more conventional physics. The existence of a crossover suggests [65] two
types of correlated events as in classical fracture processes.

1V.B) Electronics
Dielectric breakdown is recognized as a major reliability issue in VLSI (Very Large

Scale Integrated) circuits technology [68-72]. However, the mechanisms responsible for
breakdown of ultra-thin insulating layers are still not completely understood. Soft
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breakdown is a phenomenon observed during constant current or voltage stress of a
MOS (Metal Oxide Semiconductor) device with a nm gate oxide. Soft breakdown corre-
sponds to a large increase of the stress induced leakage current and to the occurrence of
fluctuations in the time dependence of the gate voltage VG or the gate current JG.

The gate voltage VG(t) after soft breakdown of MOS capacitors with a 2.4 nm SiO2
layer has been measured and reported in [73]. It was found that the VG(t) fluctuation
distributions are non-Gaussian, and can be described by a Lévy stable distribution. The
Lévy index U is found to increase logarithmically with the current density J. For low
current densities, the gate voltage VG(t) evolves erratically with frequent large drop and
burst excursions. For large current density, the Gaussian value 1 = 2 should be expected.
However, this regime was not observed since at high values of the current density a
complete (thermal) breakdown of the gate oxide occurs. The Lévy index was seen to be
non-universal and logarithmically increasing with J. When varying the sampling rate dt
(the time resolution) of VG(t), the results were found to be robust : the amplitude of the
fluctuations were only multiplied by a constant factor which depends on the sampling
rate. Indeed, an erratic signal like VG(t) should be confined in an envelope for which
the width grows as s~tHu, where Hu is the above Hurst exponent.

The long-range correlations in VG(t) were studied, and analyzed following the DFA
technique. The variance F(t) of the signal VG(t) around a local trend z(t) was calculated
as discussed in the previous sections. An exponent value Hu=0.25+0.04 was obtained
and found to be apparently independent of J. The power spectrum analysis (see Sect.
II.A) indicated that the voltage VG(t) is a “1/f*-noise” with B=3/2.

In previous reports [74,75], the relevance of the percolation framework [9] had been un-
derlined for describing the properties of such ultra-thin gate oxides after the occurrence
of soft breakdown, as if the process was of probabilistic/geometric nature. This ap-
proximation is removed when studying the dynamical properties like the time depend-
ence of the gate voltage as in [73]. Whence a conjecture was presented: the fluctuations
and long-range correlations in the gate voltage of ultra-thin gate oxides are most proba-
bly related to the trapping-detrapping of electrons in the electrical pathway formed be-
tween the electrodes of the capacitors at soft breakdown. When the current density is
relatively low, this pathway is a nearly fractal object, like a usual percolating cluster.
Therefore, the trapping/detrapping of electrical charges composing the backbone leads
to drastic fluctuations and are expected to belong to an non-Gaussian distribution. When
the current density is high, the percolating cluster is expected to better fill the available
space such that the backbone is quasi-equivalent to the overall percolating cluster. Thus,
the local detrapping/trapping of electrical charges does not affect drastically the back-
bone: a Gaussian behavior is expected.

The above physical interpretation in terms of trapping-detrapping phenomena can lead
to imagine new dynamic percolation models for describing the properties of ultra-thin
Si02 layers after soft breakdown and similar ones in mechanics of rupture, e.g. the role
of inclusions away from the crack tip. Within this perspective, self-organized critical
(SOC) models of pinning/depinning [76] are relevant candidates: they produce Vi
noise indeed.
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V. Conclusions

There are numerous methods of time series analysis of non linear dynamical systems.
We have recalled a few of them quite appropriate in order to search for correlation
ranges in fluctuations, and in order to characterize signals in a modern framework, like
that of fractals. Illustration of concepts have used for financial series like that of the
IBM share price. Moreover we have used the DFA method to search for scaling ranges
if any and the type of behavior of correlated fluctuation sequences, sometimes leading to
an investment strategy. We have also sorted out correlations and anticorrelations. Two
unusual cases have also been recalled, i.e. one pertaining to the meteorology field, the
other to material science. The results indicate a very complex behavior, but hint toward
better modeling. Time series are full of hidden wonders.
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