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Abstract

Using a recursive vector autoregression (VAR), this paper considers the relation between the U.S. real interest rate and the real oil price. Theoretically, as outlined in Hotelling (1931) and Working (1949), a lower real interest rate results in reduced production and increased storage, implying a higher oil price. The results presented here show that the robustness of this relationship depends crucially on how the real interest rate is calculated, and the time-frame of the sample. Consistent with earlier studies, the oil price falls with an innovation to the ex-ante U.S. real interest rate. However, this is not true if the real interest rate is calculated ex-post. In this case, the oil price only falls in response to an innovation in short-term U.S. real interest rates (three months or less). Additionally, the response of the oil price to longer-term ex-ante U.S. real interest rates must include the period through 2006 for this relationship to appear. The oil price consistently responds to innovations in short-term rates throughout the entire sample. We draw two conclusions from the results. The first is that the oil price is consistently responsive to short-term U.S. real interest rates, underlying the importance of storage. Second, oil prices have become more responsive to longer-term U.S. real interest rates. The reasons behind this change are unclear and require further study.
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1 Introduction

As summarized by Frankel (2006) and outlined in Hotelling (1931) and Working (1949), the real interest rate represents the opportunity cost of oil extraction and storage. A lower real interest rate results in reduced production and increased storage, and a higher real interest rate has the opposite impact. If these theories are correct, there should be an inverse relation between the oil price and real interest rate.\footnote{The simplest form of the Hotelling Rule says that the price of oil, also the value of oil in the ground, should grow at an exogenously given rate of return. If we take this as the real interest rate and it rises, the oil producer will increase current production to match the change. This increasing of production will lower the price, all else equal. Similarly, if the real interest rate rises, the opportunity cost of storage does so as well. This induces less storage, reducing the demand for oil and lowering the price, all else equal.} Tests of either relationship have been numerous (see e.g. Deaton and Laroque (1992) and Slade and Thille (2009)), but have focused solely on the behavior of the oil price and the peculiarities of either model.

This paper explicitly considers the response of the real oil price to movements in U.S. real interest rates. In doing so, it extends the results of other studies in several ways. Akram (2009) found that commodity prices generally, and oil prices in particular, increase with negative movements in U.S. real interest rates. He also showed that these real interest rate innovations account for a substantial portion of the forecast error variance in commodity prices. The results presented here show that both of these conclusions depend crucially on the calculation of the U.S. real interest rate and the term of the rate.\footnote{Ex-ante real interest rates are calculated by subtracting previously observed inflation over the previous $k$ months/years from the respective $k$ month/year nominal rate. Ex-post rates come from subtracting observed inflation over the following $k$ months/years from the $k$ month/year nominal rate. Short-term rates are those with a term of three months or less, and longer-term rates are those with a term greater than three months.} A positive innovation to the ex-ante real interest rate leads to a fall in real oil prices for both short and long-term rates. However, a positive innovation to ex-post rate leads to this fall only if the rate is short-term.

Frankel (2006) also finds an inverse relationship between the real interest rate and real oil price using linear bivariate regression models estimated by ordinary least squares (OLS), although this relationship does not seem to hold after the 1980s. Frankel and Rose (2009) are unable to confirm a statistically significant inverse relationship between the real oil price and real interest rate. Alquist et al. (2011) do not find a statistically significant relationship between the real interest rate and real oil price either. The results given here show that the real oil price responds inversely to movements in short-term rates consistently, however the response to longer-term rates varies over time. In particular, the sample must run through at least 2006 to generate the inverse response with longer-term rates.\footnote{For related studies see Anzunini et al. (2010), Arora and Tyers (2011), Arora (2011), Belke et al. (2010), Frankel (1986), and Reicher and Utlaut (2010).}

These results are generated within a recursive vector autoregressive (VAR) framework using both impulse responses and forecast error variance decompositions. In the simulations, the data have a monthly frequency, range from 1975M01-2011M06, and include OECD industrial production ($ip$), various measures of the U.S. real interest rate ($rint$), the effective U.S. real exchange rate ($rex$), and the real price of oil ($rpo$). The benchmark simulation uses the entire sample with an ex-ante one-year U.S. real interest rate. The ordering for this baseline simulation is: $ip$, $rint$, $rex$, and $rpo$. The impulse responses indicate that positive innovations in $rint$ lead to a statistically significant instantaneous fall in $rpo$. In contrast with Akram (2009), we find that $rint$ accounts for less than
five percent of the one-month ahead variance in the forecast error variance of \( rpo \). The magnitude of this impact also declines as the horizon becomes longer.

These results change dramatically if the ex-post U.S. real interest rate is used. In this case, increases in longer-term rates do not lead to a fall in the real oil price. The corresponding variance decomposition shows that the ex-post rate accounts for less than four percent of the forecast error variance in the first four months, but its importance increases over time. This changes again for shorter-term rates. In this case, positive innovations in the ex-post rate lead to a statistically significant fall in the real oil price. The quantitative impact is also much larger. The real interest rate now accounts for almost 33 percent of the forecast error variance over four months, and this rises to just over 46 percent by two years.

The length of the sample is then varied. Impulse responses show that the real oil price has responded inversely to innovations in shorter-term U.S. real interest rates since at least 1988. This indicates that the relationship between these variables has not changed substantially over time. The relationship between longer-term U.S. real interest rates and the real oil price has changed. The sample must run through at least 2006 for the real oil price to fall in response to an innovation in longer-term U.S. rates. Variance decomposition also shows that the fraction of the forecast error variance of the real oil price accounted for by longer-term U.S. rates begins to increase in 1999, and reaches two percent in 2006 when the relationship becomes statistically significant. We also show that the ordering changes the responses, but the results are robust to the frequency of the data, lag length, time trends, filtering, and additional explanatory variables.

We draw two conclusions from the results. The first is that the oil price is consistently responsive to short-term U.S. real interest rates, underlying the importance of storage for movements in the real oil price. see Hamilton (2009). This may have important implications for the impact of U.S. monetary policy on real oil prices as well (Krichen, 2006). It also supports the claims of Frankel (2006) and others that a lower federal funds rate can lead to higher oil prices. This assumes that a lower federal funds rate leads to a fall in the corresponding short-term rates, as is widely believed.4

Second, real oil prices have become more responsive to longer-term U.S. real interest rates after 2000. The mechanism for this change is not clear and requires further study. One possible explanation is that oil producers have started treating oil in the ground more like a conventional asset, as in the theory of Hotelling (1931). It seems plausible that below some threshold rate producers become more cognizant of the opportunity cost of investing in U.S. securities. In particular, the rise of sovereign wealth funds for major oil exporters may contribute to producers considering oil among their whole class of assets and making production decisions accordingly.5

An alternative explanation is based on portfolio reallocation and the increased financialization of commodity markets in general, and the oil market in particular (Tang and Xiong, 2009). Facing low (and falling) U.S. real interest rates, investors have moved out of other assets and into commodities, particularly oil futures. Ostensibly, the increased flows into the oil market have resulted in higher prices, thereby strengthening the inverse relationship.

---

4 We do not test directly for monetary impacts here due to the well-known issues with identification and ordering in our empirical framework, as shown by Cochrane (1994) and discussed in Anzumi et al. (2010).

5 This explanation is also consistent with the well-discussed global savings glut theory. Returns on assets with similar risk structures were relatively low during the post-2000 period, which may have made producers more sensitive to rates.
2 Empirical Model

A standard recursive VAR representation is used to generate the results, which are summarized using impulse responses and forecast error variance decompositions. The impulse responses are encapsulated by a mean-zero moving average representation of a general VAR process:

\[ \hat{y}_t = \sum_{j=0}^{\infty} B_j \hat{u}_{t-j} \]

where \( \hat{y}_t \) is an \( N \times 1 \) vector of variables, the \( B_j \) are \( N \times N \) matrices of coefficients, and the innovations \( (\hat{u}_t) \) are \( N \times 1 \) white noise processes with \( E(\hat{u}_t, \hat{u}_t') = S_u \). The coefficient matrices \( (B_j) \) encapsulate the responses of the variables to the respective innovations. Because \( S_u \) is not necessarily diagonal, the innovations may be correlated across equations in the same time period. As is well-known, this can make interpretation of impulse responses to innovations misleading, because co-movement with other variables is not taken into account.

An equivalent representation of the moving average process with orthogonal innovations can circumvent this issue. In this case the transformed innovations will be uncorrelated by construction, so that the variance-covariance matrix of the shocks is diagonal. The identity matrix is often chosen in this case, which amounts to finding an \( N \times N \) matrix \( G^{-1} \) such that:

\[ G^{-1} S_u G'^{-1} = I \]

where \( I \) is the \( N \times N \) identity matrix. The orthogonal innovations are \( \hat{\epsilon}_t = \hat{u}_t G^{-1} \), so that \( E(\hat{\epsilon}_t, \hat{\epsilon}_t') = G^{-1} E(\hat{u}_t, \hat{u}_t') G'^{-1} = I \). These innovations are uncorrelated across both time and equations. The moving average representation with orthogonal innovations can be rewritten as:

\[ \hat{y}_t = \sum_{j=0}^{\infty} A_j \hat{\epsilon}_{t-j} \]

where \( A_j = G^{-1} B_j \). The elements of the \( A_j \) are interpreted as the responses of the system to the orthogonal innovations \( j \) periods ahead, meaning they encapsulate the impulse responses of variables to orthogonal innovations in each variable. It remains to find the elements of \( G \), which can be any solution to \( GG' = S_u \). There are many such factorizations, but the most common is the Choleski factorization, where \( G \) is chosen to be lower triangular.\(^6\) There is a different Choleski factor for each different ordering of the variables, and the particular ordering used in the estimations is described below.

The h-step ahead forecast error variance decompositions (or simply variance decompositions) of the respective VARs are also used below to give a sense of how important each respective variable is in the forecast error. Given the recursively identified system above with orthogonal innovations,

\(^6\)Given a positive definite symmetric matrix \( S_u \), there is only one factorization into \( GG' \) such that \( G \) is lower triangular with positive elements on the diagonal, called the Choleski factorization.
we can define the error of the h-step ahead forecast as:

\[ \hat{y}_{t+h} - E_t \hat{y}_{t+h} = \sum_{i=0}^{h-1} B_i \hat{u}_{t+h-i} = \sum_{i=0}^{h-1} A_i \hat{\epsilon}_{t+h-i} \]  

(4)

where \( \hat{y}_{t+h} \) is the actual value \( h \) periods ahead, and \( E_t \hat{y}_{t+h} \) is the expected value at \( t \). From this equation we can extract the total variance in the h-step ahead forecast error of variable \( j \), as well as the variance in the error of variable \( j \) due to variable \( k \). The variance decompositions are reported as the fraction of the error variance in \( j \) due to \( k \), so that the sum over all \( k \) is one. Below \( h \) values of 1 month, 4 months, 1 year, and 2 years are used.

2.1 Data, Calculations, and Descriptive Statistics

The data range from 1975M01-2011M06, are at a monthly frequency, and come from a variety of sources. The variables include the OECD index of industrial production (\( ip \)), various measures of the U.S. real interest rate (\( rint \)), the U.S. effective real exchange rate (\( rex \)), and the real price of oil (\( rpo \)). Both the index of industrial production and the effective real exchange rate are taken directly from the OECD, and are available over the entire sample period. Industrial production is used because it can proxy for real GDP over multiple industrial countries, and is available monthly. The real effective exchange rate weights the U.S. real exchange rate by the importance of bilateral trade.\(^7\) This is included because it captures the fact that oil is priced in U.S. dollars, and so its relative price will impact oil supply and demand.

The real oil price series is constructed using composite refiner acquisition costs from the U.S. Energy Information Administration (EIA).\(^8\) This series is deflated by the U.S. Consumer Price Index (CPI) less energy, which is taken from the Federal Reserve Economic Data (FRED) database.\(^9\) The composite is available dating back to 1975, and also takes into consideration any spread between different types of crude oil. The prices are in December 2005 dollars.

The real interest rate can be approximated by subtracting the expected inflation rate from a nominal interest rate.\(^10\) The specific value of the real interest rate depends on the nominal interest rate and method of calculating the inflation expectation. The ex-ante real interest rate is calculated by subtracting the inflation rate observed over the previous x months/years from a nominal interest rate with a term of x months/years. For example, the ex-ante one year real interest rate in January 2010 is obtained by subtracting the inflation rate from January 2009-January 2010 from the yield on the one-year U.S. Treasury Bill at constant maturity in January 2010. The ex-post real interest rate is calculated by subtracting the inflation rate observed over the following x months/years from a nominal interest rate with a term of x months/years. In the example above, the ex-post one-year real interest rate in January 2010 is obtained by subtracting the inflation rate from January 2010-January 2011 from the yield on the one-year U.S. Treasury Bill at constant maturity in January 2010. A final method used below is to subtract actual inflation expectations in each period from the respective nominal rate.

\(^7\)See [http://stats.oecd.org/Index.aspx](http://stats.oecd.org/Index.aspx) for more information.
\(^8\)The EIA prices are from [http://www.eia.gov/petroleum/data.cfm](http://www.eia.gov/petroleum/data.cfm)
\(^9\)See [http://research.stlouisfed.org/fred2/categories/22](http://research.stlouisfed.org/fred2/categories/22) for more information.
\(^10\)This is based on the Fisher relation, \( 1 + r = \frac{1 + R}{1 + i} \) where \( r \) is the real interest rate, \( R \) the nominal interest rate, and \( i \) the inflation rate. This can be approximated as \( r \approx R - i \), which is used for calculation above.
The inflation rate is calculated using the U.S. CPI for all urban consumers. The different nominal interest rates used include the one-month Eurodollar deposit rate and the yield on the one-year U.S. Treasury Bill at constant maturity.\textsuperscript{11} Each of these data series come from FRED. One estimate of annual inflation expectations is taken directly from the Federal Reserve Bank of Cleveland and is available monthly beginning in 1982.\textsuperscript{12} The other inflation expectation is the median expected price change over the next twelve months from the University of Michigan’s Survey of Consumers, which is available monthly from 1978 via FRED.

Below we interpret the one-month real interest rates as short-term, and the one-year real interest rates as long-term. We further assume that oil producers will be more responsive to the long-term rates, and those who store oil to short-term rates. This is because the available data show that as of April 2011 oil exporters were the fourth largest holders of U.S. Treasury Securities at around USD 175 billion. Of this, roughly 62\% were long-term and 38\% short-term.\textsuperscript{13} Additionally, the oil storage market is tied strongly to the oil futures market, where the highest volume of trades is concentrated on contracts which expire in less than one year.

To get a better idea of the relationship between the real oil price and real interest rate, Figure 1 shows the real oil price and ex-post and ex-ante 1-year real interest rates over the sample period. The two measures of the real interest rate do move together over the sample period, but there are clear divergences. In terms of statistics, the mean value of the ex-ante rate is 0.019 while that of the ex-post rate is 0.021. The ex-post rate also has a higher standard deviation, with a value of 0.031 compared with 0.025 for the ex-ante rate. The correlation between the two series is just below 75\%. With respect to these rates and the real oil price, there does not seem to be a clear inverse relation between the series over the entire sample period. However, there are periods when such a relationship does exist, such as 1980-1985 or most of the post-2000 period (for the ex-ante rate). Interestingly, the correlation between the real oil price and ex-ante rate is -0.113, while that between the real oil price and ex-post rate is 0.167. It seems that an inverse relation may exist, but may not hold over all periods, and may depend on how the real interest rate is calculated.\textsuperscript{14}

3 Results

The results show that the inverse response of the real oil price to real interest rate innovations depends on the calculation of the real interest rate, the maturity of the rate used, and the ordering of variables. There is a statistically significant inverse response of the real oil price to an innovation in the ex-ante rate, at any maturity. In the ex-post case, this only exists when the short-term rate is used.\textsuperscript{15} The percent of the forecast error variance of the real oil price accounted for by the real interest rate at any horizon is much larger when shorter-term rates are used. In addition, the sample size can change this response when using longer-term real interest rates. The sample must go through at least 2006 for the real oil price to respond inversely to a long-term real interest rate.

\textsuperscript{11}The corresponding one-month LIBOR rate gives similar results, but is not used because it is not publicly available. Additionally, the yield on three-month U.S. Treasury Bills at constant maturity and ten-year yields on U.S. Treasury Notes at constant maturity are used for robustness as well.
\textsuperscript{12}See \url{http://www.clevelandfed.org/research/data/inflation_expectations/index.cfm} for more information.
\textsuperscript{13}See \url{http://www.treasury.gov/resource-center/data-chart-center/tic/Documents/shlhistdat.html}.
\textsuperscript{14}As in \cite{Akram2009}, co-integration tests give conflicting results for each of the real interest rate series with respect to the real oil price.
\textsuperscript{15}I will refer to the one-month rate as a short-term rate, and the one-year rate as a long-term rate in what follows.
innovation. The ordering changes the responses, but the results are robust to the frequency of the data, lag length, time trends, filtering, and additional explanatory variables.

3.1 Baseline

The baseline simulations use a four variable VAR ordered as ip, rint, rex, and rpo. The sample period ranges from 1975-2011M06, the data is of a monthly frequency, each variable save the real interest rate is in logs, and there are 12 lags. The real interest rate is the ex-ante 1-year rate. We use monthly data because it makes interpretation of the ordering easier. In particular, oil prices are less likely to impact the real interest rate over a month, as opposed to one quarter or year. We also assume that industrial production cannot be contemporaneously affected by any of the other variables. Using one year's worth of data allows for the incorporation of seasonal impacts, which are particularly important for the oil price. There is also evidence that changes in the oil price can take up to a year to impact output (Hamilton and Herrera, 2004). Extensions and modifications are considered below.

Figure 2 displays all impulse responses from the VAR in the baseline case. The variable being shocked is the same in each column, and the rows have the variables responding to the shock. For example, the first column has the impulse response of each variable in the system to an innovation in industrial production. The dashed lines correspond to plus or minus two standard errors around the impulse responses. Our primary interest is in the response of the real oil price to an innovation in the real interest rate. This can be found in the bottom row, second column. The plot shows that the real oil price falls instantaneously given an innovation in the real interest rate, as we would expect, and the response is statistically significant. At least in the baseline case, there seems to be an inverse relation.16

Other impulse responses move as expected as well. The first column of the bottom row shows that an innovation in industrial production raises the real price of oil. This is consistent with the view that higher demand will raise the oil price. Similarly, the first column of the first row shows that industrial production is persistent, as is well known. Finally, the last column of the bottom row shows that the real oil price is persistent as well.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1M</th>
<th>4M</th>
<th>1Y</th>
<th>2Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial Production</td>
<td>1.50</td>
<td>5.02</td>
<td>12.00</td>
<td>9.49</td>
</tr>
<tr>
<td>Real Interest Rate</td>
<td>3.94</td>
<td>2.96</td>
<td>1.72</td>
<td>2.17</td>
</tr>
<tr>
<td>Real Exchange Rate</td>
<td>0.70</td>
<td>0.82</td>
<td>1.23</td>
<td>1.13</td>
</tr>
<tr>
<td>Real Oil Price</td>
<td>94.48</td>
<td>91.21</td>
<td>85.03</td>
<td>87.21</td>
</tr>
</tbody>
</table>

Table 1: Percent of horizon step ahead forecast error variance of the real oil price accounted for by the listed variables. The results are from a four variable VAR, all variables save the real interest rate are in logs, frequency is monthly, and there are 12 lags.

Table 1 shows the variance decomposition of the real oil price for the baseline simulation. The largest fraction of the error variance is accounted for by the real oil price itself, at any of the listed horizons. Industrial production does impact this variance, but the magnitude gradually builds up, 16Granger causality tests between the variables vary depending on whether the ex-post or ex-ante real interest rate is used. In the ex-post case, we can reject the null hypothesis that rint does not Granger cause rpo. We cannot do so in the ex-ante case.
peaking at one year. The real exchange rate has very little effect on the forecast error variance of the real oil price. The real interest rate accounts for almost four percent of the forecast error variance at the one-month horizon, which is instantaneous in our case. But its importance declines over time. Interestingly, at the one-month horizon the real interest rate accounts for more of the error variance than either the real exchange rate or industrial production. We can conclude that in the baseline case \( r_{po} \) does respond inversely to movements in \( r_{int} \), but the magnitude of that impact is limited, especially after one month. Next, I focus on the calculation of the real interest rate.

### 3.2 Variations in Real Interest Rate

#### 3.2.1 Calculation

Figure 3 plots the impulse responses of \( r_{po} \) to innovations in ex-ante and ex-post \( r_{int} \) (top row), and it also shows these same responses when \( r_{int} \) is calculated using inflation expectations from the consumer survey of the University of Michigan, and inflation expectations from the Federal Reserve Bank of Cleveland (bottom row). It seems the response of \( r_{po} \) depends crucially on the method of \( r_{int} \) calculation. The top left panel repeats the baseline simulation, and shows there is a statistically significant fall in \( r_{po} \) with a positive innovation in \( r_{int} \). This disappears in the ex-post case, as shown in the top-right. Here, \( r_{po} \) rises in the face of a positive innovation to \( r_{int} \). The response of \( r_{po} \) when \( r_{int} \) is calculated using inflation expectations from the University of Michigan consumer survey is consistent with the baseline, as it falls with the \( r_{int} \) innovation. But this also disappears in the bottom left panel with inflation expectations from the Cleveland Federal Reserve are used.

<table>
<thead>
<tr>
<th>Calculation</th>
<th>1M</th>
<th>4M</th>
<th>1Y</th>
<th>2Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex-Ante</td>
<td>3.94</td>
<td>2.96</td>
<td>1.72</td>
<td>2.17</td>
</tr>
<tr>
<td>Ex-Post</td>
<td>4.00</td>
<td>3.30</td>
<td>3.43</td>
<td>9.63</td>
</tr>
<tr>
<td>MI</td>
<td>1.90</td>
<td>1.48</td>
<td>0.98</td>
<td>2.24</td>
</tr>
<tr>
<td>Fed</td>
<td>0.01</td>
<td>0.13</td>
<td>2.16</td>
<td>4.33</td>
</tr>
</tbody>
</table>

Table 2: Percent of horizon step ahead forecast error variance of the real oil price accounted for by the one-year real interest rate under various scenarios. In all cases the results are from a four variable VAR, all variables save the real interest rate are in logs, frequency is monthly, and there are 12 lags.

Table 2 shows the variance decomposition for these different calculations. The ex-ante case is as reported for the baseline simulation. The magnitudes of the one and four month responses of the ex-ante and ex-post cases are similar. Over time however, the ex-post case continues to rise while the ex-ante case falls. The magnitudes in the University of Michigan inflation expectations case are smaller, but follows a pattern similar to the ex-ante case. The Cleveland Federal Reserve case follows the ex-post pattern, but has smaller magnitudes. These results call into question the robustness of the baseline results. I turn next to the importance of the maturity structure of the real interest rate.
3.2.2 Term

Figure 4 plots the impulse responses of the ex-ante and ex-post real interest rates when the time to maturity is one month.\(^{17}\) When compared with the top row of Figure 3, Figure 4 shows the term of the real interest rate is important in determining the response of \(r_{po}\) to innovations in \(r_{int}\).\(^{18}\) With either the short or long-term rate, there is a fall in \(r_{po}\) to innovations in \(r_{int}\). The difference comes with ex-post rates, which continue to show the inverse relation with the short-term rate but not the long-term one.

<table>
<thead>
<tr>
<th>Calculation</th>
<th>1M</th>
<th>4M</th>
<th>1Y</th>
<th>2Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex-Post</td>
<td>9.03</td>
<td>32.99</td>
<td>40.00</td>
<td>46.03</td>
</tr>
</tbody>
</table>

Table 3: Percent of horizon step ahead forecast error variance of the real oil price accounted for by the 3-month real interest rate under various scenarios. In all cases the results are from a four variable VAR, all variables save the real interest rate are in logs, frequency is monthly, and there are 12 lags.

Table 3 highlights the importance of the term of \(r_{int}\) for the variance decompositions. The instantaneous magnitude of the forecast error variance of \(r_{po}\) accounted for by \(r_{int}\) in the ex-ante case is four times larger with a short-term rate (first row of Table 2 versus the first row of Table 3). The importance increases as the horizon extends over two years. The ex-post results show even larger differences (second row of Table 2 versus the second row of Table 3). At the one-month horizon, the fraction of the forecast error variance of \(r_{po}\) accounted for by \(r_{int}\) is twice as large as in the one-year case. This increases to be over five times as large by the two-year mark. These results demonstrate that the term of the real interest rate is an important factor in the relationship between \(r_{po}\) and \(r_{int}\).

3.3 Time Variation

Frankel (2006) found that the real oil price responded inversely to movements in U.S. real interest rates in the 1970s, but not into the 1980s and 1990s. This suggests that the relationship may be time-varying, and we consider this by modifying our sample size. Figures 5 and 6 show the impulse responses of the real oil price to the ex-ante one-year and one-month real interest rates under various sample sizes.\(^{19}\) In Figure 5, the left panel shows the response of \(r_{po}\) to ex-ante one-year \(r_{int}\) if the sample ranges from 1975-1999M12, the center shows the response for a sample from 1975-2006M12, and the right panel shows the full sample. In Figure 6, the left panel shows the response of \(r_{po}\) to ex-ante one-year \(r_{int}\) if the sample ranges from 1975-1988M12, and the right panel has the full sample.

Figure 5 shows that through 1999, the one-year ex-ante real interest rate does not significantly impact the real oil price. We choose to begin in 1999 because the impulse responses of samples which end before 1999 show similar patterns. These earlier samples also have a similar percent of

\(^{17}\)Inflation expectations are only available from either source for the annual case or longer, so are omitted in this section.

\(^{18}\)The impulse responses of the 3-month rate are similar.

\(^{19}\)The results are similar for the three-month and ten-year cases.
the forecast error variance of $rpo$ accounted for by $rint$. Table 4 shows that this begins to change after 1999.

<table>
<thead>
<tr>
<th>Calculation</th>
<th>1999</th>
<th>2000</th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
<th>2006</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M Response</td>
<td>0.44</td>
<td>0.55</td>
<td>0.88</td>
<td>0.92</td>
<td>1.05</td>
<td>1.29</td>
<td>1.31</td>
<td>1.97</td>
</tr>
</tbody>
</table>

Table 4: Percent of horizon step ahead forecast error variance of the real oil price at one month accounted for by the one-year real interest rate over different sample sizes. In all cases the results are from a four variable VAR, all variables save the real interest rate are in logs, frequency is monthly, and there are 12 lags.

The table shows that after 1999 the percent of forecast error variance of $rpo$ accounted for by the one-year ex-ante $rint$ at the one-month horizon gradually rises. It reaches almost two percent when the sample goes through 2006, and the center panel of Figure 5 shows that this is the point where the impulse response of the real oil price has a statistically significant inverse response to a real interest rate innovation. The response of the real oil price becomes stronger as the sample is extended, as shown in the right panel of Figure 5. The results indicate that something changes with respect to the relationship between the real oil price and longer-term U.S. real interest rates after 1999.

Figure 6 shows that the real oil price has responded inversely to innovations in shorter-term U.S. real interest rates since 1988. We interpret this as showing that the relationship between $rpo$ and short-term rates has been relatively stable over time. This indicates that the behavior of those who store oil has been relatively consistent, and is very responsive to short-term U.S. real interest rates. We conclude that $rpo$ has consistently responded inversely to innovations in short-term $rint$, but has only recently done so for longer-term $rint$. We turn next to the ordering in our recursive VAR.

### 3.4 Ordering

As discussed in Cochrane (1994), the choice of ordering has important implications when using a recursive VAR. To gauge its importance, we modify our ordering in both the ex-ante and ex-post cases for short and long-term rates. Figure 7 shows the impulse responses of $rpo$ over the full sample to both the ex-ante and ex-post one-year real interest rates when the ordering is: $ip$, $rpo$, $rex$, and $rint$. Figure 8 shows the same for the one-month real interest rate. Changing the ordering also changes the interpretation of the impulse responses. Because $rint$ can no longer instantaneously impact $rpo$, it might still be the case that there is an inverse relation, but it is being overshadowed by something else. However, the existence of the inverse response in this case can demonstrate the strength of the relationship.

For the one-year rate, Figure 7 shows that modifying the ordering changes the results substantially. In particular, $rpo$ no longer falls with a positive innovation in either the ex-ante or ex-post one-year rate. Although not statistically significant, the ex-ante calculation shows a rise in the real oil price, while the ex-ante case still falls. The responses of $rpo$ to innovations in the one-month $rint$ are mixed with this alternative ordering. The left panel of Figure 8 is consistent with the long-term

---

20 Although not true before 1988, it may be due to the small sample size if looking earlier than this date.

21 Moving around any of the other variables has no impact on the inverse relationship between $rpo$ and $rint$. 

case, as the ex-ante rate does not induce a statistically significant fall in the real oil price. The ex-post rate, however, does induce a statistically significant inverse response. We conclude that the short-term rates have a stronger relationship with \( rpo \) than longer-term rates, given the possibility the relationship still holds under the alternative ordering. In our final section, we further check the robustness of our results.

### 3.5 Other Variations

Here, we modify the baseline simulation by varying the lag length, changing the frequency of the data, adding a linear trend, filtering, differencing the real oil price, and adding additional explanatory variables. The baseline response of \( rpo \) to innovations in \( rint \) is not sensitive to the lag length used. In this case, the Akaike information criterion selects a minimum lag length of four months, as does the final prediction error. However, a lag length of 12 months was chosen to incorporate both seasonal impacts and the lagged responses of industrial production and other variables to changes in the real oil price, as discussed in Hamilton and Herrera (2004). Still, both impulse responses and variance decompositions using a lag of four months are similar to the twelve month case.

The frequency of the data does not change the relation either in the baseline case. Using quarterly instead of monthly data can vary individual impulse responses and variance decompositions in terms of magnitude, but the directions (and statistical significance) are similar to the baseline case. The same is true of adding a deterministic trend or filtering the data using the HP filter. There is some evidence that oil prices contain an explosive component Shi and Arora (2011). Using the log difference of the oil price instead of the log itself also does not make a difference to our baseline results. The inverse relationship is also robust to adding additional explanatory variables. For example, OPEC spare production capacity is often considered an important determinant of the real oil price. Adding this data to the VAR (in any ordering) does not alter the relation between \( rpo \) and \( rint \). We also added OPEC production, total world oil production and found the same to be true in these cases as well.

### 4 Conclusions and Future Work

Consistent with theory, the real oil price does respond inversely to movements in the real interest rate. However, the robustness and magnitude of this movement depends on characteristics of the real interest rate. The first is in how the real interest rate is calculated. Longer-term real interest rates cannot generate an inverse response in the real oil price if the calculation is ex-post. This is not true for shorter-term rates, which are robust to the method of calculation. The response of the real oil price to short-term rates also does not vary over time, but does so with long-term rates. For the real oil price to respond inversely to long-term rates, the sample must run through at least 2006. Finally, innovations in ex-post short-term rates still lead to an inverse response in the real oil price under alternative orderings.

The robustness and consistency of the response of real oil prices to innovations in the short-term real interest rate is not surprising considering the importance of storage to oil supply. This result implies that those who store oil treat it as an asset class with a rate of return that depends partly on the real short-term U.S. interest rate. To the extent that monetary policy impacts short-term real
rates, this provides a direct channel whereby monetary actions can have direct (and real) impacts on the oil price. An interesting question is the relative importance of monetary policy changes for oil price variation through this channel.

The impact of long-term real interest rates on the real oil price is more difficult to explain. One possible explanation is that oil producers have started treating oil in the ground more like a conventional asset. This may be due to the proliferation of sovereign wealth funds in oil producing countries, which lead them to treat oil in the ground more like an asset class than in the past. If oil producers have changed their behavior, then production should respond to U.S. real interest rate innovations. It could also be the case that only producers with sovereign wealth funds have changed their behavior, while others have not. In this case the response of oil production to the same innovations should differ by country.

Another possible explanation for the response of oil prices to longer-term real interest rates is based on portfolio reallocation and the increased financialization of commodity markets. Facing low (and falling) U.S. real interest rates, investors have moved out of other assets and into commodities, particularly oil futures, resulting in higher prices. Alternatively, Buyuksahin et al. (2008) find that there was a structural change in the relation between crude oil futures prices across a range of maturities in the early 2000s. The observations with longer-term rates may just be a manifestation of this change. This may help to explain the increased response of oil prices to longer-term rates as well.

References


Appendix 1: Figures
Figure 1: Ex-ante and ex-post U.S. real interest rates ($r_{int}$) and log of real U.S. composite refiner acquisition costs of crude oil ($r_{po}$). The right axis is log $r_{po}$, the right is both $r_{int}$. 
Figure 2: Responses (percent change) of the baseline simulation, 1975-2011M06. The dashed lines are +/- two standard errors.
Figure 3: Responses (percent change) of the real oil price to a one standard deviation innovation in various 1-year real interest rates, 1975-2011M06. Top Left: Ex-ante rate; Top Right: Ex-post rate; Bottom Left: Rate using Michigan inflation expectations; Bottom Right: Rate using Cleveland Fed inflation expectations. The dashed lines are +/- two standard errors.

Figure 4: Responses (percent change) of the real oil price to a one standard deviation innovation in the 1-month real interest rate, 1975-2011M06. Left: Ex-ante rate; Right: Ex-post rate. The dashed lines are +/- two standard errors.
Figure 5: Responses (percent change) of the real oil price to a one standard deviation innovation in the ex-ante one-year real interest rate. Left: 1975-1999; Center: 1975-2006; Right: 1975-2011M06. The dashed lines are +/- two standard errors.

Figure 6: Responses (percent change) of the real oil price to a one standard deviation innovation in the ex-ante one-month real interest rate. Left: 1975-1988; Right: 1975-2011M06. The dashed lines are +/- two standard errors.

Figure 7: Responses (percent change) of the real oil price to a one standard deviation innovation in the one-year real interest rate under alternative ordering, 1975-2011M06. Left: Ex-ante; Right: Ex-post. The dashed lines are +/- two standard errors.
Figure 8: Responses (percent change) of the real oil price to a one standard deviation innovation in the one-month real interest rate under alternative ordering, 1975-2011M06. Left: Ex-ante; Right: Ex-post. The dashed lines are +/- two standard errors.