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Abstract

Recently, Donaldson and Kamstra (1997) proposed a class of NN-GARCH models which are extended to a class of NN-GARCH family by Bildirici and Ersin (2009). The study aims to analyze the nonlinear behavior and leptokurtic distribution in petrol prices by utilizing a newly developed family of econometric models that deal with these concepts by benefiting from both LSTAR type and ANN based nonlinearity. With this purpose, the study proposed several LSTAR-GARCH-NN family models. It is noted that the multilayer perceptron (MLP) neural network and LSTAR models have significant architectural similarities. Accordingly, linear GARCH, fractionally integrated FI-GARCH, asymmetric power APGARCH and fractionally integrated asymmetric power APGARCH models are augmented with a family of Neural Network models. The study has following contributions: i. STAR-GARCH and LSTAR-GARCH are extended to their fractionally integrated asymmetric power versions and STAR-ST-FIGARCH and STAR-ST-APGARCH models are developed and evaluated. ii. By extending these models with neural networks, LSTAR-LST-GARCH-MLP family models are developed and investigated. These models benefit from LSTAR type nonlinearity and NN based nonlinear NN-GARCH models to capture time varying volatility and nonlinearity in petrol prices. ANN augmented versions of LSTAR-LST-GARCH models are as follows: LSTAR-LST-GARCH-MLP, LSTAR-LST-FIGARCH-MLP, LSTAR-LST-APGARCH-MLP and LSTAR-LST-FIAPGARCH-MLP.

Empirical findings are collected as follows. i. To model petrol prices, fractionally integrated and asymmetric power versions provided improvements among the GARCH family models in terms of forecasting. ii. LSTAR-LST-GARCH model family is promising and show significant gains in out-of-sample forecasting. iii. MLP-GARCH family provided similar results with the LSTAR-LST-GARCH family models, except for the MLP-FIGARCH and MLP-FIAPGARCH models. iv. Volatility clustering, asymmetry and nonlinearity characteristics of petrol prices are captured most efficiently with the LSTAR-LST-GARCH-MLP models benefiting from forecasting capabilities of neural network techniques, whereas, among the newly developed models, LSTAR-LSTAR-LST-APGARCH-MLP model provided the best performance overall.
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I. Introduction

Econometric modeling of volatility in financial market returns following the ARCH specification of conditional volatility of Engle (1982) and further extended to Generalized ARCH (GARCH) model in Bollersev (1986) has found many significant applications in light of modeling the distributional aspects such as volatility clustering, heavy tails, non-normal distribution. The Asymmetric GARCH model (AGARCH) developed by Engle (1990) aims modeling asymmetric effects of negative and positive shocks; whereas, negative and positive
news have different effects on volatility. Accordingly, the Exponential GARCH (EGARCH) model developed by Nelson (1990) and the GJR-GARCH model developed independently by Glosten, Jaganathan and Runkle (1993) and by Zakoian (1994) are among the main modeling techniques followed in applied econometrics literature. The Asymmetric Power GARCH (APGARCH) model developed by Ding, Granger and Engle (1993) models are based on different power transformations without simple squared shocks and conditional variances as in the traditional GARCH models. Further, by showing that financial macroeconomic time series has long memory characteristics such that volatility show strong persistency, Baillie, Bollerslev and Mikkelsen (1996) and Bollerslev and Mikkelsen (1996) proposed the Fractionally Integrated GARCH (FIGARCH) model that encounters for both the short-run dynamics of the conditional mean process modeled following ARMA process in the standard GARCH model and the long-run persistence that decays following hyperbolic rates and further investigated by Chung (1999) and Conrad and Haag (2006). Alternative specifications of FIGARCH models were further discussed by Giraitis, Robinson, and Surgailis (2004), Karanasos, Psaradakis, and Sola (2004), and Zaffaroni (2004). Further, Tse (1998) combines the FIGARCH model and APGARCH model and obtain the FIAPGARCH model. For a discussion and further analysis of the evolution of GARCH family models, we refer to Bollerslev (2009), Zhang and Wei (2010).

Following the Zakoian (1991) Threshold GARCH (TGARCH) model that aims to capture asymmetric effects of negative and positive shocks, the intuition to capture different effects below and above a certain threshold is investigated. The other studies regarding the regime models were important in terms of smooth transition models. Franses and van Dijk (2000) noted the importance of ST-GARCH models. Hagerud (1997) and Gonzalez-Rivera (1998), Lundbergh and Teräsvirta (1998a), Anderson, Nam and Vahid (1999), Dufrénot, Marimoutou and Péguien-Feissolle (2002) developed the STGARCH model. Anè and Rangau (2006) combined the PGARCH model of Ding, Granger and Engle (1993), an extension of the GARCH family models, with RS-GARCH model and thus developed the RS-APGARCH model. Tse and Tsui (1997) determined the APGARCH model. Brooks et.al (2000) showed the leverage effect and the usefulness of including a free power term. Lundbergh and Terasvirta (1998) developed STAR-STGARCH models that allow nonlinearity in both conditional mean and conditional variance. Chan and McAleer (2002, 2003) have determined statistical properties in context of estimation of STAR-STGARCH family models. Busetti and Manera (2003) have used STAR-GARCH models to examine the market interactions in the Pacific Basin Region. Shively (2003) has examined nonlinear dynamics of stock prices for six developed economies using a three-regime threshold random walk model and found that stock prices are consistent with regime reverting process. McMillan (2003) has examined nonlinear predictability of UK Stock Returns. Ostermark et al. (2004) have used STAR type models for modelling Finnish Banking and Finance branch index. Narayan (2005) has examined properties of the stock prices for Australia and New Zealand and found that stock prices for both countries are nonlinear processes with unit root, consistent with the efficient market hypothesis. And most recently Hasanov and Omay (2008) have examined properties of the stock prices for Turkey and Greece and found that stock prices for both countries are nonlinear processes, and found out that nonlinear out of forecasting performance is better than the linear which is inconsistent with the efficient market hypothesis.

Further, the ANN-GARCH (Artificial Neural Network ARCH) developed by Donaldson and Kamstra (1997) process augments the GJR model with multi-layer perceptron based neural network architecture with logistic squashing functions to capture nonlinearity by utilizing the universal approximation property (Cybenko, 1989) of ANN models. Further, following increasing advances with respect to asymmetry in volatility (Glosten et al., 1993; Zakoian, 1994; Nelson, 1991), ARCH (GARCH) family models are extended to different
nonlinear modeling structures; specifically, regime switching (Cai, 1994; Hamilton and Susmel, 1994; Gray, 1996; Klaassen, 2002; Haas et al. 2004), threshold based regression space division with smooth sigmoid type continuous functions (Hagerud, 1997; Anderson et al., 1999; Gonzalez-Rivera, 1999; Lee and Degennaro, 2000; Lundberg and Terasvirta, 1998) and artificial neural networks (Donaldson and Kamstra, 1997; Bildirici and Ersin, 2009).

Models with STAR type nonlinearity are evaluated in Part II. Models with neural network based architectures are discussed in Part III. Empirical results are given in Part IV. Part V concludes.

II. Models

Time series models may be subject to follow nonlinear processes in different proportions, in the conditional mean and/or in the conditional variance. Accordingly, models investigated in the study are divided into groups by possessing nonlinearity in the conditional mean, variance, or none (or both) in the conditional variance and mean.

In the study, first group of models are linear GARCH, fractionally integrated FI-GARCH, Asymmetric Power APGARCH (Ding, Granger and Engle; 1993) and the fractionally integrated FIAPGARCH models (Baillie, Bollerslev and Mikkelsen; 1996). These models are taken as the baseline family of models.

Models with STAR type nonlinearity in the conditional mean will be investigated under the second group. The STAR-GARCH model (Lundberg and Terasvirta, 1998; Chan and McAleer, 2001) allows the conditional mean to follow STAR type nonlinearity. In the study, STAR-GARCH model is extended to FIGARCH, APGARCH and FIAPGARCH processes and evaluated models under this group are LSTAR-GARCH, LSTAR-FIGARCH, LSTAR-APGARCH and LSTAR-FIAPGARCH models.

In the third group, we allowed models to follow STAR type nonlinearity both in the conditional mean and the variance which are evaluated under LSTAR-LST-GARCH architecture. LSTAR-LST-GARCH models are LSTAR-LST-GARCH, LSTAR-LST-FIGARCH, LSTAR-LST-APGARCH and LSTAR-LST-FIAPGARCH models and possess both ST-GARCH (Lundberg and Terasvirta, 1998) and STAR-GARCH characteristics since both the conditional mean and the conditional variance is allowed to follow STAR type nonlinearity.\(^1\)

Multi-Layer Perceptron type neural networks are commonly applied to economic time series in the literature. MLP-GARCH models are the fourth group of models which follow a similar modeling methodology as given for the STAR-GARCH models. Accordingly, the conditional mean is modeled with MLP with error terms following GARCH process. Models in this group are MLP-GARCH, MLP-FIGARCH, MLP-APGARCH and MLP-FIAPGARCH. One point that cannot be overlooked is that MLP-GARCH models are different than the NN models as discussed by Donaldson and Kamstra (1997). It should be noted that the methodology followed in this group is different in the sense that, MLP-GARCH model allows conditional mean to have MLP as the STAR-GARCH model that has STAR process in the conditional mean; therefore, neural network modeling techniques discussed in

---

\(^1\) ST-GARCH model shares similarities but have differences with the GJR-GARCH (Glosten, Jagannathan and Runkle; 1993) and TGARCH (Zakoian; 1994) models in terms of the transition function since ST-GARCH models allow smooth transition functions instead of threshold function in defining regime changes.
Bildirici and Ersin (2009); model selection, estimation with ANN learning algorithms and algorithm cooperation and weight decay are not applied.

The fifth group is the neural network augmented versions of the second group, LSTAR-GARCH models to obtain LSTAR-GARCH-MLP models.

The sixth group is LSTAR-LST-GARCH-MLP model group that augments the third group with MLP architecture and modeling techniques to improve the generalization power of LSTAR-LST-GARCH models.

Following Bildirici and Ersin (2009), estimation of LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP models is conducted with conjunct-gradient based back-propagation algorithm (for a review, see: Bishop; 1995). The learning and model selection processes are gathered to improve forecast accuracy as follows. Neural networks are estimated for n number of models with optimization conducted simultaneously in the training and test samples. Optimization is early stopped at the epoch at which MSE in the test sample starts to increase though still continues to decrease in the training sample; the model with the lowest MSE is selected. During learning, weight decay in the output layer and hidden layer is utilized to eliminate the insignificant coefficients (Weigend, Rumelhart and Huberman, 1991; Bartlett, 1997; Krogh and Hertz; 1995). For details regarding weight decay in learning process, an investigation is given by Gupta and Lam (1998). In total, each model is estimated with different architecture variations in terms of number of neurons. Number of estimated models of each architecture type, \( n \) is selected as 20 for saving CPU time. Only the best model is reported for each model architecture. Models to be compared are allowed to have their number of neurons to range between 3 to 10 considering the sample size. Neurons are constrained as being logistic activation functions in the hidden layer and linear function in the output layer. Best models with the lowest error criteria such as MSE or RMSE are selected. The selected models are further utilized for out-of-sample forecasting. Therefore, since each model architecture is estimated \( n=20 \) times, and since there are 8 different neural network based model architecture to be estimated; namely, LSTAR-GARCH-MLP, LSTAR-APGARCH-MLP, LSTAR-FIGARCH-MLP, LSTAR-FIAPGARCH-MLP, LSTAR-LST-GARCH-MLP, LSTAR-LST-APGARCH-MLP, LSTAR-LST-FIGARCH-MLP and LSTAR-LST-FIAPGARCH-MLP models, total number of estimated models are 160; whereas, the best 8 model is taken into consideration².

In the next section, GJR-GARCH, ST-GARCH, STAR-GARCH and STAR-ST-GARCH models will be investigated. The threshold principle of GJR-GARCH will provide basis for STAR type nonlinearity which will be further extended to MLP models.

² The methodology is as follows. Model estimation is gathered through utilizing backpropagation algorithm and the parameters are updated with respect to a quadratic loss function; whereas, the weights are iteratively calculated with weight decay method to achieve the lowest error. Alternative methods include Genetic Algorithms (Goldberg, 1989) and 2nd order derivative based optimization algorithms such as Conjugate Gradient Descent, Quasi-Newton, Quick Propagation, Delta-Bar-Delta and Levenberg-Marquandt, which are fast and effective algorithms but may be subject to over-fitting (see Patterson, 1996; Haykin, 1994; Faussett, 1994). In the study, we followed a two step methodology. Firstly, all models were trained over a given training sample vis-à-vis checking for generalization accuracy in light of MSE criteria in test sample. The approach is repeated for estimating each model for 100 times with different number of sigmoid activation functions in the hidden layer. To obtain parsimonic models, best model is further selected with respect to the AIC information criterion (see Faraway and Chatfield, 1998). For estimating NN-GARCH models with early stopping combined with algorithm corporation, readers are referred to Bildirici and Ersin (2009).
i. ST-GARCH Model

GJR-GARCH model, developed by Glosten, Jagannathan and Runkle (1993), is based on the modeling of conditional variance with varying responses to negative and positive lagged innovations with respect to an indicator function. GJR-GARCH model is represented as

\[
\sigma^2_t = w + \alpha \varepsilon^2_{t-1} + I(\varepsilon_{t-1}) \beta \sigma^2_{t-1}
\]

where, \( I(\varepsilon_{t-1}) \) is an indicator function being \( I(\varepsilon_{t-1})=0 \) if \( \varepsilon_{t-1} \geq 0 \) and \( I(\varepsilon_{t-1})=1 \) otherwise. The asymmetry introduced with the \( \gamma \) and the indicator function \( I(.) \) is called as “the leverage effect”; hence, \( \gamma \) is typically estimated to be positive so that the volatility is increasing proportionately more after negative shocks compared to the impact of the positive shocks. The identity function will be augmented with the logistic function and GJR structure will provide a basis for ST-GARCH models.

The Smooth Transition Autoregressive (STAR) model further developed by Luukkonen et al. (1988), Granger and Terasvirta (1993) and Terasvirta (1994) aim nonlinear modeling of the conditional mean by introducing smooth transition between regimes of autoregressive processes based on logistic and exponential functions belonging to squashing functions of neural network models. In STAR methodology (Terasvirta, 1994), by taking logistic and exponential functions as transition functions, LSTAR and ESTAR models are obtained. Hagerud (1997) and Gonzalez-Rivera (1998) proposed the ST-GARCH model that allows smooth transition between the \( \alpha \) and \( \Upsilon \), coefficients of lagged squared error terms of the GJR-GARCH model. A convenient way to formulate the GJR,

\[
\sigma^2_t = w + (1 - I[\varepsilon_{t-1} > 0]) \alpha \varepsilon^2_{t-1} + I[\varepsilon_{t-1} > 0] \Upsilon \varepsilon^2_{t-1} + \beta \sigma^2_{t-1}
\]

if the \( I(.) \) indicator function is replaced with the \( F(.) \) logistic transition function, the Logistic Smooth Transition GARCH (LSTGARCH(1,1)) model is obtained as

\[
\sigma^2_t = w + (1 - F(\varepsilon_{t-1})) \alpha \varepsilon^2_{t-1} + F(\varepsilon_{t-1}) \Upsilon \varepsilon^2_{t-1} + \beta \sigma^2_{t-1}
\]

where, the transformation function \( F \) is defined as

\[
F(\varepsilon_{t-1}) = \frac{1}{1 + e^{(-\theta \varepsilon_{t-1})}}.
\]

The logistic function is bounded between \([0, 1]\) and the transition between the regimes occurs from negative to positive values, \( \theta > 0 \) has non-negativity constraint and the logistic transition function \( F \) is a monotonic and increasing function of \( \varepsilon_{t-1} \). As \( \varepsilon_{t-1} \) increases from negative values to positive values the impact of \( \varepsilon^2_{t-1} \) moves proportionately from \( \alpha \) to \( \Upsilon \). If \( \theta \) is positive and large enough, LSTGARCH model transforms into the GJR-GARCH model.

By replacing the the logistic transformation function with the exponential function Hagerud (1997) proposed the Exponential Smooth Transformation GARCH (ESTGARCH) model. ESTGARCH(1,1), differentiated from the LST-GARCH model with the exponential function,

\[
F(\varepsilon_{t-1}) = \left(1 - e^{-(-\theta \varepsilon_{t-1})}\right)
\]

As a result of formulating (3) with the exponential function given in Eq. (5), the dynamics of the conditional variance is modeled depending on the size of shocks. This type of nonlinear GARCH formulation is symmetric in terms of the sign of the shocks. The most significant reason of using the exponential function instead of logistic function is the allowance of \( F(\varepsilon_{t-1}) \) to vary between the boundaries of \([0, 1]\) as \( \varepsilon^2_{t-1} \) varies between the extreme values.

It is noted that, in the ST-GARCH models presented above following the models of Hegerud(1997), Gonzales-Rivera(1998) and Lee and Degennaro (2000), the smooth transition is introduced in ARCH parameters. Following Anderson(1999) and Lundbergh and Terasvirta
(2002), ST-GARCH model may be modeled by allowing the intercept, ARCH and GARCH terms to follow smooth transition between regimes as
\[
\sigma_t^2 = (1 - F(\epsilon_{t-1}, \theta)) + (w + \beta\sigma_{t-1}^2 + \alpha^2\epsilon_{t-1}^2) F(\epsilon_{t-1}, \theta)
\]
where, the parameters of the second regime is denoted with an asterix. The conditional volatility may depend both on the size and sign of the shocks on \( \epsilon_{t-1} \). Relative effects of negative and positive shocks with equal magnitude depend on the amplitude of the conditional volatility of shocks so that a negative shock may produce a larger shock compared to the one that a positive shock with similar size could have produced. Negative surprises with large amplitudes may show leverage effects and may lead to volatility with comparatively larger size compared to the positive surprises. (Taylor J.W., 2004).

ii. ST-FIGARCH Model

The ARCH and GARCH models, developed by Engle (1982) and Bollerslev (1986) respectively, are short memory processes resulting from the fact that the response of a shock on the conditional variance decreases at an exponential rate. On the other hand, the conditional volatility of financial market returns may change slowly over time as a result of long memory characteristics of financial series. Consequently, the autocorrelation functions may decay at a hyperbolic rate. Fractionally Integrated GARCH (FIGARCH(1, d, 1)) model is developed under these findings by Bollersev and Mikkelsen(1996) and Baillie, Bollerslev, and Mikkelsen(1996) as an extension of the GARCH model to account for long memory. In this section, we will first evaluate fractional integration in a GARCH setting to evaluate long memory in conditional variance. Afterwards, smooth transition type nonlinearity setting will be introduced to the evaluated FIGARCH and FIAPGARCH models.

Assume that a time series following a random walk process in its conditional mean and its conditional variance, \( \sigma_t^2 = \text{Var}(\epsilon_t | \Omega_{t-1}) \), where the information set up to time \( t-1 \) is denoted as \( \Omega_{t-1} \), follows a FIGARCH(1,d,1) process
\[
(1 - \beta L)\sigma_t^2 = \alpha + \left( (1 - \beta L) - (1 - \phi L) (1 - L)^d \right) (|\epsilon_{t-1}| - \gamma \epsilon_{t-1})^2
\]
or alternatively,
\[
\sigma_t^2 = \alpha + \beta \sigma_{t-1}^2 + \left( (1 - \beta L) - (1 - \phi L) (1 - L)^d \right) (|\epsilon_{t-1}| - \gamma \epsilon_{t-1})^2
\]
where, \( z_t \) is assumed to be normally distributed \( N(0,1) \) white noise process,
\[
z_t \sim N(0,1) = \frac{1}{\sqrt{2\pi}} \exp\left( \frac{z_t^2}{2} \right)
\]
FIGARCH(1, d, 1) model nests the GARCH model if \( d = 0 \) and the IGARCH model of Engle and Bollerslev (1986) if \( d = 1 \), the estimated fractional integration parameter. The fractional

\[\quote{Bollerslev and Mikkelsen (1996) develop the necessary conditions for FIGARCH model and note that for a well defined FIGARCH model, all the coefficients in the infinite ARCH representation must be non-negative (see: Bollerslev andMikkelsen (1996, p. 159). FIGARCH models are further discussed in Nelson and Cao (1992) and Conrad and Haag (2006), following these studies, nonnegativity constraints on parameters of FIGARCH processes are relaxed and shown that, for p=2, the second lag of conditional variance can become negative. Further, Conrad and Haag (2006) allow conditions so that even if all parameters are negative (apart from d), the conditional variance can be nonnegative for FIGARCH models following the inequality constraints of Conrad and Haag (2006).}
integration parameter $d$ is $0 < d < 1$ and as $d \to 0$ ($d \to 1$) the model has short memory (long memory) characteristics. For alternative specifications of FIGARCH model, readers are referred to Karanasos, Psaradakis, and Sola (2004), Giraitis, Robinson, and Surgailis (2004) and Zaffaroni (2004).

The ST-FIGARCH model which generalizes the ST-GARCH type nonlinearity to account for fractional integration is represented as follows,

$$
\sigma_t^2 = \omega + (1 - F(e_{t-1}, \gamma))\alpha \sigma_{t-1}^2 + \beta F(e_{t-1}, \gamma) \sigma_{t-1}^2 + \left[\left[1 - \alpha L(1 - F(e_{t-1}, \gamma)) - \beta LF(e_{t-1}, \gamma)\right] - (1 - \phi L)(1 - \phi L)^d\right]u_t^2 \tag{10}
$$

for $\gamma \neq 0$ the width of the volatility clusters and, $\alpha$ and $\beta$ characterizes the dynamics of the conditional volatility. The range of the cluster of the volatility changes between $F(.) = 0$ and $F(.) = 1$. The constant term takes on values between $\varphi = \omega/(1 - \alpha)$ and $\varphi = \omega/(1 - \beta)$ based upon whether the conditional volatility is is the regime dictated by $F(.) = 0$ and $F(.) = 1$. Accordingly, since, in the ST-GARCH model, the constant term ranges between the extreme regimes, the level of conditional volatility will change in different regimes (Kılıç, 2010). If the transition function $F(.)$ is logistic function

$$
F(e_{t-1}) = \frac{1}{1 + e^{-\frac{e_{t-1}}{\delta}}} \tag{11}
$$

the model becomes logistic smooth transition FIGARCH (LST-FIGARCH) model.

iii. ST-FIAPGARCH Model

Tse (1998) introduced the FIAPGARCH model which combines long memory property of Baillie, Bollerslev, and Mikkelsen (1996) FIGARCH model with Asymmetric Power GARCH (APGARCH) model of Ding, Engle, and Granger (1993) by extending the FIGARCH model to account for different asymmetric dynamics. Accordingly, the fractionally integrated APGARCH model is represented as,

$$(1 - \beta L)\delta \sigma_n^2 = \omega + \left(1 - \beta L\right) - (1 - \phi L)(1 - L)^d\left(|e_{n-1}| - \varphi e_{n-1}\right)^{\delta} \tag{12}$$

where; $L$ denotes the lag operator, $d$ is the $0 \leq d \leq 1$ functional differencing parameter, $\beta$ denotes the autoregressive parameters, $\phi$ represents the moving average parameters of the conditional variance equation. $\delta$ represents the optimal power transformation. $\gamma$ represents the asymmetry parameter and $|\gamma| < 1$ ensures that positive and negative innovations of the same size can have asymmetric effects on the conditional variance (Conrad, Rittler and Rotfuss; 2010). Further, after imposing the restrictions $\delta = 2$ and $d = 0$, the FIAPGARCH model reduces to AGARCH model; whereas, if the restriction $\delta = 2$ is applied, the model reduces to FIAGARCH, and if $d = 0$ the model reduces to APGARCH model.

The ST-ARCH modeling methodology developed by Hegerud (1997), Gonzales-Rivera (1998), Lee and Degennaro (2000) allows smooth transition type nonlinearity in ARCH parameters and the ST-GARCH models of Anderson (1999) and Lundbergh and Terasvirta (2002) accept a modeling structure so that in addition to the ARCH terms, the intercept and the GARCH terms are extended to be modeled with smooth transition type nonlinearity in different regimes. Accordingly, following the ST-FIGARCH model structure, smooth transition fractionally integrated asymmetric power GARCH model denoted as ST-FIAPGARCH is obtained by allowing the smooth transition type nonlinearity between two FIAPGARCH models in two different regimes defined as

$$
\sigma_t^2 = \omega + (1 - F(e_{t-1}, \gamma))\alpha \sigma_{t-1}^2 + \beta F(e_{t-1}, \gamma) \sigma_{t-1}^2
$$
if the transition function $F(.)$ is defined as a logistic function bounded between 0 and 1,  

$$F(\varepsilon_{s-1}) = \frac{1}{1+\exp(-\gamma \varepsilon_{s-1})}$$  \hspace{1cm} (14)$$

the obtained model is defined as the logistic smooth transition fractionally integrated asymmetric power GARCH (LST-FIAPGARCH) model.

v. STAR-GARCH Models

STAR-GARCH models, evaluated by Lundberg and Terasvirta (1999, 2000) and Franses Neele and van Dijk (1998) and further examined by Chan and McAleer (2001) are time series models with STAR type nonlinear processes in the conditional mean with heteroskedasticity given as GARCH errors. Consider the following STAR model (Terasvirta, 1994) with two regimes,

$$y_t = \phi + \sum_{i=1}^{\tau} \phi_i y_{t-i} (1 - F(s; \gamma,c)) + \phi_2 + \sum_{i=1}^{\tau} \phi_{2i} y_{t-i} F(s; \gamma,c) + \varepsilon_t$$  \hspace{1cm} (15)$$

where,

$$F(s; \gamma,c) = \frac{1}{1+e^{-\gamma(s-c)}}$$  \hspace{1cm} (16)$$

defined with the logistic function. By allowing GARCH errors,

$$\sigma_t^2 = \omega + \sum_{i=1}^{\tau} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{\tau} \beta_i \sigma_{t-i}^2$$  \hspace{1cm} (17)$$

the model is called Logistic Smooth Transition Autoregressive GARCH (LSTAR-GARCH) model. As the information matrix of the log-likelihood function of STAR-GARCH is block diagonal, the parameters in the conditional mean and conditional variance equations can be estimated separately, as in the case of ARMA-GARCH. The general GARCH properties are expected to hold (Chan and McAleer, 1999).

iv. STAR-ST-GARCH Model

The Smooth Transition Autoregressive (STAR) model further developed by Luukkonen et al. (1988), Granger and Terasvirta (1993) and Terasvirta (1994) aim nonlinear modeling of the conditional mean by introducing smooth transition between regimes of autoregressive processes based on logistic and exponential functions belonging to squashing functions. In STAR models, commonly applied transition functions are logistic and exponential functions and the relevant models are called LSTAR and ESTAR models. STAR–STGARCH model is a model that allows STAR type nonlinearity in both the conditional mean and the conditional variance and is developed based on the following STAR model. The error terms follow smooth transition in the GARCH process,

$$\sigma_t^2 = \left( w_1 + \sum_{i=1}^{\tau} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{\tau} \beta_i \sigma_{t-i}^2 \right) \left( 1 - H(\varepsilon_{s-1}; \xi, n) \right)$$

\[+ \left( w_2 + \sum_{i=1}^{\tau} \alpha_2 \varepsilon_{t-i}^2 + \sum_{i=1}^{\tau} \beta_2 \sigma_{t-i}^2 \right) H(\varepsilon_{s-1}; \xi, n) \]  \hspace{1cm} (18)$$

with the transition function,

$$H(\varepsilon; \xi, n) = \frac{1}{1+e^{-\xi(\varepsilon-n)}}.$$  \hspace{1cm} (19)$$
is the parameter defining the speed of transition and \( n \) is the threshold coefficient. Model will be extended to STAR-ST-FIGARCH model.

**vii. STAR-ST-FIGARCH Model**

The ARCH and GARCH models, developed by Engle (1982) and Bollerslev (1986) respectively, are short memory processes resulting from the fact that the response of a shock on the conditional variance decreases at an exponential rate. On the other hand, the conditional volatility of financial market returns may change slowly over time as a result of long memory characteristics of financial series. Consequently, the autocorrelation functions may decay at a hyperbolic rate.

Fractionally Integrated GARCH (FIGARCH(1, \( d \), 1)) model is developed under these findings by Bollerslev and Mikkelsen (1996) and Bollerslev, Bollerslev, and Mikkelsen (1996) as an extension of the GARCH model to account for long memory. In this section, we will first evaluate fractional integration in a GARCH setting to evaluate long memory in conditional variance. Afterwards, smooth transition type nonlinearity setting will be introduced to the evaluated FIGARCH and FIAPGARCH models.

Assume that a time series following a random walk process in its conditional mean and its conditional variance,

\[
\sigma_t^2 = \omega + \left( (1-\beta L)(1-\phi L) - (1-\phi L)^d \right)(|\epsilon_{t-1}| - \gamma \epsilon_{t-1})^2
\]

or alternatively,

\[
\sigma_t^2 = \omega + \beta h_t + \left( (1-\beta L)(1-\phi L) - (1-\phi L)^d \right)(|\epsilon_{t-1}| - \gamma \epsilon_{t-1})^2
\]

where, \( z_t \) is assumed to be normally distributed \( \mathcal{N}(0,1) \) white noise process

\[
z_t \sim \mathcal{N}(0,1) = \frac{1}{\sqrt{2\pi}} \exp \left( \frac{z_t^2}{2} \right)
\]

FIGARCH(1, d, 1) model nests the GARCH model if \( d = 0 \) and the IGARCH model of Engle and Bollerslev (1986) for estimated fractional integration parameter of \( d = 1 \). Consequently, the fractional integration parameter \( d \) is \( 0 < d < 1 \) and as \( d \to 0 \) (\( d \to 1 \)) the model has short memory (long memory) characteristics. For alternative specifications of FIGARCH model, readers are referred to Karanasos, Psaradakis, and Sola (2004), Giraitis, Robinson, and Surgailis (2004) and Zaffaroni (2004).

The STAR-STFIGARCH model which generalizes the ST-GARCH type nonlinearity to account for long memory is represented as,

\[
\sigma_t^\delta = w_1 + \alpha_0 \sigma_{t-1}^\delta + \beta_1 H(\epsilon_t; \zeta, n) + \beta_2 \sigma_{t-1}^\delta H(\epsilon_t; \zeta, n) + w_4
\]

\[
+ \alpha_2 \epsilon_{t-1}^\delta \left[ (1-\beta L)(1-\phi L)|\epsilon_{t-1}| - \beta L(1-\phi L)|\epsilon_{t-1}| - (1-\phi L)(1-\phi L)^d \right] (|\epsilon_{t-1}| - \gamma \epsilon_{t-1})^\delta
\]

\[
(22)
\]

\footnote{Bollerslev and Mikkelsen (1996) develop the necessary conditions for FIGARCH model and note that for a well defined FIGARCH model, all the coefficients in the infinite ARCH representation must be non-negative (see: Bollerslev and Mikkelsen (1996, p. 159). FIGARCH models are further discussed in Nelson and Cao (1992) and Conrad and Haag (2006), following these studies, nonnegativity constraints on parameters of FIGARCH processes are relaxed and shown that, for \( p=2 \), the second lag of conditional variance can become negative. Further, Conrad and Haag (2006) allow conditions so that even if all parameters are negative (apart from \( d \)), the conditional variance can be nonnegative for FIGARCH models following the inequality constraints of Conrad and Haag (2006).}
for $\gamma \neq 0$ the width of the volatility clusters and, $\alpha$ and $\beta$ characterizes the dynamics of the conditional volatility. The range of the cluster of the volatility changes between $F(.)=0$ and $F(.)=1$. The constant term takes on values between $\varphi = \omega/(1-\alpha)$ and $\varphi = \omega/(1-\beta)$ based upon whether the conditional volatility is in the regime dictated by $F(.)=0$ and $F(.)=1$. Accordingly, in the ST-GARCH model, the constant term ranges between the extreme regimes, the level of conditional volatility will change in different regimes (Kılıç, 2010). If the transition function $F(.)$ is logistic function

$$F(\varepsilon_{t-1}) = \frac{1}{1+\exp(-\theta \varepsilon_{t-1})} \tag{23}$$

the model becomes logistic smooth transition FIGARCH (LST-FIGARCH) model.

v. STAR-ST-FIAPGARCH Model

Tse (1998) introduced the FIAPGARCH model which combines long memory property of Baillie, Bollerslev, and Mikkelsen (1996) FIGARCH model with Asymmetric Power GARCH (APGARCH) model of Ding, Engle, and Granger (1993) by extending the FIGARCH model to account for different asymmetric dynamics. Accordingly, the fractionally integrated APGARCH model is represented as

$$(1-\beta L)\sigma^\delta_n = w + \left( (1-\beta L) - (1-\phi L)(1-L)^d \right) \left( |\varepsilon_{n-1}| - \gamma \varepsilon_{n-1}^\delta \right) \tag{24}$$

where; $L$ denotes the lag operator, $d$ is the $0 \leq d \leq 1$ functional differencing parameter, $\beta$ denotes the autoregressive parameters, $\phi$ represents the moving average parameters of the conditional variance equation. $\delta$ represents the optimal power transformation. $\gamma$ represents the asymmetry parameter and $|\gamma| < 1$ ensures that positive and negative innovations of the same size can have asymmetric effects on the conditional variance (Conrad, Rittler and Rotfuss; 2010). Further, after imposing the restrictions $\delta=2$ and $d=0$, the FIAPGARCH model reduces to AGARCH model; whereas, if the restriction $\delta=2$ is applied, the model reduces to FIAGARCH, and if $d=0$ the model reduces to APGARCH model.

The ST-ARCH modeling methodology developed by Hegerud (1997), Gonzales-Rivera (1998), Lee and Degennaro (2000) allows smooth transition type nonlinearity in ARCH parameters and the ST-GARCH models of Anderson (1999) and Lundbergh and Terasvirta (2002) accept a modeling structure so that in addition to the ARCH terms, the intercept and the GARCH terms are extended to be modeled with smooth transition type nonlinearity in different regimes. Accordingly, following the ST-FIGARCH model structure, smooth transition fractionally integrated asymmetric power GARCH model denoted as ST-FIAPGARCH is obtained by allowing the smooth transition type nonlinearity between two FIAPGARCH models in two different regimes defined as,

$$\sigma^\delta_n = \omega + \left( 1 - \left( H(\varepsilon_t; \xi, n) \right) \right) \alpha_1 \sigma^\delta_{t-1} + \beta_1 \left( H(\varepsilon_t; \xi, n) \right) \sigma^\delta_{t-1} + \left( 1 - L \right) \left( 1 - \phi L \right) \left( 1 - \phi L \right)^d \left( |\varepsilon_{n-1}| - \gamma \varepsilon_{n-1}^\delta \right) \tag{25}$$

if the transition function $F(.)$ is defined as a logistic function bounded between 0 and 1,

$$F(\varepsilon_{t-1}) = \frac{1}{1+\exp(-\theta \varepsilon_{t-1})} \tag{26}$$
the obtained model is defined as the *logistic smooth transition fractionally integrated asymmetric power GARCH* (LST-FIAPGARCH) model.

### III. Neural Network Augmentations of the Nonlinear GARCH Models

Artificial Neural Network (ANN) models have significant applications in modeling economic variables and time series. Kanas (2001), Kanas and Yannopoulos (2001), Shively (1996) applied ANN models to stock return forecasting, whereas, Donaldson and Kamstra (2009) proposed hybrid architecture of commonly applied GARCH family models, GARCH, GJR and EGARCH, with ANN architecture. Further analysis is conducted with Bildirici and Ersin (2009) to obtain a large class of GARCH family models with benefits from ANN modeling. Multi Layer Perceptron (MLP), an important class of neural networks consists of a set of sensory units defined with an input layer, one or more hidden layers and an output layer with estimation algorithms that include back-propagation and gradient descent type algorithms (See, Rumelhart et al., 1986; Bishop, 1994). Following Donaldson and Kamstra (1996) GJR-GARCH-NN, EGARCH-NN and GARCH-NN models, Bildirici and Ersin (2009) proposed a family of NN-GARCH models including the NN-APGARCH model.

#### i. NN-GARCH Model

Start with the basic model, NN-GARCH \((p,q,m)\) model is an augmented GARCH\((p,q)\) process with single hidden layer ANN consisting sigmoid type neuron functions,

\[
\sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{q} \beta_i \sigma_{t-i}^2 + \sum_{h=1}^{m} \xi_h \psi(z_i \lambda_h) \tag{27}
\]

\[
\psi(z_i \lambda_h) = \left[ 1 + \exp \left( \lambda_h d + \sum_{d=1}^{m} \sum_{w=1}^{d} \lambda_{h,d,w} z_{t-d}^w \right) \right]^{-1} \tag{28}
\]

\[
z_{t-d} = \frac{[\varepsilon_{t-d} - E(\varepsilon)]}{\sqrt{E(\varepsilon^2)}} \tag{29}
\]

\[
\frac{1}{2}\lambda_{h,d,w} \sim \text{uniform} [-1,1] \tag{30}
\]

\[
\psi(z_i \lambda_h) \text{ is the sigmoid type activation function of the form } 1/(1+\exp(-x)); \quad \xi = w \text{ is the weight vector; define } z_i \lambda_h = x_i \text{ as the input variables in the activation function with } \lambda_h \text{ as given in equation (30)}. \]

#### ii. NN-APGARCH Model

Asymmetric power GARCH (APGARCH) structure of Ding et.al. (1993) has interesting features in volatility modeling. The NN-APGARCH model belongs to the NN-GARCH models discussed in Bildirici and Ersin (2009) and is an extention of Donaldson and Kamstra (1997) NN-GARCH models. The NN-APGARCH model is obtained by augmenting APGARCH model with artificial neural network architecture and modeling techniques,

\[
\sigma_t^\delta = \omega + \sum_{k=1}^{r} \varphi_k \left( |\varepsilon_{t-k}| - \gamma_k \varepsilon_{t-k} \right)^\delta + \sum_{j=1}^{q} \beta_j \sigma_{t-j}^\delta + \sum_{h=1}^{m} \xi_h \psi(z_i \lambda_h) \tag{31}
\]

\[
\psi(z_i \lambda_h) = \left[ 1 + \exp \left( \lambda_h d + \sum_{d=1}^{m} \sum_{w=1}^{d} \lambda_{h,d,w} z_{t-d}^w \right) \right]^{-1} \tag{32}
\]

\[
z_{t-d} = \frac{[\varepsilon_{t-d} - E(\varepsilon)]}{\sqrt{E(\varepsilon^2)}} \tag{33}
\]

\[
\frac{1}{2}\lambda_{h,d,w} \sim \text{uniform} [-1,1] \tag{34}
\]
where, \( \psi(z, \lambda) \) is the logistic function. The NN-APGARCH nests several models. The model reduces to the standard NN-GARCH model for \( \delta = 2 \) and \( \gamma_k = 0 \), the NN-NGARCH model for \( \gamma_k = 0 \), and the NN-GJR-GARCH model for \( \delta = 2 \) and \( 0 \leq \gamma_k \leq 1 \); the NN-TGARCH model for for \( \delta = 1 \) and \( 0 \leq \gamma_k \leq 1 \). For estimation of NN-APGARCH models, readers are referred to Bildirici and Ersin (2009).

iii. NN-FIAPGARCH Model

In this study, NN-FIAPGARCH model is an augmented version of NN-APGARCH model proposed by Bildirici and Ersin (2009). NN-FIAPGARCH model is also an augmented version of fractionally integrated asymmetric power GARCH model with neural network architecture. The model is defined as,

\[
(1 - \beta L) \sigma_u^d = \omega + \left( (1 - \beta L) - (1 - \phi L) (1 - L)^d \right) \left[ |\epsilon_{t-1}| - \gamma_1 \epsilon_{t-1} \right] + \sum_{k=1}^{\infty} \xi_k \psi(z, \lambda_k)
\]

(35)

\[
\psi(z, \lambda) = \left[ 1 + \exp \left( \lambda_h d, w + \sum_{d=1}^{m} \sum_{w=1}^{m} \lambda_h d, w z_{t-d} \right) \right]^{-1}
\]

(36)

\[
z_{t-d} = \left[ \epsilon_{t-d} - E(\epsilon) \right] / \sqrt{E(\epsilon^2)}
\]

(37)

\[
\frac{1}{2} \lambda_h d, w \sim \text{uniform} \left[ -1, 1 \right]
\]

(38)

where, \( \psi(z, \lambda) \) is the logistic function and \( h \) number of neurons. Logistic function belongs to the sigmoid type function family applied in neural network literature. The NN-FIAPGARCH nests several models. The model given in (35)-(38) reduces to the NN-FIGARCH model for restrictions on the power term \( \delta = 2 \) and \( \gamma_k = 0 \); the model reduces to NN-FINGARCH model for \( \gamma_k = 0 \); and to the NN-FIGJRGARCH model if \( \delta = 2 \) and \( \gamma_k \) is so that it varies between \( 0 \leq \gamma_k \leq 1 \). Further, the model may be shown as NN-GARCH model if \( \delta = 1 \) in addition to the \( 0 \leq \gamma_k \leq 1 \) restriction. For traditional representations of GARCH models readers may refer to Bollerslev, 2007). Furthermore, the model could be represented with short memory characteristics under restrictions on fractional integration parameters. By imposing \( d = 0 \) to the fractional differentiation parameter the model in Eq. (35) reduces to NN-APGARCH model, the short memory model variant. In this study, only FIGARCH and FIAPGARCH versions will be evaluated.

iv. LSTAR-GARCH-MLP Model

In this section of the study, the Multi Layer Perceptron Neural Network models that belong to the ANN family will be combined with LSTAR-GARCH models to benefit from the forecast capabilities of ANN models5. The LSTAR-GARCH-MLP model is a neural network model that consists of a set of sensory units with an input layer passed to two or more locally linear conditional mean processes with smooth transition logistic transition function, namely a LSTAR process with errors following GARCH type conditional volatility modeled as a NN-GARCH process.

5 Donaldson and Kamstra (1996) proposed hybrid modeling to combine GARCH, GJR and EGARCH models with ANN architecture; whereas, NN-GARCH models are further extended to NN-GARCH, NN-EGARCH, NN-TGARCH, NN-GJR-GARCH, NN-SAGARCH, NN-PGARCH, NN-NPGARCH, and NN-APGARCH models by Bildirici and Ersin (2009).
The LSTAR-GARCH-MLP model is defined as a two regime LSTAR process in the conditional mean of which errors follows a single regime GARCH process augmented with neural networks with multi-layer perceptron structure,

$$\sigma_t^2 = \omega + \sum_{i=1}^{p} \alpha_i \varepsilon_{t-i}^2 + \sum_{i=1}^{q} \beta_i \sigma_{t-i}^2 + \sum_{h=n}^{s} \xi_h \psi(z_t, \lambda_h)$$  \hspace{1cm} (39)

$$\psi(z_t, \lambda_h) = \frac{1}{1 + \exp\left(-\left(\lambda_{h,d,w} + \sum_{d=1}^{m} \sum_{w=1}^{n} \lambda_{h,d,w} z_{t-d}^w\right)\right)}$$  \hspace{1cm} (40)

$$z_{t-d} = [e_{t-d} - E(e)]/\sqrt{E(e^2)}$$  \hspace{1cm} (41)

$$\frac{1}{2} \lambda_{h,d,w} \sim \text{uniform} \ [0,1]$$  \hspace{1cm} (42)

where, $\psi(z_t, \lambda_h)$ is the logistic activation function, $h$ is the number of neurons. The weight vector $\xi = w$; $\psi = g$ logistic activation function and input variables are defined as $z_t, \lambda_h = x_i$ where $\lambda_h$ is defined as in Eq.(42).

v. LSTAR-APGARCH-MLP Model

LSTAR-APGARCH-MLP model is a model with conditional mean following a LSTAR process with APGARCH type heteroscedasticity modeling of the conditional variance extended to NN-APGARCH model of Bildirici and Ersin (2009) following Donaldson and Kamstra (1997) NN-GARCH models. The LSTAR-APGARCH-MLP model is a two regime LSTAR model with the conditional variance following APGARCH process augmented with MLP neural network structure,

$$\sigma_t^\delta = \omega + \sum_{k=1}^{p} \alpha_k \left( |\varepsilon_{t-k} | - \gamma_k \varepsilon_{t-k} \right)^\delta + \sum_{i=1}^{q} \beta_i \sigma_{t-i}^\delta + \sum_{h=n}^{s} \xi_h \psi(z_t, \lambda_h)$$  \hspace{1cm} (43)

$$\psi(z_t, \lambda_h) = \left[1 + \exp\left(\lambda_{h,d,w} + \sum_{d=1}^{m} \sum_{w=1}^{n} \lambda_{h,d,w} z_{t-d}^w\right)\right]^{-1}$$  \hspace{1cm} (44)

$$z_{t-d} = [e_{t-d} - E(e)]/\sqrt{E(e^2)}$$  \hspace{1cm} (45)

$$\frac{1}{2} \lambda_{h,d,w} \sim \text{uniform} \ [0,1]$$  \hspace{1cm} (46)

where, $\psi(z_t, \lambda_h)$ is the logistic function. The model given in Eq.’s (41)-(46) nest several models. If the restrictions are applied as $\delta = 2$ and $\gamma_k = 0$ in

Error! Reference source not found., the LSTAR-APGARCH-MLP model reduces to the LSTAR-GARCH-MLP model; for $\xi_h = 0$, the model reduces to LSTAR-APGARCH model; and further, if $\gamma = 0$, $\delta = 2$ and $\gamma_k = 0$ in addition to $\xi_h = 0$, the model reduces to a single regime GARCH model.

vi. LSTAR-FIGARCH-MLP Model

LSTAR-FIGARCH-MLP model is a LSTAR in the conditional mean process with errors following time varying conditional variance. The model is an augmented version of NN-
FIGARCH model which allows for fractional integrated time-varying conditional variance with neural networks.

The model is defined as,

\[(1 - \beta L)\sigma_n^2 = \omega + \left( (1 - \beta L) - (1 - \phi L) (1 - L) \right) |(\varepsilon_{t-1} - \gamma \varepsilon_{t-1})^2 + \sum_{h=1}^{H} \xi_h \psi (z_i, \lambda_h) \] 

\[\psi (z_i, \lambda_h) = \left[ 1 + \exp \left( \lambda_{n,d,w} + \sum_{d=1}^{D} \sum_{w=1}^{W} \lambda_{h,d,w} z_{i,d} \right) \right]^{-1} \] 

\[z_{i,d} = [e_{i,d} - E(e)]/\sqrt{E(e^2)} \] 

\[1/2 \lambda_{n,d,w} \sim \text{uniform} [-1,1] \] 

Similar to the previous models, \(\psi (z_i, \lambda_h)\) is the logistic function with \(h\) number of neurons.

vii. LSTAR-FIAPGARCH-MLP Model

LSTAR-FIAPGARCH-MLP model is an augmented version LSTAR-FIGARCH-MLP with asymmetric power structure in the conditional variance. The model is stated as,

The model is defined as,

\[(1 - \beta L)\sigma_n^\delta = \omega + \left( (1 - \beta L) - (1 - \phi L) (1 - L)^\delta \right) |(\varepsilon_{t-1} - \gamma \varepsilon_{t-1})^\delta + \sum_{h=1}^{H} \xi_h \psi (z_i, \lambda_h) \] 

\[\psi (z_i, \lambda_h) = \left[ 1 + \exp \left( \lambda_{n,d,w} + \sum_{d=1}^{D} \sum_{w=1}^{W} \lambda_{h,d,w} z_{i,d} \right) \right]^{-1} \] 

\[z_{i,d} = [e_{i,d} - E(e)]/\sqrt{E(e^2)} \] 

\[1/2 \lambda_{n,d,w} \sim \text{uniform} [-1,1] \] 

\(\psi (z_i, \lambda_h)\) is taken as logistic activation function. The model given in (51) nests the LSTAR-FIGARCH-MLP model for restrictions of \(\delta = 2 \) and \(\gamma_1 = 0\). Further, reduces to LSTAR-GARCH-MLP model if \(\delta = 1 \) and by allowing \(0 \leq \gamma \leq 1\). If the fractional differentiation parameter \(\delta = 0\), the model reduces to LSTAR-APGARCH-MLP.

viii. LSTAR-LST-GARCH-MLP Model

By augmenting the LSTAR-LST-GARCH model defined with neural networks, following LSTAR-LST-GARCH-MLP model is obtained with LSTAR process in the conditional mean and the conditional variance modeled with LST-GARCH-MLP. MLP augmented LST-GARCH process,

\[\sigma_i^2 = \left( w_1 + \sum_{i=1}^{p} \alpha_i \varepsilon_i^2 + \sum_{i=1}^{q} \beta_i \sigma_i^2 \right) + \sum_{h=1}^{H} \xi_h \psi (z_i, \lambda_h) \left( 1 - H (\varepsilon_i, \xi, n) \right) \] 

\[+ \left( w_2 + \sum_{i=1}^{p} \alpha_i \varepsilon_i^2 + \sum_{i=1}^{q} \beta_i \sigma_i^2 \right) \left( \sum_{h=1}^{H} \xi_h \psi (z_i, \lambda_h) \right) \] 

\[H (\varepsilon_i, \xi, n) = \frac{1}{1 + e^{-\xi (\varepsilon_i - n)}} \] 

and,
\[ \psi_i \left( z_{i,d} \lambda_{h,i} \right) = \frac{1}{1 + \exp \left( - \left( \lambda_{h,d,w,i} + \sum_{d=1}^{m} \sum_{w=1}^{w_i} w_{i,r-d,i} \right) \right)} \]  \hspace{1cm} (57)

\[ i=1,2 \text{ and inputs defined as,} \]
\[ z_{r-d} = \left[ e_{r-d} - E(e) \right] / \sqrt{E(e^2)} \]  \hspace{1cm} (58)
\[ \frac{1}{2} \lambda_{h,d,w} \sim \text{uniform \ensuremath{[-1,1]}} \]  \hspace{1cm} (59)

The model will be augmented with asymmetric power term in the conditional variance to obtain LSTAR-LST-APGARCH-MLP model.

\textbf{ix. LSTAR-LST-APGARCH-MLP Model}

LSTAR-LST-APGARCH-MLP model is a LSTAR-LST-APGARCH model augmented with neural networks in each regime of the conditional variance process. The model is defined as,

\[ \sigma_{i}^{\delta} = \left( \sum_{k=1}^{r} \alpha_{x_{1}} \left( \varepsilon_{r-k,1} - \varepsilon_{r-k,1} \right)^{\delta} \right) + \sum_{i=1}^{q} \sum_{k=1}^{r} \beta_{i} \sigma_{i}^{\delta} + \sum_{n=1}^{s} \sum_{k=1}^{r} \xi_{i} \psi_{i} \left( z_{i} \lambda_{i} \right) \left( 1 - H \left( e_{r-i} ; \xi_{i} \right) \right) \]  \hspace{1cm} (7)

\[ \psi_{i} \left( z_{i} \lambda_{i} \right) = \left[ 1 + \exp \left( - \left( \lambda_{h,d,w,i} + \sum_{d=1}^{m} \sum_{w=1}^{w_i} w_{i,r-d,i} \right) \right) \right]^{-1} \]  \hspace{1cm} (60)

\[ z_{r-d} = \left[ e_{r-d} - E(e) \right] / \sqrt{E(e^2)} \]  \hspace{1cm} (61)
\[ \frac{1}{2} \lambda_{h,d,w} \sim \text{uniform \ensuremath{[-1,1]}} \]  \hspace{1cm} (62)

where \( i=1,2 \), the number of regimes. Accordingly, LSTAR-LST-APGARCH-MLP model is an hybrid model consisting of two regime LSTAR process in the conditional mean as in Eq.’s 

\textbf{Error! Reference source not found.} Error! Reference source not found.. with residuals following a nonlinear neural network model for the conditional variance as in Eq.’s (7)-

\textbf{Error! Reference source not found.} Error! Reference source not found. with multi-layer perceptrons in each regime of LST-APGARCH process. Therefore, the model is an augmented version of LSTAR-LST-APGARCH model to benefit from generalization capabilities of neural networks.

\textbf{x. LSTAR-LST-FIGARCH-MLP Model}

LSTAR-LST-FIGARCH-MLP model is a LSTAR-LST-GARCH-MLP model with fractional integration in the conditional variance process. LSTAR-LST-FIGARCH model is defined as,
(1−βL)\sigma_n^2 = (\omega_n + ((1−βL)−(1−\phi L)(1−L)^d \left| (\varepsilon_{n−1}−\gamma_{h_1}e_{n−1}) \right|^2 \right)H(e_{t−i};\xi, n) + (\omega_n + ((1−βL)−(1−\phi L)(1−L)^d \left| (\varepsilon_{n−1}−\gamma_{h_2}e_{n−1}) \right|^2 \right)H(e_{t−i};\xi, n) \tag{63}

\psi_i (z_{t,i}, \lambda_{h,i}) = \left[ 1 + \exp \left( - \left( \sum_{d=1}^{n} \sum_{w=i}^{m} \lambda_{h,d,w,i} z_{t-d,i} \right) \right) \right]^{-1} \tag{64}

z_{t−d,i} = [e_{t−d,i} − E(e)]/\sqrt{E(e^2)} \tag{65}

\frac{1}{2} \lambda_{h,d,w,i} \sim \text{uniform } [−1,1] \tag{66}

where \(i=1,2\). The LSTAR-LST-FIGARCH-MLP model reduces to LSTAR-LST-GARCH-MLP if the fractional integration parameter \(d=0\).

X. LSTAR-LST-FIAPGARCH-MLP Model

LSTAR-LST-FIAPGARCH-MLP model is a model based on the LSTAR-LST-FIAPGARCH model augmented with MLP neural networks. The model is defined as,

\begin{align}
(1−βL)\sigma_n^2 &= (\omega_n + ((1−βL)−(1−\phi L)(1−L)^d \left| (\varepsilon_{n−1}−\gamma_{h_1}e_{n−1}) \right|^2 \right)H(e_{t−i};\xi, n) + (\omega_n + ((1−βL)−(1−\phi L)(1−L)^d \left| (\varepsilon_{n−1}−\gamma_{h_2}e_{n−1}) \right|^2 \right)H(e_{t−i};\xi, n) \tag{67}

\psi_i (z_{t,i}, \lambda_{h,i}) &= \left[ 1 + \exp \left( - \left( \sum_{d=1}^{n} \sum_{w=i}^{m} \lambda_{h,d,w,i} z_{t-d,i} \right) \right) \right]^{-1} \tag{68}

z_{t−d,i} &= [e_{t−d,i} − E(e)]/\sqrt{E(e^2)} \tag{69}

\frac{1}{2} \lambda_{h,d,w,i} \sim \text{uniform } [−1,1] \tag{70}
\end{align}

where \(i=1,2\). LSTAR-LST-FIAPGARCH-MLP nests the models analyzed in the study. The model reduces to LSTAR-LST-GARCH-MLP if the fractional integration parameter \(d=0\). Further, if the asymmetric power term is equal to 2, the model becomes LSTAR-LST-FIAPGARCH-MLP model.

IV. Econometric Results

4.1. Data


In order to test forecasting performance of the above-mentioned models, stock return in Turkey is calculated by using the daily closing prices of Istanbul Stock Index ISE 100 covering the 07.12.1986-13.12.2010 period corresponding to 5852 observations. To obtain return series, the stock returns data is calculated as follows: \(y=ln(P_t/P_{t-1})\) where \(ln(.)\) is the natural logarithms. In the process of model estimation, the sample is divided between training, test and out-of-sample samples with the percentages of 80%, 10%, 10%.
4.2. Econometric Results

At the first stage, among the GARCH family models, we selected basic GARCH model, and APGARCH models FIGARCH, taken as baseline models are estimated for evaluation purposes. Results are given in Table 1. Included models have different characteristics to be evaluated; namely, fractional integration, asymmetric power and fractionally integrated asymmetric power models, namely, GARCH, APGARCH, FIGARCH and FIAPGARCH models.

It is observed that, all volatility models perform better than the FIAPGARCH model in light of Log Likelihood criteria. If AIC and SIC criteria are evaluated, the lowest AIC (−4.5612) is calculated for the FIAPGARCH model; whereas, the lowest SIC is calculated as -4.5548 for the FIGARCH model. The sum of ARCH and GARCH parameters is calculated as 0.9857 for the GARCH model and similarly is less than 1 for the APGARCH, FIGARCH and FIAPGARCH model. For the fractionally integrated models, the differentiation parameters are estimated as 0.40 (FIGARCH) and 0.38 (FIAPGARCH).

Table 1. Baseline Models

<table>
<thead>
<tr>
<th></th>
<th>Baseline GARCH Models</th>
<th>Baseline Fractionally Integrated GARCH Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1. GARCH</td>
<td>2. APGARCH</td>
</tr>
<tr>
<td>Cst(M)</td>
<td>0.0016**</td>
<td>0.0014**</td>
</tr>
<tr>
<td></td>
<td>(5.36)</td>
<td>(4.917)</td>
</tr>
<tr>
<td>Cst(V)</td>
<td>0.1998**</td>
<td>0.7554</td>
</tr>
<tr>
<td></td>
<td>(3.21)</td>
<td>(1.20)</td>
</tr>
<tr>
<td>d-Figarch</td>
<td>0.4064**</td>
<td>0.3797**</td>
</tr>
<tr>
<td></td>
<td>(8.21)</td>
<td>(6.66)</td>
</tr>
<tr>
<td>ARCH</td>
<td>0.1572**</td>
<td>0.1643**</td>
</tr>
<tr>
<td></td>
<td>(6.36)</td>
<td>(7.07)</td>
</tr>
<tr>
<td>GARCH</td>
<td>0.8285**</td>
<td>0.8326**</td>
</tr>
<tr>
<td></td>
<td>(29.99)</td>
<td>(31.71)</td>
</tr>
<tr>
<td>APARCH(Gamma1)</td>
<td>0.0518*</td>
<td>0.0592*</td>
</tr>
<tr>
<td></td>
<td>(1.60)</td>
<td>(1.78)</td>
</tr>
<tr>
<td>APARCH(Delta)</td>
<td>1.6594**</td>
<td>2.0994**</td>
</tr>
<tr>
<td></td>
<td>(8.18)</td>
<td>(17.12)</td>
</tr>
<tr>
<td>LogL</td>
<td>13361.16</td>
<td>13366.35</td>
</tr>
<tr>
<td>AIC</td>
<td>-4.5455</td>
<td>-4.5466</td>
</tr>
<tr>
<td>SIC</td>
<td>-4.5410</td>
<td>-4.5398</td>
</tr>
<tr>
<td>Q( 5)</td>
<td>14.1874 [0.00]</td>
<td>17.6420 [0.00]</td>
</tr>
<tr>
<td>Q(10)</td>
<td>26.9742 [0.00]</td>
<td>30.9775 [0.00]</td>
</tr>
<tr>
<td>SB:</td>
<td>0.38924 [0.69]</td>
<td>0.4958 [0.61]</td>
</tr>
<tr>
<td>ARCH (1-2):</td>
<td>4.4142 [0.012]</td>
<td>6.1645 [0.00]</td>
</tr>
<tr>
<td></td>
<td>2.7684 [0.02]</td>
<td>3.4571 [0.00]</td>
</tr>
</tbody>
</table>


Power terms obtained for returns calculated for stock indices in many developing economies are calculated comparatively higher than those obtained for the various indices in developed countries in various studies. The calculated power term is 1.65 in the APGARCH model and is estimated as 2.09 in the FIAPGARCH model showing high levels of asymmetry. It is noteworthy to evaluate several studies. Haas (2008) calculated three state RS-GARCH,
RS-PGARCH and RS-APGARCH models for the daily returns in NYSE and estimated the power terms are calculated as 1.25, 1.09 and 1.08. For Turkey, Ural (2009) estimated a RS-APGARCH model for returns in ISE100 index in Turkey in addition to United Kingdom FTSE100, CAC40 in France and NIKKEI 225 indices in Japan and reported highest power estimates (1.84) compared to the power terms calculated as 1.26, 1.31 and 1.24 for FTSE100, NIKKEI 225 and CAC40. Telatar and Binay (2001) estimated APARCH models for Turkey and 10 national stock indices and noted that power terms reported for developing countries tend to be high and varying though those reported for the developed countries are estimated with low and close values. Ané and Ureche-Rangau (2006), estimated single regime GARCH and APGARCH models in addition to RS-GARCH and RS-APGARCH models following Gray (1996) model. Power terms in single regime APGARCH models were calculated for daily returns as 1.57 in Nikkei 225 Index, as 1.81 in Hang Seng Index, as 1.69 in Kuala Lumpur Composite Index and as 2.41 in Singapore SES-ALL Index. We will further evaluate LSTAR-GARCH and LSTAR-LST-GARCH models. LSTAR-GARCH models are tested by assuming that the error terms follow student-t distribution with the help of BFGS algorithm. Statistical inference regarding the empirical validity of two-regime switching process was carried out by using nonstandard LR tests (Davies, 1987). The non-standard LR test is statistically significant and this suggests that linearity is strongly rejected. Further, Lukkonnen et al. (1988) LM type nonlinearity tests are evaluated and concluded that the nonlinearity is accepted and linearity is rejected for the transition variable of one lagged daily returns.

STAR-GARCH models allow STAR type nonlinearity in the conditional mean with GARCH type heteroscedasticity in the conditional variance, where, the GARCH process is a single regime process. Chan and McAleer (2003) discuss that the results obtained with modeling time series inherently heteroscedastic in STAR-GARCH models and draws attention on the following three possibilities: (a) the variance is not constant, so that STAR-GARCH should be used; (ii) the use of alternative optimization algorithms is required for gains in modeling, and (iii) the use of alternative initial values in optimization. In this study, different types of nonlinearity either in mean or variance are evaluated with augmenting the STAR-ST-GARCH models with neural networks and support vector machines to encounter the following problems noted by Chan and McAleer (2003), regarding the likelihood functions: a) the log-likelihood functions of Exponential STAR-GARCH (ESTAR-GARCH) models tend to be flat around the global optimum near the true values of the transition rates. There are difficulties in estimating the transition rates by maximizing the log-likelihood functions using conventional gradient-based optimization algorithms. b) The planes of the log-likelihood functions of the Logistic STAR-GARCH models are prone to be lumpy in addition to being flat around the local optimums. These situations explain the sensitivity of QMLE to initial values. As noted by Lundbergh and Terasvirta (1999) and van Dijk, Terasvirta and Franses (2002), the convergence of QMLE is sensitive to the initial values. There are two result of these findings: (i) the shapes of the log-likelihood functions are determined mostly by the choice of transition functions and (ii) it may be possible to transform the shapes of the log-likelihood functions by transforming the parameters in the models. According to Chan and Theoharakis (2011), Although there are the popularity in applying regimes switching models, the statistical and structural properties for STAR-GARCH models are limited and the results are generally restricted to the two-regimes state. As their opinion, the lack of general structural and statistical properties makes valid inferences difficult to conduct for multi-regimes switching models. The transition rates in the STAR models are particularly difficult to estimate with the Quasi-Maximum Likelihood Estimator (QMLE). Furthermore, GARCH models are extended to model nonlinearity in both the conditional mean and the conditional variance. ST-GARCH model has a linear process such
as the random walk for the majority of studies, whereas, the conditional mean follows a two regime GARCH process in which the transition between the regimes are governed by a continuous, twice differentiable function such as the exponential or the logistic function to smooth transition. By hybridization of two groups of nonlinear models; we obtain STAR-ST-GARCH model that allows for STAR type nonlinearity in both the conditional mean and variance. By allowing the transitions to be governed by logistic function, LSTAR-LST-GARCH model is obtained. By comparing three groups of models, single regime GARCH, STAR-GARCH and STAR-ST-GARCH, we obtained several results. To encounter the problem of forecast accuracy, the study extends GARCH models to nonlinearity both in mean and variance with neural networks. Firstly, following Donaldson and Kamstra (1997) and Bildirici and Ersin (2009) we estimated NN-GARCH models. Similar to the methodology followed to obtain NN-GARCH models. Secondly, we suggested the hybrid modeling methodology as proposed in the paper to augment STAR-ST-GARCH models with neural networks and generalize to LSTAR-LST-GARCH-MLP, Logistic Smooth Transition Autoregressive in conditional mean, logistic smooth transition in conditional variance augmented with multi layer perceptron neural network model.

For comparative purposes, LSTAR-GARCH and LSTAR-LST-GARCH models are reported in Table 2. In the first part of Table 2, the stability condition is achieved for all LSTAR-GARCH family models, LSTAR-GARCH, LSTAR-APGARCH, LSTAR-FIGARCH and LSTAR-FIAPGARCH. The fractional integration parameters are estimated as 0.44 and 0.43 for the LSTAR-FIGARCH and LSTAR-FIAPGARCH models showing that the degree of fractional integration is calculated close but higher than those reported for the single regime in conditional variance models; FIGARCH and FIAPGARCH. The asymmetric power parameter is estimated at high levels as 1.73 and 1.95 for the LSTAR-APGARCH and LSTAR-FIAPGARCH models. The loglikelihood values are also high as was for the single regime models. AIC and SIC criteria report similar conclusions for the in-sample results. On the other hand, the results show significant improvements after LSTAR-LST-GARCH models which allow nonlinearity in the conditional variance as well as in the conditional mean. Loglikelihood values are significantly reduced and AIC and SIC information criteria are significantly lower. Further differences include, after allowing the GARCH processes to follow LST type nonlinearity, the dynamics are strikingly different in light of the estimated parameters. In the LSTAR-LST-FIGARCH model, $d$ parameters are estimated as 0.69 and 0.16 for regime 1 and 2. For the LSTAR-LST-FIAPGARCH model, $d$ parameters are estimated as 0.17 and 0.24 with comparatively low values.

---

*On the other hand, though models have similar performances in the in-sample modeling, the relevant gains are achieved for the out-of-sample forecasting. The results will be reported in the following section.*
Table 2. Models with STAR Type Nonlinearity in the Conditional Mean and Conditional Variance

<table>
<thead>
<tr>
<th></th>
<th>LSTAR-GARCH</th>
<th>LSTAR-APGARCH</th>
<th>LSTAR-FIAPGARCH</th>
<th>LSTAR-LST-GARCH</th>
<th>LSTAR-LST-APGARCH</th>
<th>LSTAR-LST-FIAPGARCH</th>
<th>LSTAR-LST-FIAPGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Single regime in GARCH process</td>
<td>Regime 1</td>
<td>Regime 2</td>
<td>Regime 1</td>
<td>Regime 2</td>
<td>Regime 1</td>
<td>Regime 2</td>
</tr>
<tr>
<td>Cst(M)</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.0043**</td>
<td>0.0115**</td>
<td>-0.0294**</td>
</tr>
<tr>
<td></td>
<td>(0.8)</td>
<td>(0.11)</td>
<td>(0.89)</td>
<td>(0.12)</td>
<td>(10.46)</td>
<td>(16.48)</td>
<td>(-45.20)</td>
</tr>
<tr>
<td>Cst(V)</td>
<td>0.1877**</td>
<td>0.5568</td>
<td>14.4879</td>
<td>17.7108</td>
<td>0.0586*</td>
<td>0.4759*</td>
<td>25.6249</td>
</tr>
<tr>
<td></td>
<td>(3.15)</td>
<td>(1.06)</td>
<td>(-1.24)</td>
<td>(0.71)</td>
<td>(1.701)</td>
<td>(1.624)</td>
<td>(0.6704)</td>
</tr>
<tr>
<td>d-Figarch</td>
<td>0.4397**</td>
<td>0.4295**</td>
<td>-0.0199**</td>
<td>0.0014</td>
<td>-0.0199**</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-5.79)</td>
<td>(7.28)</td>
<td>(6.19)</td>
<td>(1.49)</td>
<td>(11.69)</td>
<td>(1.49)</td>
<td></td>
</tr>
<tr>
<td>ARCH</td>
<td>0.1489**</td>
<td>0.1576**</td>
<td>0.1811*</td>
<td>0.1715**</td>
<td>0.0822**</td>
<td>0.1685**</td>
<td>0.0783*</td>
</tr>
<tr>
<td></td>
<td>(6.11)</td>
<td>(6.59)</td>
<td>(-1.85)</td>
<td>(1.73)</td>
<td>(4.504)</td>
<td>(2.149)</td>
<td>(1.71)</td>
</tr>
<tr>
<td>GARCH</td>
<td>0.8367**</td>
<td>0.8361**</td>
<td>0.4322</td>
<td>0.4136**</td>
<td>0.9137**</td>
<td>0.7239**</td>
<td>0.6920**</td>
</tr>
<tr>
<td>APARCH (Gamma1)</td>
<td>0.0664*</td>
<td>0.0741**</td>
<td>0.9995**</td>
<td>0.2677**</td>
<td>0.9995**</td>
<td>0.2677**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.84)</td>
<td>(2.02)</td>
<td>(93.66)</td>
<td>(2.73)</td>
<td>(93.66)</td>
<td>(2.73)</td>
<td></td>
</tr>
<tr>
<td>APARCH (Delta)</td>
<td>1.7318**</td>
<td>1.9518**</td>
<td>1.1437**</td>
<td>1.2286**</td>
<td>1.1437**</td>
<td>1.2286**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7.67)</td>
<td>(11.87)</td>
<td>(2.784)</td>
<td>(6.38)</td>
<td>(2.784)</td>
<td>(6.38)</td>
<td></td>
</tr>
<tr>
<td>ARCH in mean</td>
<td></td>
<td></td>
<td>-0.5072**</td>
<td>1.4267**</td>
<td>-0.5072**</td>
<td>1.4267**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(-15.63)</td>
<td>(3.41)</td>
<td>(-15.63)</td>
<td>(3.41)</td>
<td></td>
</tr>
<tr>
<td>LogL</td>
<td>13385.219</td>
<td>13390.251</td>
<td>13430.24</td>
<td>13430.24</td>
<td>13434.8</td>
<td>3945.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.02]</td>
<td>[0.17]</td>
<td>[0.18]</td>
<td>[0.29]</td>
<td>[0.34]</td>
<td>[0.58]</td>
</tr>
<tr>
<td></td>
<td>[0.00]</td>
<td>[0.01]</td>
<td>[0.08]</td>
<td>[0.09]</td>
<td>[0.63]</td>
<td>[0.65]</td>
<td>[0.87]</td>
</tr>
<tr>
<td>SB:</td>
<td>0.6801</td>
<td>0.7548</td>
<td>0.467</td>
<td>0.9517</td>
<td>2.339</td>
<td>2.0332</td>
<td>1.5086</td>
</tr>
<tr>
<td></td>
<td>[0.49]</td>
<td>[0.45]</td>
<td>[0.62]</td>
<td>[0.34]</td>
<td>[0.02]</td>
<td>[0.82]</td>
<td>[0.13]</td>
</tr>
<tr>
<td>ARCH (1-2):</td>
<td>2.4227 [0.08]</td>
<td>2.9871</td>
<td>0.9872</td>
<td>0.4458</td>
<td>0.99732</td>
<td>1.0956</td>
<td>0.0214</td>
</tr>
<tr>
<td></td>
<td>[0.05]</td>
<td>[0.42]</td>
<td>[0.64]</td>
<td>[0.37]</td>
<td>[0.33]</td>
<td>[0.33]</td>
<td>[0.97]</td>
</tr>
<tr>
<td>ARCH (1-5):</td>
<td>1.6886 [0.13]</td>
<td>1.9327</td>
<td>1.4537</td>
<td>0.9722</td>
<td>0.73513</td>
<td>0.6585</td>
<td>0.3885</td>
</tr>
<tr>
<td></td>
<td>[0.08]</td>
<td>[0.15]</td>
<td>[0.43]</td>
<td>[0.60]</td>
<td>[0.65]</td>
<td>[0.86]</td>
<td>[0.85]</td>
</tr>
</tbody>
</table>

Note: P-values are given in brackets. t-statistics are given in parentheses. * (**) denotes %10 (%5) significance level.
Table 3. Models with NN Type Nonlinearity in the Conditional Mean

<table>
<thead>
<tr>
<th></th>
<th>MLP – GARCH</th>
<th>MLP – APGARCH</th>
<th>MLP – FIGARCH</th>
<th>MLP – FIAPGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Cst(M)$</td>
<td>-0.0002</td>
<td>-0.00001</td>
<td>-0.0002</td>
<td>-0.00003</td>
</tr>
<tr>
<td></td>
<td>(-0.68)</td>
<td>(-0.06)</td>
<td>(-0.78)</td>
<td>(-0.12)</td>
</tr>
<tr>
<td>$Cst(V)$</td>
<td>0.2003**</td>
<td>0.5808</td>
<td>0.0133</td>
<td>0.0153</td>
</tr>
<tr>
<td></td>
<td>(3.25)</td>
<td>(1.19)</td>
<td>(1.29)</td>
<td>(0.70)</td>
</tr>
<tr>
<td>$d$-Figarch</td>
<td></td>
<td></td>
<td>0.4332**</td>
<td>0.4259**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(6.20)</td>
<td>(7.44)</td>
</tr>
<tr>
<td>$ARCH$</td>
<td>0.1560**</td>
<td>0.1634**</td>
<td>0.1930**</td>
<td>0.1848*</td>
</tr>
<tr>
<td></td>
<td>(6.37)</td>
<td>(6.91)</td>
<td>(1.99)</td>
<td>(1.89)</td>
</tr>
<tr>
<td>$GARCH$</td>
<td>0.8290**</td>
<td>0.8305**</td>
<td>0.4290**</td>
<td>0.4146**</td>
</tr>
<tr>
<td></td>
<td>(30.31)</td>
<td>(31.08)</td>
<td>(3.39)</td>
<td>(3.26)</td>
</tr>
<tr>
<td>$APARCH$ (Gamma1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.060*</td>
<td>-0.0675**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(-1.82)</td>
<td>(-1.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$APARCH$ (Delta)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.7318**</td>
<td>1.9684**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8.52)</td>
<td>(12.07)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LogL</td>
<td>13372.56</td>
<td>13377.5</td>
<td>13417.23</td>
<td>13421.37</td>
</tr>
<tr>
<td>$AIC$:</td>
<td>-4.5525</td>
<td>-4.5535</td>
<td>-4.5674</td>
<td>-4.5681</td>
</tr>
<tr>
<td></td>
<td>-4.5480</td>
<td>-4.5467</td>
<td>-4.5617</td>
<td>-4.5602</td>
</tr>
<tr>
<td>$Q(5)$</td>
<td>12.4986</td>
<td>14.3909</td>
<td>6.6036</td>
<td>6.2299</td>
</tr>
<tr>
<td></td>
<td>[0.01]</td>
<td>[0.00]</td>
<td>[0.08]</td>
<td>[0.10]</td>
</tr>
<tr>
<td>$Q(10)$</td>
<td>25.1365</td>
<td>26.9583</td>
<td>15.5264</td>
<td>14.8638</td>
</tr>
<tr>
<td></td>
<td>[0.00]</td>
<td>[0.00]</td>
<td>[0.05]</td>
<td>[0.06]</td>
</tr>
<tr>
<td>$SB$:</td>
<td>0.8317</td>
<td>0.8713</td>
<td>1.0132</td>
<td>1.2050</td>
</tr>
<tr>
<td></td>
<td>[0.41]</td>
<td>[0.3835]</td>
<td>[0.31]</td>
<td>[0.22]</td>
</tr>
<tr>
<td>$ARCH$ (1-2):</td>
<td>3.9319</td>
<td>4.8583</td>
<td>1.1320</td>
<td>0.9353</td>
</tr>
<tr>
<td></td>
<td>[0.01]</td>
<td>[0.01]</td>
<td>[0.32]</td>
<td>[0.39]</td>
</tr>
<tr>
<td>$ARCH$ (1-5):</td>
<td>2.4587</td>
<td>2.8385</td>
<td>1.3099</td>
<td>1.2395</td>
</tr>
<tr>
<td></td>
<td>[0.03]</td>
<td>[0.01]</td>
<td>[0.26]</td>
<td>[0.28]</td>
</tr>
</tbody>
</table>

Note: P-values are given in brackets. t-statistics are given in parentheses. * (**) denotes %10 (%5) significance level.
Though differentiation parameters suggest stationarity except for the 1st regime of LSTAR-LST-FIGARCH model, all LST-GARCH type models suggest that stability condition of addition of ARCH and GARCH parameters is not achieved. Overall, it is noteworthy that following the LST-GARCH specification LogL, AIC and SIC calculations show significant improvement in light of in sample estimation. On the other hand, out-of-sample performances will be given in the next section.

MLP-GARCH models are estimated to evaluate possible augmentation of GARCH models to overcome the known out of sample forecasting capability. We estimated 4 models with multi-layer perceptron (MLP) architecture in the conditional mean. The methodology aims to cope with the random walk in the mean and is similar to the approach followed by Chan and McAleer (2003) LSTAR-GARCH approach. Estimated models are given in Table 3, whereas, model selection and learning results are given in Table 4. The estimated models show improvement over simple GARCH models in the in-sample and out-of sample performances as reported for the LSTAR-GARCH family models.

### Table 4. Model Architecture and Learning Results

<table>
<thead>
<tr>
<th>Models and Their Architectures:</th>
<th>Training rho**</th>
<th>Test rho</th>
<th>Training MSE</th>
<th>TEST MSE</th>
<th>Training algorithm (Convergene)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. MLP-GARCH (4:6:1:1)</td>
<td>0.103297</td>
<td>0.110626</td>
<td>0.002246</td>
<td>0.002246</td>
<td>BFGS 4</td>
</tr>
<tr>
<td>2. MLP-APGARCH (4:4:1:1)</td>
<td>0.112415</td>
<td>0.100718</td>
<td>0.002243</td>
<td>0.002243</td>
<td>BFGS 25</td>
</tr>
<tr>
<td>3. MLP-FIGARCH (4:8:1:1)</td>
<td>0.117989</td>
<td>0.110351</td>
<td>0.002245</td>
<td>0.002245</td>
<td>BFGS 40</td>
</tr>
<tr>
<td>4. MLP-FIAPGARCH (4:4:1:1)</td>
<td>0.109957</td>
<td>0.097282</td>
<td>0.002244</td>
<td>0.002251</td>
<td>BFGS 6</td>
</tr>
</tbody>
</table>

*All models possess logistic and identity activation functions in the hidden and output layers, respectively. Models are read as follows: a MLP-GARCH (4:6:1:1) model has 3 variables in the input layer (independent variables), passed to the hidden layer with 6 neurons connected to the output layer with single output with errors specified with single regime GARCH process.

** Rho and MSE represent training and test sample correlation coefficient and mean squared error, respectively. BFGS is the Broyden–Fletcher–Goldfarb–Shanno nonlinear optimization algorithm. The algorithm and the epoch at which the algorithm is converged are reported in parentheses.

The above mentioned MLP-GARCH model assume neural network type nonlinearity in the conditional mean only; therefore, different than the approach based on neural networks methods. With following the methodology based on neural networks, NN-GARCH models are developed by Donaldson and Kamstra (1997) and further extended to a family of NN-GARCH models in Bildirici and Ersin (2009).

In the study, by following Bildirici and Ersin (2009) NN-GARCH modeling approach, the study extends to LSTAR- GARCH-NN and LSTAR-LST-GARCH-NN models to improve forecasting accuracy. Accordingly, estimation is conducted with conjugant-gradient based back-propagation algorithm; neural networks are estimated for a large amount of models with optimization conducted simultaneously in the training and test samples; optimization is early stopped at the epoch at which MSE in the test sample starts to increase though still continues to decrease in the training sample. During the optimization, weight decay in the output layer and hidden layer is utilized to eliminate the insignificant coefficients. In total, each model is estimated with 20 different NN architectures for each NN model amounting to 80 models with different numbers of hidden neurons constrained to range between 3 to 10 with logistic activation functions in the hidden layer. Best models with the lowest error criteria such as MSE or RMSE are selected. The selected models are further
utilized for out-of-sample forecasting\(^7\). Estimated LSTAR-GARCH-MLP models are given in Table 6 and their relevant one-step-ahead forecast results are given in Table 7.

### Table 6. Model Architecture and Learning Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Training rho**</td>
<td></td>
<td>0.951245000</td>
<td>0.950394000</td>
<td>0.909832000</td>
<td>0.907327000</td>
</tr>
<tr>
<td>Test rho</td>
<td></td>
<td>0.917399000</td>
<td>0.921656000</td>
<td>0.859220000</td>
<td>0.855687000</td>
</tr>
<tr>
<td>Training MSE</td>
<td></td>
<td>0.000280000</td>
<td>0.000272000</td>
<td>0.000370000</td>
<td>0.000303000</td>
</tr>
<tr>
<td>TEST MSE</td>
<td></td>
<td>0.000605000</td>
<td>0.000564000</td>
<td>0.000797000</td>
<td>0.000666000</td>
</tr>
<tr>
<td>Training algorithm (Convergenger)</td>
<td>BFGS(21)</td>
<td>BFGS(13)</td>
<td>BFGS(63)</td>
<td>BFGS(7)</td>
<td></td>
</tr>
</tbody>
</table>

*All models possess logistic and identity activation functions in the hidden and output layers, respectively. Models are read as follows: a LSTAR-GARCH-MLP model is a model with 3 input variables (independent variables), 2 regime LSTAR model with single regime GARCH conditional variance process passing through 7 neurons to the output layer with 1 output (dependent) variable.

** Rho and MSE represent training and test sample correlation coefficient and mean squared error, respectively. BFGS is the Broyden–Fletcher–Goldfarb–Shanno nonlinear optimization algorithm. The epoch the algorithm converged is reported in parentheses.

### Table 7. One-Step-Ahead Forecast Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean square error</td>
<td>0.0000000072</td>
<td>0.0000000068</td>
<td>0.000000116</td>
<td>0.000000114</td>
</tr>
<tr>
<td>Mean absolute error</td>
<td>0.000119285</td>
<td>0.000124875</td>
<td>0.000151344</td>
<td>0.000150456</td>
</tr>
<tr>
<td>Mean relative squared error</td>
<td>0.094764102</td>
<td>0.085696768</td>
<td>0.138781470</td>
<td>0.143717708</td>
</tr>
<tr>
<td>Mean relative absolute error</td>
<td>0.154683209</td>
<td>0.157094878</td>
<td>0.192220780</td>
<td>0.194691964</td>
</tr>
<tr>
<td>Correlation coefficient</td>
<td>0.942973734</td>
<td>0.943076423</td>
<td>0.896710097</td>
<td>0.895582401</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000268701</td>
<td>0.000260770</td>
<td>0.000340147</td>
<td>0.000337639</td>
</tr>
</tbody>
</table>

Among the LSTAR-GARCH-MLP models, the lowest RMSE value for the test sample is 0.000026 and is obtained for the LSTAR-APGARCH-MLP model. LSTAR-GARCH-MLP model is the 2\(^{nd}\) with RMSE=0.000268. LSTAR-FIARCH-MLP and LSTAR-FIAPGARCH-MLP models took the 3\(^{rd}\) and 4\(^{th}\) places with RMSE values calculated as 0.000337 and 0.000340. Compared to the GARCH, LSTAR-GARCH, LSTAR-LST-GARCH, NN-GARCH model given below, LSTAR-GARCH-MLP models show significant improvement in terms of in-sample analysis.

Further, the models are extended to LSTAR-LST-GARCH-MLP models. The model architectures and learning results are reported in Table 8. Compared to the results obtained for LSTAR-GARCH-MLP models, training and test MSE errors are calculated comparatively lower for the LSTAR-LST-GARCH-MLP models. Training MSE errors are 0.000145, 0.00015, 0.00026 and 0.00033 for LSTAR-LST-GARCH, LSTAR-LST-APGARCH, LSTAR-LST-FIARCH and LSTAR-LST-FIAPGARCH models, respectively, which shows

---

\(^7\) The methodology is as follows. Model estimation is gathered through utilizing backpropagation algorithm and the parameters are updated with respect to a quadratic loss function; whereas, the weights are iteratively calculated with weight decay method to achieve the lowest error. Alternative methods include Genetic Algorithms (Goldberg, 1989) and 2\(^{nd}\) order derivative based optimization algorithms such as Conjugate Gradient Descent, Quasi-Newton, Quick Propagation, Delta-Bar-Delta and Levenberg-Marquandt, which are fast and effective algorithms but may be subject to over-fitting (see Patterson, 1996; Haykin, 1994; Fausett, 1994). In the study, we followed a two step methodology. Firstly, all models were trained over a given training sample vis-a-vis checking for generalization accuracy in light of MSE criteria in test sample. The approach is repeated for estimating each model for 100 times with different number of sigmoid activation functions in the hidden layer. To obtain parsimonious models, best model is further selected with respect to the AIC information criterion (see Faraway and Chatfield, 1998). For estimating NN-GARCH models with early stopping combined with algorithm corporation, readers are referred to Bildirici and Ersin (2009).
that MSE’s are almost half of those reported for LSTAR-GARCH family models. A similar result holds for both one-step ahead and out-of-sample forecasts. For a typical, though MLP-GARCH (Training MSE=0.0022) provides improved in-sample fit compared to the simple GARCH model, LSTAR-GARCH-MLP model provides significant improvement (MSE=0.00028) over MLP-GARCH model; thus LSTAR-LST-GARCH model has the modest in-sample fit (MSE=0.000145).

Table 8. Model Architecture and Learning Results

<table>
<thead>
<tr>
<th>Learning Results</th>
<th>Models and Architectures:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training rho**</td>
<td>0.891528500</td>
</tr>
<tr>
<td>Test rho</td>
<td>0.953208500</td>
</tr>
<tr>
<td>Training MSE</td>
<td>0.000145500</td>
</tr>
<tr>
<td>TEST MSE</td>
<td>0.000099500</td>
</tr>
<tr>
<td>Training algorithm (Convergeng)</td>
<td>BFGS 17</td>
</tr>
</tbody>
</table>

*All models possess logistic and identity activation functions in the hidden and output layers, respectively. Models are read as follows: a LSTAR-GARCH-MLP(3:2:2:7:1) model is a model with 3 input variables (independent variables), 2 regime LSTAR model with two regime LST-GARCH conditional variance process passing through 7 neurons to the output layer with 1 output (dependent) variable.
** Rho and MSE represent training and test sample correlation coefficient and mean squared error, respectively. BFGS is the Broyden–Fletcher–Goldfarb–Shanno nonlinear optimization algorithm. The epoch the algorithm converged is reported in parentheses.

One-step-ahead forecast results are given in Table 9. According to the one-step ahead forecast RMSE’s, LSTAR-LST-APGARCH-MLP (RMSE=0.000179) model has the lowest RMSE followed by LSTAR-LST-GARCH-MLP (RMSE=0.000191), LSTAR-LST-FIAPGARCH-MLP (RMSE=0.000209) and LSTAR-LST-FIAPGARCH-MLP (RMSE=0.000306) models. If compared to the in-sample statistics obtained for the previous models, LSTAR-LST-GARCH-MLP models provide the highest in-sample forecast accuracy following MLP specifications. On the other hand, evaluation of the models in terms of their relevant out-of-sample performances will be provided for comparative purposes.

Table 9. One-Step-Ahead Forecast Results

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE*</td>
<td>0.000000039</td>
<td>0.000000034</td>
<td>0.000000095</td>
<td>0.000000045</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000074217</td>
<td>0.000072350</td>
<td>0.000124469</td>
<td>0.000106440</td>
</tr>
<tr>
<td>MRSE</td>
<td>0.158236075</td>
<td>0.067518903</td>
<td>0.282407490</td>
<td>0.110035573</td>
</tr>
<tr>
<td>MRAE</td>
<td>0.134280974</td>
<td>0.118900139</td>
<td>0.204427622</td>
<td>0.169819328</td>
</tr>
<tr>
<td>Rho</td>
<td>0.900019470</td>
<td>0.922051824</td>
<td>0.798404384</td>
<td>0.907570660</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000194822</td>
<td>0.000179186</td>
<td>0.000306982</td>
<td>0.000209570</td>
</tr>
</tbody>
</table>

*MSE: Mean Squared Error, MAE: Mean Absolute Error, MRSE: Mean Relative Absolute Error, MRAE: Mean Relative Absolute Error, Rho: Correlation, RMSE: Root Mean Square Error.
Table 10. Out of Sample Forecast Statistics, 80 Days Ahead

<table>
<thead>
<tr>
<th></th>
<th>GARCH</th>
<th>APGARCH</th>
<th>FIGARCH</th>
<th>FIAPGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.000819000</td>
<td>0.00083000</td>
<td>0.00079600</td>
<td>0.00078900</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000321000</td>
<td>0.00032000</td>
<td>0.00032800</td>
<td>0.00034200</td>
</tr>
<tr>
<td>LSTAR-GARCH</td>
<td>LSTAR-APGARCH</td>
<td>LSTAR-FIGARCH</td>
<td>LSTAR-FIAPGARCH</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000736000</td>
<td>0.00074700</td>
<td>0.00069900</td>
<td>0.00070100</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000326000</td>
<td>0.00032500</td>
<td>0.00033800</td>
<td>0.00033700</td>
</tr>
<tr>
<td>LSTAR-LSTGARCH</td>
<td>LSTAR-LSTAPGARCH</td>
<td>LSTAR-LSTFIGARCH</td>
<td>LSTAR-LSTFIAPGARCH</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000935000</td>
<td>0.07046200</td>
<td>0.00090800</td>
<td>0.00094700</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000374000</td>
<td>0.03611100</td>
<td>0.00035500</td>
<td>0.00029700</td>
</tr>
<tr>
<td>MLP-GARCH</td>
<td>MLPGARCH</td>
<td>MLFGARCH</td>
<td>MLFPAPGARCH</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000777800</td>
<td>0.000787800</td>
<td>0.000740200</td>
<td>0.000741200</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000323100</td>
<td>0.000323100</td>
<td>0.000343600</td>
<td>0.000342700</td>
</tr>
<tr>
<td>LSTAR-GARCH-MLP</td>
<td>LSTAR-APGARCH-MLP</td>
<td>LSTAR-FIGARCH-MLP</td>
<td>LSTAR-FIAPGARCH-MLP</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000054772</td>
<td>0.000060000</td>
<td>0.000068557</td>
<td>0.000080623</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000045418</td>
<td>0.000045972</td>
<td>0.000056786</td>
<td>0.000069807</td>
</tr>
<tr>
<td>LSTAR-LST-GARCH-MLP</td>
<td>LSTAR-LSTAPGARCH-MLP</td>
<td>LSTAR-LSTFIGARCH-MLP</td>
<td>LSTAR-LSTFIAPGARCH-MLP</td>
<td></td>
</tr>
<tr>
<td>RMSE</td>
<td>0.000036142</td>
<td>0.000025243</td>
<td>0.000057878</td>
<td>0.000036227</td>
</tr>
<tr>
<td>MAE</td>
<td>0.000031714</td>
<td>0.000020036</td>
<td>0.000051148</td>
<td>0.000028500</td>
</tr>
</tbody>
</table>

*RMSE: Root Mean Squared Error, MAE: Mean Absolute Error
*Models are ordered from the lowest error criteria (for both RMSE and MAE) to the highest. The rank of each model is given in [ ] brackets. Models are evaluated in terms of their capability in forecasting the conditional mean and variance separately.

Models are evaluated for their generalization capabilities in the out-of-sample with RMSE and MAE criteria. Results are given in Table 10 in which GARCH, LSTAR-GARCH, LSTAR-LST-GARCH, MLP-GARCH, LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP models generalized to APGARCH, FIGARCH and FIAPGARCH architectures totaling to 28 different conditional volatility models are compared to investigate their forecast accuracy for 80 work days (4 month period) ahead.

First of all, the models having GARCH structure in common corresponding to the 1st column will be evaluated. If an overlook is to be provided, though there is improvement as we move from single regime GARCH model to LSTAR-GARCH and LSTAR-LST-GARCH model, we noted that the performance of MLP-GARCH model is almost identical to the LSTAR-GARCH model. The RMSE reported for GARCH model is 0.00082 which decreases to 0.00074 with the LSTAR-GARCH model. RMSE’s for MLP-GARCH models are calculated as 0.00077 showing improvement in 80 days ahead forecasts though the improvement is low. Note that, the above mentioned models allow nonlinear modeling of conditional mean except for the LSTAR-LST-GARCH that allows STAR type nonlinearity both in the mean and in the variance. On the other hand, if models are augmented with MLP architecture for generalization purposes the improvement is significant. Accordingly, the RMSE values for the The LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP models are 0.0000547 and 0.000036 showing almost 10 times improvement in out of sample forecast accuracy. If models are evaluated by rows, in terms of RMSE criteria, LSTAR-LST-APGARCH-MLP (RMSE=0.000025) has the highest forecast capability followed by the LSTAR-LST-GARCH-MLP and LSTAR-LST-FIAPGARCH-MLP models having almost same RMSE values (0.0000361 and 0.0000362). In the last row, LSTAR-LST-GARCH-MLP models provide the highest forecast accuracy followed by the LSTAR-GARCH-MLP models.
In terms of the MAE criteria, LSTAR-LST-APGARCH-MLP model also has the best generalization capacity (MAE=0.000020) followed by the LSTAR-LST-FIAPGARCH-MLP model (0.0000285). Results support that though nonlinear volatility models with STAR type nonlinearity namely, LSTAR-GARCH and LSTAR-LST-GARCH family provide significant gains in in-sample accuracy, though there are significant improvement compared to single regime GARCH models, MLP augmentations in conditional volatility of these models provide significant forecast accuracy improvement. Thus, both model groups, LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP show significant gains in terms of generalization in the out-of-sample. Results suggest that nonlinear augmentations of GARCH models for forecasting may provide certain gains, significant improvement in forecasting is achieved following the neural network architecture and modeling techniques in nonlinear modeling of conditional volatility.

Conclusion

The study aimed to investigate linear GARCH, fractionally integrated FI-GARCH and Asymmetric Power APGARCH models and their nonlinear counterparts based on a family of Neural Network models. GARCH models are extended to neural network based structures. In the study, nonlinear augmentations based on STAR type nonlinearity are evaluated and further augmented to MLP modeling methodology and architecture. The models analyzed are in spirit of NN-GARCH architecture of Donaldson and Kamstra (1997) which are enhanced to various NN-GARCH family models in Bildirici and Ersin (2009).

The models in the literature aim augmenting the conditional mean or the conditional variance or both with nonlinear techniques. In the study, we evaluated various forms of models and suggest MLP based augmentations. Baseline models analyzed include GARCH, FIGARCH, APGARCH and FIAPGARCH; their relevant LSTAR in the mean augmentations are LSTAR-GARCH, LSTAR-FIGARCH, LSTAR-APGARCH and LSTAR-FIAPGARCH; smooth transition type nonlinearity in the mean as well as the variance are LSTAR-LST-GARCH, LSTAR-LST-FIGARCH, LSTAR-LST-APGARCH and LSTAR-LST-FIAPGARCH models. Following the literature, we first evaluated modeling the conditional mean with state of the art nonlinear models, MLP model with errors following GARCH, APGARCH, FIGARCH and FIAPGARCH type processes. The obtained models are MLP-GARCH, MLP-FIGARCH, MLP-APGARCH and MLP-FIAPGARCH models. Results show that though there is improvement in terms of insample and out-of-sample accuracy as we move from GARCH towards LSTAR-GARCH, LSTAR-LST-GARCH and MLP-GARCH models, the improvement in a forecast horizon of 80 days ahead is not satisfactory. As a result, models are augmented with neural networks in conditional variance processes. The obtained LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP model family showed significant improvement in terms of forecast accuracy in the out-of-sample, whereas, the highest gains are obtained from LSTAR-LST-APGARCH-MLP model.

In conclusion at first step, models with fractional integration and asymmetric power GARCH provided gains compared to simple GARCH models. Specifications such as LSTAR-GARCH and LSTAR-LST-GARCH further augmented to their fractionally integrated and asymmetric power GARCH variants such as LSTAR-LST-FIAPGARCH in this study also provide gains in modeling. For MLP-GARCH model we obtained low improvement compared to the previous models. However, neural network augmented LSTAR-LST-GARCH-MLP models provided significant gains in forecast accuracy. Therefore, the NN extended versions of ST and FI type volatility models are shown to provide improved forecast results. Results suggest that volatility clustering, asymmetry and nonlinearity characteristics are modeled more efficiently and provide better forecast accuracy with neural networks based LSTAR-GARCH-MLP and LSTAR-LST-GARCH-MLP models.
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