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Abstract

This paper models time-varying skewness for financial return dynamics. We decompose financial returns into the product of the absolute returns and signs, so-called the intriguing decomposition. The joint distribution between the decomposed components is modeled through a copula function with marginals. Allowing the copula dependence parameter time-varying, we estimate the dynamic nonlinear dependence between absolute returns and signs, which governs time-varying skewness for out-of-sample forecast of financial returns.

The empirical results in this paper show that the proposed models with dynamic dependence obtain better gains of out-of-sample forecast, and suggest the robust strategy for a risk-averse investor in response to the market timing. This paper also explores the sources of the forecasting performance via a recently developed econometric pin-down approach. Beyond the pure statistical sense, we find that the forecasts of time-varying skewness trace closely to NBER-dated business-cycle phases.
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1 Introduction

An intriguing decomposition framework decomposes a financial return into the product of its absolute return and its sign, e.g., Anatolyev and Gospodinov (2010), Christoffersen and Diebold (2006), Christoffersen et. al. (2007), Hong and Chung (2003), Linton and Whang (2007), Thomakos and Wang (2010), Chung and Hong (2007), among others. Let \( r_t \) denote the excess return at time \( t \), the intriguing decomposition is given by.

\[
r_t = |r_t| \text{sign}(r_t)
\]

(1.1)

This simple return decomposition presents the potential nonlinear dependence between the return higher moments such as volatility, skewness, downside risk, and the direction-of-change, etc. For instance, the negative signs of financial returns materialize the market downturn generally associated with higher return volatility and intriguing the asymmetric effects among investors. As such, the intuition behind the intriguing decomposition is that the nonlinear dependence between absolute returns and signs contain valuable information for return forecasting, through a direct connection between return volatility forecastability and sign forecastability. This connection has been revealed in the recent works. Christoffersen and Diebold (2006) show that volatility dependence produces sign dependence to help forecast the market timing, which is not likely to be detected via traditional methods due to the special nonlinear nature of sign dependence and the dynamics between absolute returns and signs. Anatolyev and Gospodinov (2010) show promising out-of-sample forecasting results through the modeling of the constant nonlinear dependence between absolute returns and signs.

As in Christoffersen and Diebold (2006), the nonlinear “common feature” raises the questions to understand and model the nonlinearities between absolute returns and signs in any possible forms. The conditionally non-Gaussian environments, for example, with time-varying conditional skewness remain untapped for the link between volatility dependence and sign dependence. In particular, this paper focuses on the higher moments’ dynamics of financial returns. We pretest the constancy of nonlinear dependence structure
(see details in Section 2) and show strong evidence for dynamic dependence and time-varying asymmetry across different quantiles/tails. The pretesting results imply that time-varying higher moments should be appropriately modeled and estimated. The test results are also in line with Jondeau and Rockinger (2006, 2007, 2012) and Patton (2004) who show the importance of time variability in higher moments for asset allocation.

This paper models the time-varying skewness for the out-of-sample forecast of financial returns. We propose a class of novel dynamic dependence structures within the intriguing decomposition framework: (i) to forecast out-of-sample returns, (ii) to constructively explore both the timing and sources of forecast performance via an econometric pin-down approach, (iii) and to economically link the forecasting performance to real economy for economic justification. The joint distribution with dynamic dependence between absolute returns and signs is modeled as a copula function with two marginals: a multiplicative error model for the marginal of absolute returns and a dynamic logistic linked model for the marginal of signs. The proposed evolution equations for copula functions, depending on the previous values of the dependence parameters and the historical data, allow modeling the financial return dynamics in tail dependence and varying in asymmetry over time.

Further, the forecast performance is econometrically pin-downed to three source components, namely instability in models’ forecast ability, difference in predictive content and the over-fitting issue. This econometric pin-down approach based on Rossi and Sekhposyan (2011) attempts to understand the reasons why a competing model perform better or worse than benchmarks. In addition beyond a pure statistic sense, it is also important to see if the forecast performance is driven by the fluctuation of real economy. To our best knowledge, the latter two investigations have barely been studied in literature.

We apply the proposed models to the forecast of U.S. financial returns. The empirical results in this paper show that the proposed dynamic decomposition models consistently perform better out-of-sample than benchmarks including historical average, linear predictive regression, and constant decomposition model. The largest difference in forecast gains has been observed
as 15.88% of the proposed dynamic decomposition models over the constant decomposition models.

More interestingly, the out-of-sample performance exhibits specific market timing forecastability, which is remarkably useful for a risk-averse investor. For instance, the dynamic decomposition models assuming a conditional dependence between absolute returns and signs have much better out-of-sample performance during the studied turmoil times, whereas they seem not performing equally well in the tranquil periods; by contrast, we obtain the opposite performance for the dynamic models assuming a conditional independence. Intuitively, the better forecasting performance of the dynamic conditional dependence models reflects the significantly increasing correlations between the volatility (absolute returns) and asymmetric effects (signs) in a turmoil period. In contrast, the comovement between the volatility and asymmetric effects is low in a normal time. These empirical results seem to suggest the robust strategy that an investor effectively benefits from applying the different dynamic decomposition models in different economic states.

We employ a range of recently proposed approaches to test the empirical results, including a direct comparison based on conditional predictive ability test of Giacomini and White (2006) and an indirect comparison for out-of-sample density forecasts based on Diks et al. (2010). As a result, the tests further consolidate the empirical findings in this paper.

This paper also emphasizes in a good understanding for the reasons why the forecasting models perform differently. We apply the econometric pin-down approach, recently proposed by Rossi and Sekhpoyan (2011), to extract the uncorrelated sources of forecasting performance. The identified sources of a model’s superior forecasting performance is capable of providing valuable information for improvement, for instance, the abilities to model the market timing associated with time-varying skewness.

We gain better understanding of the forecasting performance sources in a statistical sense; nevertheless, it tells very little about the economic sense of forecasting performance. To provide insights on the economic sources of forecasting performance, we analyze whether the forecast performance
can be significantly explained by real economy. A few studies in the literature have pursued in this respect, e.g., Rapach et al. (2010), Ghysels et al. (2011), among others. Our results show that the forecasts of time-varying return higher moments exhibit well-defined patterns to trace closely to NBER-dated business-cycle phases, and precisely predict turning points for those peaks and troughs. A further investigation shows the significant relations with macroeconomic variables, i.e., term spread, term premium, interest rate, housing price, inflation and industrial production growth.

The rest of this paper is structured as follows. Section 2 pretests the U.S. financial returns for the existence of dependence and the constancy of copulas between absolute returns and signs. Section 3 presents our dynamic decomposition models. Section 4 provides forecasting methods. Section 5 describes data. Section 6 reports and evaluates the empirical results of out-of-sample forecasts. Section 7 applies the econometric pin-down approach to understand the sources of forecasting performance. Section 8 links the out-of-sample forecasts to real economy. Section 9 concludes this paper.

2 Pretests Based on Empirical Copula Process

We pretest the U.S. stock return data for the following concerns: (1) whether the empirical evidence exists for the dependence between the absolute returns and signs? (2) whether the empirical evidence supports the time-varying dependence in the different parts of the distribution? (3) which copula function is chosen by the copula goodness-of-fit tests?

Panel A in Table 1 reports the test results for the existence of dependence based on Genest and Rémillard (2004, 2006, 2007). Parametric bootstrap is used to obtain critical values. The tests, based on the empirical copula processes, have asymptotic distributions of Cramér-von Mises. The null hypotheses of both independence and serial independence are rejected at 5% and 1% significance levels, respectively. The results present a statistically substantial degree of dependence between absolute returns and signs. In Panel B of Table 1, the copula goodness-of-fit tests, based on Genest, Rémillard and Beaudoin (2009), Genest and Rémillard (2008), Kojadinovic, Yan
and Holmes (2011), Kojadinovic and Yan (2010), and Kojadinovic and Yan (2011), are in favor of Clayton copula, while reject Gumbel copula and other elliptical copulas. The favor in Clayton copula, a distribution with a lower tail dependence, indicates the significant asymmetric effects in the U.S. return data.

Panel C in Table 1 reports the copula constancy tests based on Busetti and Harvey (2011) and Harvey (2010). Their test approaches are flexible and useful in the way that tests associated with different quantiles may point to changes in the different parts of a copula distribution. $\tau$ is the chosen quantile level. For $\tau = 50\%$, the test results reject both the constant lower and the constant upper tail dependencies, while the constancy of overall copula is not rejected and there is no evidence showing a jointly changing in the lower-upper tails. Further, the test results show the significantly changing in the lower tail dependence at the quantile level, $\tau = 25\%$, whereas the upper tail counterpart remains constant at the quantile level, $\tau = 75\%$. Evidently, changing in asymmetry is statistically significant across all tested quantile levels. As a result, the evidence of changing in the lower tail dependence and varying in asymmetry over time is substantially strong for the joint behavior of absolute returns and signs.

Overall, the preliminary evidences empirically show both the existence of significant dependence, and time-varying tail dependence and asymmetry between the U.S. absolute returns and signs. Consequently, to forecast the financial returns, we pay our attention to modeling dynamic tail behaviors and time-varying asymmetry by adopting a Clayton copula.

3 Methodological Framework

The intriguing decomposition in eq(1.1) is generalized as:

$$r_t = c + \text{sign}(r_t - c)|r_t - c|$$
where $c$ is a user-determined threshold for generality. Nonzero thresholds may be considered for e.g., transaction costs, and targeting rates, etc. Christoffersen and Diebold (2006) and Anatolyev and Gospodinov (2010) consider the leading case, $c = 0$. The return decomposition can be rewritten with the leading case as:

$$r_t = 2|r_t| I(r_t > 0) - |r_t|$$

(3.1)

where $I(\cdot)$ is an indicator function. The conditional expected return is the interest of a dynamic model given by

$$E_{t-1} r_t = 2E_{t-1} |r_t| I(r_t > 0) - E_{t-1} |r_t|$$

(3.2)

where $E_{t-1}(\cdot)$ denotes the expectation operator conditional on the information, $I_{t-1}$, available up to time $t - 1$. For simplicity, $I_{t-1}$ is suppressed as the subscript $t - 1$.

The key to predict returns is to modeling the joint distribution of absolute values, $|r_t|$ and indicators, $I(r_t > 0)$. This paper models the joint distribution through a copula function due to the mixed marginals of a continuous distribution for the absolute returns and a discrete binary distribution for signs. The dependence parameter of the copula function governs the nonlinear relation between absolute returns and signs. In this paper, we allow the copula dependence parameter time varying for the dynamic skewness.

Copula models are widely used in financial economics and risk management. Copulas, which are applied to financial time series data, are most of time treated as constant over time. However, it has become a stylized fact that correlations between financial data are not constant through time. The dynamic structure of the dependence between the data can be modeled by allowing either the copula function or the dependence parameter to be time varying. Patton (2006) proposes a parametric model to describe the evolution of the Gaussian copula parameter, while Jondeau and Rockinger (2006) estimate a time-varying skewed Student-t copula GARCH model for conditional dependencies between international stock markets.

Next we briefly introduce Anatolyev and Gospodinov’s constant decom-
position model; then, our dynamic dependence models are proposed.

### 3.1 Constant Decomposition Model

Let $u_t = |r_t|$ and $v_t = \mathbb{I}(r_t > 0)$. The joint density/mass function $f_{r_t}(u,v)$ between absolute returns and signs is derived in Anatolyev and Gospodinov (2010) as:

$$ f_{r_t}(u_t,v_t) = f(u_t|\psi_t)\varrho_t[F(u_t|\psi_t)]^\nu \{1 - \varrho_t[F(u_t|\psi_t)]\}^{1-\nu} $$

(3.3)

where $\varrho_t(z) = 1 - \partial C(z, 1-p_t, \alpha)/\partial w_1$ with $w_1 = F(u_t|\cdot)$ and $\psi_t = E_{t-1}|r_t|$. $F(u_t|\cdot)$ and $f(u_t|\cdot)$ are the marginal CDF and PDF of the absolute returns which will be specified in later sections. $p_t = E_{t-1}\mathbb{I}(r_t > 0)$ are the conditional expectations of signs. $\alpha$, as the dependence parameter of a copula function, $C(\cdot)$, is constant.

**Remark 3.1.** The decomposition model estimates the dependence between absolute values and signs, and then predict the conditional expectation of returns via eq(3.2). It might be helpful to understand how the sample moments of returns are affected by the changes in $\alpha$. We conduct a small simulation experiment. The simulation results in Figure 1 show that the dependence parameter of Clayton copula is negatively related to the second and third moments of returns. For instance, when increasing in $\alpha$, the return skewness is more negative, while volatility decreases; this indicates that increasing the dependence between absolute returns and signs raises the asymmetric effects and tail dependence, but reduces the risk of returns.

[Figure 1 about here]

1 We take 200 points for $\alpha \in (0, 5]$. At each point, we randomly draw 10,000 pairs of data from Clayton copula, and then transform the data to absolute values and indicators through their marginals to generate simulated returns. We take the estimated scale parameter, $k = 1.275$, from Anatolyev and Gospodinov (2010) for the Weibull marginal distribution of absolute values. The conditional expectation of absolute values is estimated from the sample data and then resampled with replacement. We use the simulated returns to compute the sample volatility and skewness against 200 points of $\alpha$. 
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Remark 3.2. In Figure 1, the solid lines are the levels of sample moments estimated from the U.S. return data, and the dot lines are the estimated dependence parameter, $\alpha = 0.087$, from the constant decomposition model of Anatolyev and Gospodinov (2010). As seen, the sample volatility and skewness request the corresponding dependence around 2.5 and 0.9, respectively, much higher than the estimated constant dependence parameter. The dependence underestimation consequently leads to the underestimated return skewness.

3.2 Dynamic Decomposition Models

The emphasis of this paper is to modeling the time-varying skewness associated with the dynamic tail behaviors and varying in asymmetry within the intriguing decomposition. As the joint distribution for absolute returns and signs, Clayton copula is given by:

$$C(w_{1t}, w_{2t}) = (w_{1t}^{-\alpha_t} + w_{2t}^{-\alpha_t} - 1)^{-1/\alpha_t}$$

and hence, $\rho_t(z)$ in eq(3.3) is derived as

$$\rho_t(z_t) = 1 - \left(1 + \frac{(1 - p_t)^{-\alpha_t} - 1}{z_t^{-\alpha_t}}\right)^{-1/\alpha_t}$$

where $\alpha_t > 0$ is varying over time as specified in eq(3.6)-(3.13) and $w_{2t} = 1 - p_t$. $\alpha_t$, depending on its past values and historical data, governs the time-varying skewness.

3.2.1 Dynamic Tail Dependence

Patton (2006) proposes the observation driven copula models for which the time-varying dependence parameter of a copula is a parametric function of transformations of the lagged data and an autoregressive term. Patton (2006) assumes that the functional form of the copula remains fixed over the sample period, whereas the parameters vary according to some evolution equation. In general, the model for the evolution of a dependence parameter (or tail dependence) of a copula is specified as:
\[
\alpha_t = \Lambda \left( \omega + \beta \Lambda^{-1}(\alpha_{t-1}) + \gamma \frac{1}{m} \sum_{i=1}^{m} |w_{1,t-i} - w_{2,t-i}| + \delta z_{t-1} \right) \tag{3.6}
\]

where \( \Lambda(x) = \exp(x) \) is the transformation for Clayton copula. \( z_t \) is a vector of exogenous variables. \( w_{1t} = F(u_t | \psi_t) \) and \( w_{2t} = 1 - p_t \) are the marginal CDFs of absolute returns and signs from eq(3.15) and (3.17). Patton choose \( m = 10 \). Note that the expectation of this distance measure is inversely related to the concordance ordering of copulas. In the empirical section, we refer this specification as Patton.

### 3.2.2 Exponentially Weighted (ExpWeight) Dynamic Dependence

As pointed out in Patton (2006), the difficulty in specifying how the parameters evolve over time lies in defining the forcing variables of the evolution equation. The eq(3.6) suggested by Patton (2006) is a martingale process depending on the past, \( m \), path.

Based on eq(3.6), we propose a new evolution equation using the exponentially-weighted dynamic dependence as:

\[
\alpha_t = \Lambda \left( \omega + \beta \Lambda^{-1}(\alpha_{t-1}) + \gamma \frac{1}{1 - \lambda^{t-1}} \sum_{i=1}^{t-1} \lambda^{i-1} |w_{1,t-i} - w_{2,t-i}| + \delta z_{t-1} \right) \tag{3.7}
\]

where \( 0 < \lambda < 1 \) and \( \frac{1 - \lambda}{1 - \lambda^{t-1}} \sum_{i=1}^{t-1} \lambda^{i-1} = 1 \). The exponentially weighted dynamic dependence assigns more weights to the recent observations closer to time \( t \), whereas it gives less weights to the past observations far away from time \( t \). The intuition of this evolution equation is from the general fact that the latest events and observations have larger influence on current and near future dependence evolution than the far past.
3.2.3 GARCH-type (Gtype) Dynamic Dependence

Jondeau and Rockinger (2003) present various possible specifications for the dynamics of Skewed Student-t distribution parameters. Similar to the specification in their model (3), we take a linear structure of the type of heteroskedasticity autoregressive form with the exponential transformation for Clayton copula as:

\[ \alpha_t = \Lambda(\omega + \beta \Lambda^{-1}(\alpha_{t-1}) + \gamma |w_{1,t-1} - w_{2,t-1}|) \]  

(3.8)

with that the stability of the dynamics is assumed, for example, \(|\beta| < 1\).

3.2.4 Integrated GARCH-type (IGtype) Dynamic Dependence

The integrated-GARCH type dynamics is a variant of eq(3.8) as follows, by restricting \(\omega = 0\) and \(\beta + \gamma = 1\):

\[ \alpha_t = \beta \alpha_{t-1} + \gamma |w_{1,t-1} - w_{2,t-1}| \]  

(3.9)

where \(0 \leq \beta, \gamma < 1\).

Alternatively, eq(3.9) can be written in the recursive form of eq(3.7) as a simple exponential smoothing:

\[ \alpha_t = \lambda \alpha_{t-1} + (1 - \lambda) |w_{1,t-1} - w_{2,t-1}| \]

3.2.5 One-Sided Asymmetric (OSA) Dynamic Dependence

The dynamic dependence parameter is modeled for the nonlinear relation between absolute returns and signs; it can be described that \(\alpha_t\) measures the interdependence of absolute returns and signs as the uncentered product, \(\vartheta_t = |r_t| \mathbb{I}(r_t > 0)\). Hence, we specify a new dynamic dependence as:

\[ \alpha_t = \omega + \beta \alpha_{t-1} + \gamma \vartheta_{t-1} \]  

(3.10)

The uncentered product is the second term in eq(1.1). Despite \(\vartheta_t\) reveals the information for modeling \(\alpha_t\), the expectation of \(\alpha_t\), is not equal to the
expectation of \( \vartheta_t \). For stationary, following the proof in Zakoian (1994) and Nelsen (1990, 1991), we have the conditions, \( \omega > 0, 0 \leq \beta < 1, \) and \( \gamma \geq 0 \).

In the empirical section, we estimate eq(3.10) via a logarithm transformation for easy convergence purpose as

\[
\log \alpha_t = \omega + \beta \log \alpha_{t-1} + \gamma \vartheta_{t-1} + \delta z_{t-1}
\]

with \(|\beta| < 1\).

### 3.2.6 Two-Sided Asymmetric (TSA) Dynamic Dependence

An extension to eq(3.10) is a two-sided asymmetric tail dependence as:

\[
\log \alpha_t = \omega + \beta \log \alpha_{t-1} + \gamma \vartheta^+_t + \lambda \vartheta^-_t + \delta z_{t-1} \tag{3.11}
\]

where \(|\beta| < 1\). \( \vartheta^+_t = |r_t| I(r_t > 0), \vartheta^-_t = |r_t| I(r_t < 0) \). Such a specification has been also suggested by Glosten et al. (1993) and Zakoian (1994). Jondeau and Rockinger (2003) use the similar specification for a generalized skew-t distribution with time-varying parameters. Eq(3.11) allows modeling the dependence in terms of time-varying asymmetry.

### 3.2.7 TVC Dynamic Dependence

The time-varying dependence parameter, \( \alpha_t \), is related to Kendall’s \( \tau \) via

\[
\tau_t = \frac{\alpha_t}{\alpha_t + 2},
\]

which implies that \( 0 < \tau_t < 1 \), due to \( \alpha_t > 0 \). The time variation in \( \alpha_t \) can be modeled as \( \alpha_t = \frac{2 \tau_t}{1 - \tau_t} \) with \( \tau_t \) itself governed by the TVC-type equation of Tse and Tsui (2002) as:

\[
\tau_t = \omega + \beta \tau_{t-1} + \gamma \tilde{\tau}_{t-1} \tag{3.12}
\]

where \( \omega > 0, 0 \leq \beta, \gamma < 1 \) and \( \beta + \gamma < 1 \). \( \tilde{\tau}_{t-1} \) is the non-negative estimates transformed from sample Kendall’s \( \hat{\tau} \) between periods \( t - m \) and \( t - 1 \); i.e., for each of the \( m(m-1)/2 \) possible pairs, an estimate of Kendall’s \( \hat{\tau} \) between times \( t - m \) and \( t - 1 \) is first computed as
\[
\hat{\tau}_{t-1} = \frac{2}{m(m-1)} \sum_{t-m \leq t_1 < t_2 \leq t-1} \text{sign} [(w_{1,t_1} - w_{1,t_2}) (w_{2,t_1} - w_{2,t_2})]
\]

and then, since the domain of sample Kendall’s \( \hat{\tau} \) is \([-1, 1]\), we take the following transformation to ensure \( \hat{\tau}_{t-1} \in [0, 1] \) by keeping the original movement of sample Kendall’s \( \hat{\tau} \) intact:

\[
\tilde{\tau}_{t-1} = \frac{\exp(\hat{\tau}_{t-1})}{1 + \exp(\hat{\tau}_{t-1})}
\]

The eq(3.12) implicitly assumes a martingale process to capture the variation of sample Kendall’s \( \hat{\tau} \). The similar TVC approach is also specified in Jondeau and Rockinger (2006) for a time-varying Student-t copula.

In this paper for the estimation of TVC dependence, we apply a variance-targeting-like method suggested by Engle and Sheppard (2005) and the chapter 11 of Engle (2009). In particular, we model the Kendall’s \( \tau \) as

\[
\tau_t = (1 - \beta - \gamma) \bar{\psi} + \beta \tau_{t-1} + \gamma \tilde{\tau}_{t-1}
\]

where \( 0 \leq \beta, \gamma < 1 \), \( \beta + \gamma < 1 \). \( \bar{\psi} = \sum_{i=t-R}^{t-1} \tilde{\tau}_i / R \) with \( R \) being the length of the estimation window specified in later sections.

### 3.2.8 Integrated-TVC (ITVC) Dynamic Dependence

The integrated-TVC is simply a special case of TVC specification by restricting \( \omega = 0 \) and \( \beta + \gamma = 1 \), such that

\[
\tau_t = \beta \tau_{t-1} + \gamma \tilde{\tau}_{t-1}
\]

where \( 0 \leq \beta, \gamma < 1 \).

### 3.3 Marginals

The ingredients for estimating the decomposition models also require for the specifications of marginals for absolute returns and signs. Since \( |r_t| \) is a
positively valued variable, the dynamics of absolute returns is specified using the multiplicative error model (MEM) framework:

$$|r_t| = \psi_t \eta_t$$  \hspace{1cm} (3.14)

where $\psi_t = E_t^{-1}|r_t|$ and $\eta_t$ is a positive multiplicative error with $E_t^{-1}(\eta_t) = 1$, and its conditional marginal distribution $D$. Such multiplicative error model (MEM) has recently devoted to modeling volatility measured based on ultra-high frequency data, volumes, number of trades, and durations, etc.² MEM is particularly suited to model non-negative time series. Brownlees et al. (2011) provide a review of MEM.

The dynamics for $\psi_t$ is specified in a logarithmic conditional autoregressive model as:

$$\ln \psi_t = \omega_v + \beta_v \ln \psi_{t-1} + \gamma_v \ln |r_{t-1}| + \rho_v \mathbb{1}(r_{t-1} > 0) + x_{t-1}^\prime \delta_v$$  \hspace{1cm} (3.15)

where $x_{t-1}$ are economic predictors and observables at time $t-1$. The main advantage of eq(3.15) is that no parameter restrictions are needed to enforce positivity of $E_t^{-1}|r_t|$, especially when (weakly) exogenous predictors are present. The persistence of the process is governed by the parameter $|\beta_v + \gamma_v|$. Eq(3.15) is referred to as the volatility model.

The possible choices for $D$ include exponential, Weibull, Burr, and Generalized Gamma distributions, etc. In empirical section following Anatolyev and Gospodinov (2010), we use the Weibull distribution with shape parameter, $k > 0$ and scale parameter, $\varsigma > 0$. The advantage to apply the Weibull distribution is that the Weibull parameters are reduced to one parameter distribution by using the condition of $E_t^{-1}(\eta_t) = 1$. The cumulative probability function of a Weibull distribution of a random variable $X$ is given by

$$F(x; k, \varsigma) = 1 - e^{-\left(\frac{x}{\varsigma}\right)^k}$$

with the probability density function, $f(x; k, \varsigma)$,
The mean of a Weibull random variable can be expressed as $E(X) = \varsigma \Gamma (1 + 1/k)$. $\Gamma(\cdot)$ is a gamma function. In our case, $E_{t-1}(\eta_t) = 1$, such that $\varsigma = \Gamma^{-1} (1 + 1/k)$. Hence, the Weibull distribution has been reduced to one parameter function.

By setting $x = \eta_t = |r_t|/\psi_t$ with the specification of $\psi_t$ in eq(3.15), we have the marginal PDF and CDF functions for eq(3.3).

Specifying the sign dynamics, we take a Bernoulli marginal of the form:

$$B(p_t) = p_t^v (1-p_t)^{1-v}$$

with $p_t$ is specified as a dynamic logit-linked model:

$$p_t = \frac{\exp(\theta_t)}{1 + \exp(\theta_t)}$$

with

$$\theta_t = \omega_d + \phi_d \mathbb{I}(r_{t-1} > 0) + y'_{t-1} \delta_d$$

(3.17)

where eq(3.17) is referred to as the direction model. $y_{t-1}$ includes the set of predictors such as macroeconomic variables as well as realized return higher moments.

### 3.4 Likelihood Function

With the marginals of eq(3.15) and (3.17), the copula function eq(3.4) and (3.5), and the dynamic dependence structures of eq(3.6)-(3.13), we have the sample log-likelihood function as:

$$L(\Phi) = \sum_{t=1}^{T} \{ \mathbb{I}(r_t > 0) \ln \varrho_t [F(u_t | \psi_t)] + [1 - \mathbb{I}(r_t > 0)] \ln (1 - \varrho_t [F(u_t | \psi_t)]) \} + \sum_{t=1}^{T} \ln f(u_t | \psi_t)$$
With all the specified ingredients, the set of parameters to be estimated by maximum likelihood estimation is \( \Phi = (\omega_v, \beta_v, \gamma_v, \rho_v, \delta_v, k, \omega_d, \phi_d, \delta_d, \Theta) \), where \( \Theta \) contains the dynamic dependence parameters, \( (\omega, \beta, \gamma, \lambda) \) from eq(3.6)-(3.13). Note that in this paper, all parameters in the set, \( \Phi \), are obtained from maximizing the sample log-likelihood of the full decomposition models.

4 Forecasting Methods

4.1 Conditional Mean Forecasts

Based on the eq(3.2), the one-period ahead forecast of financial returns at time \( t + 1 \) conditional on the past information is given by

\[
\hat{r}_{t+1} = 2\hat{\xi}_{t+1|t} - \hat{\psi}_{t+1|t}
\]

where \( \hat{\psi}_{t+1|t} \) is the conditional expectation forecast of \( |r_{t+1}| \) using eq(3.15). \( \hat{\xi}_{t+1|t} = E_t |r_{t+1}| I(r_{t+1} > 0) \) is the conditional expectation forecast for the cross product of absolute returns and indicators. Anatolyev and Gospodinov (2010) find that the expectation of the cross product happens to be weakly conditional dependence. Thus, one might ignore the dependence by assuming the conditional independence between absolute returns and indicators as

\[
\hat{r}_{t+1} = (2\hat{p}_{t+1|t} - 1)\hat{\psi}_{t+1|t}
\]

where \( \hat{p}_{t+1|t} \) is the conditional forecast from eq(3.17). Note that eq(4.2) will not be optimal under conditional dependence between the components.

For the general case of conditional dependence, the conditional expected cross-product is given by

\[
\hat{\xi}_{t+1|t} = E_t |r_{t+1}| I(r_{t+1} > 0)
\]

\[
= \int_{0}^{+\infty} uf(u|\hat{\psi}_{t+1|t}) \hat{\psi}_{t+1} \left( F \left( u|\hat{\psi}_{t+1|t} \right) \right) du
\]
which depends on the estimated parameters, $\hat{\Phi}$, at time $t$. Eq(4.3) is integrated by using the approach proposed in Anatolyev and Gospodinov (2010).

### 4.2 Return Higher Moments Forecasts

Using the model estimators, we can also forecast the time-varying higher moments, similar to eq(4.3). Particularly, we consider the out-of-sample forecasts for downside risk and skewness used in the section 8.

Let $Q_t(z)$ denote the quantile function of the marginal distribution for absolute returns. The conditional skewness at time $t + 1$ is forecasted as

$$
\text{skew}_t(r_{t+1}) = \frac{E_t(\hat{r}_{t+1}^3) - 3E_t(\hat{r}_{t+1})\text{var}_t(\hat{r}_{t+1}) - \left[ E_t(\hat{r}_{t+1}) \right]^3}{\left[ \text{var}_t(\hat{r}_{t+1}) \right]^2}
$$

(4.4)

where

$$
\text{var}_t(\hat{r}_{t+1}) = E_t(\hat{r}_{t+1}^2) - \left[ E_t(\hat{r}_{t+1}) \right]^2
$$

with $E_t(\hat{r}_{t+1})$ is estimated by eq(4.1) and $E_t(\hat{r}_{t+1}^2) = \int_0^1 [Q_{t+1|t}(z)]^2 dz$, and,

$$
E(\hat{r}_{t+1}^2) = 2E_t \left[ \hat{r}_{t+1}^3I(\hat{r}_{t+1} > 0) \right] - E_t(\hat{r}_{t+1}^3)
$$

with

$$
E_t(\hat{r}_{t+1}^3I(\hat{r}_{t+1} > 0)) = \int_0^1 \left[ \hat{Q}_{t+1|t}(z) \right]^3 \hat{\varphi}_{t+1|t}(z) dz
$$

(4.5)

and

$$
E_t(\hat{r}_{t+1}^3) = \int_0^1 \left[ \hat{Q}_{t+1|t}(z) \right]^3 dz
$$

(4.6)

The conditional downside risk is also referred to semi-variance as

$$
\text{semivariance} = \frac{1}{T} \sum_{t=1}^T \left[ (r_t - \mu)^2 I(r_t < \mu) \right] \rightarrow E \left[ (r_t - \mu)^2 I(r_t < \mu) \right]
$$

where $\mu$ is the mean or average of returns. In our case, we set $\mu = 0$. Thus,
the conditional downside risk (semi-variance) forecast ($\hat{drisk}_{t+1}$) is given by

$$drisk_t(r_{t+1}) = E_t(\hat{r}^2_{t+1}) - E_t[\hat{r}^2_{t+1}I(r_{t+1} > 0)]$$

(4.7)

with $E_t[\hat{r}^2_{t+1}I(r_{t+1} > 0)] = \int_0^1 \left[ \hat{Q}_{t+1|t}(z) \right]^2 \hat{\varrho}_{t+1|t}(z) \, dz$. See Appendix A for the proofs.

Note that each solution of these higher moments has a corresponding conditional independence counterpart. However, in this paper, we only estimate higher moments for conditional dependence cases. In the empirical section, we apply both Monte Carlo simulation method and the Gauss-Chebyshev quadrature formulas (Judd 1998, section 7.2) to evaluate integrals. Since these methods have shown similar results, we only report the results obtained from the Gauss-Chebyshev quadrature.

5 Data

The monthly U.S. return data from January 1952 to December 2002 is available from Anatolyev and Gospodinov's website. We extend their dataset to cover the period of the recent financial crisis till December 2010. For the extended period, the value-weighted excess return is taken from the Center for Research in Security Prices (CRSP); the earnings-price ratio ($ep$) and dividend-price ratio ($dp$) data in logs are constructed using the dataset provided by Shiller (2005); the three-month T-bill rate ($ir3$), and Moody’s Aaa and Baa corporate bond yield data, are from Federal Reserve Bank of St. Louis. We construct the yield spread ($irs$) by the difference between Moody’s Aaa and Baa.

In this paper, the realized higher moments, i.e., realized variance ($RV$), bipower variation ($BPV$), realized third ($RS$) and fourth ($RK$) moments, are also extended till December 2010 and constructed from daily data on the NYSE/AMEX value-weighted index from CRSP. As the proxies for the unobserved volatility process, the realized variance is an estimator of integrated variance plus a jump component while the latter is unaffected by the
presence of jumps. For the detail formula, see e.g., Barndorff-Nielsen and Shephard (2004, 2006, 2007), and Anatolyev and Gospodinov (2010), among others.

We use predictors \( x_t = (dp_t, ep_t, ir3_t, irs_t) \) in eq(3.15) for the marginal dynamics of absolute returns, and \( y_t = (dp_t, ep_t, ir3_t, irs_t, RV_t, BPV_t, RS_t, RK_t) \) in eq(3.17) for the dynamics of the Bernoulli marginal. We employ a rolling window with the length of the past 360 months for out-of-sample forecast. It results in the out-of-sample period from January 1982 to December 2010, which covers the forecasting period in Anatolyev and Gospodinov (2010), and extends to the recent financial crisis of 2007-2009.

We briefly introduce the name convention used in the empirical section. This paper estimates both conditional independence (\( CI \), eq(4.2)) and conditional dependence (\( CD \), eq(4.1)) scenarios. Constant decomposition models are denoted as \( CDM \), and \( DDM \) for dynamic decomposition models. Hence, we represent a constant decomposition model from the conditional independence estimation as \( CDM - CI \), and \( DDM - CI \) for a dynamic decomposition model from the conditional independence estimation. For instance, the dynamic decomposition model of OSA (eq(3.10)), if it were estimated from the conditional dependence, would be denoted as \( OSA - CD \).

### 6 Empirical Results

Table 2 presents the in-sample estimation results. The subsample estimation from January 1952 to December 2002 is made comparable to the results of Anatolyev and Gospodinov (2010). The parameter estimations in Panel A are statistically significant at conventional confidence levels. The Wald tests in Panel B show that the estimators of the dynamic decomposition models are jointly significant. As seen in Panel B, the dynamic decomposition models obtain higher MLE log-likelihood values than the constant decomposition models, and the likelihood ratio tests reject the null hypothesis at 1% significance level.

[Table 2 about here]
The persistence of a dependence structure is measured by the parameter $\beta$. Among the dynamic models, OSA and TSA have the highest persistence, whereas Patton shows less persistence in dependence structure. The smoothing weighting parameter, $\lambda$, is significant at 1% level, which provides the evidence for the weighting of the time series observations. The integrated models of IGtype and ITVC have the persistence of around 0.75 which is lower than 0.94, the value calibrated for integrated GARCH model by J.P. Morgan RiskMetrics.

The in-sample evidences support the hypothesis of time-varying nonlinear dependence between absolute returns and signs. The results are also consistent with the pretesting results of rejecting the constancy of copulas.

### 6.1 Out-of-Sample Forecast

The out-of-sample coefficient of predictive performance ($OS$), suggested by Campbell and Thompson (2008), is used for forecasting evaluation as

$$ OS = 1 - \frac{\sum_{t=R+1}^{T} L(r_t - \hat{r}_t)}{\sum_{t=R+1}^{T} L(r_t - \bar{r}_t)} $$

where $L(s) = s^2$ if it is based on squared errors, and $L(s) = |s|$ if it is based on absolute errors. We use a rolling sample window of length, $R = 360$ for out-of-sample forecast, while $T$ is the total observations in the sample period, such that the one-step ahead out-of-sample forecast period is $H \in [R+1, T]$. $\bar{r}_t$ is the unconditional mean of $r_t$ computed from the last $R$ observations in the rolling scheme, which is referred to as the historical average. $\hat{r}_t$ is a forecast at time $t$ from individual models.

The $OS$ statistics measures the reduction in forecasting errors relative to the historical average forecast. Thus, if $OS > 0$, the $\hat{r}_t$ forecast outperforms the historical average forecast; if $OS < 0$, the historical average forecast performs better.

Figure 2 plots the return forecasts from the linear predictive regression, constant and dynamic decomposition models. We have the following observations in order. First, similar to Anatolyev and Gospodinov (2010), Figure
show that in the late of 1990s the linear predictive model underestimates the bull market by predicting predominantly negative returns, while both constant and dynamic models capture well the upward trend in the market and the increased volatility in the early 2000s.

Second, the difference of the forecasts between the constant and dynamic models exists over time. The largest disagreements occur during: (1) the time from late 1990s (around the late of 1997 when Asia financial crisis started) to the early 2000s (the period of IT bubble bust); and (2) the recent financial crisis time.

Based on the observations above, the out-of-sample period is divided into sub-samples: (1) a relatively tranquil period: 1982:01 - 1997:12; (2) the first relatively turmoil period: 1998:01 - 2002:12; (3) the second turmoil period: 2007:07 - 2010:12; (4) the comparison period with Anatolyev and Gospodinov: 1982:01 - 2002:12.

Table 3 presents the out-of-sample forecast results. The average performance of the dynamic decomposition models are also reported. The forecasts from the conditional independence are estimated by ignoring the conditional dependence structure between absolute returns and signs through eq(4.2), while the conditional dependence forecasts are computed via eq(4.1) through numerical integrations.

In line with the previous studies, e.g., Rapach et al. (2010), Welch and Goyal(2008), and Campbell and Thompson (2008), etc., the out-of-sample forecast of historical average in Table 3 performs better than the conditional linear model and the difference in forecast gain is around 5%. The decomposition models dominate both the historical average and conditional linear models in terms of OS statistics. Observably, the dynamic decomposition models achieve the most outstanding performance.

Of interest, we turn next to the detail analysis for comparisons between the constant and dynamic decomposition models, and between conditional independence and conditional dependence.
6.1.1 Tranquil Period vs. Turmoil Time

As shown in Table 3, the proposed dynamic decomposition models consistently perform better out-of-sample than the constant models both individually and on average across sample periods. For instance, $CDM - CI$ has the $OS$ statistics of 0.18% in the full sample period, while the dynamic decomposition models have 1.41% on average with the highest individual gain, 2.53%, by $TSA - CI$ model. The best out-of-sample performance in the full sample period is 3.59% and 3.57% from $IGtype - CD$ and $OSA - CD$, respectively, while the best for the comparison subperiod is 4.62% from $IGtype - CI$.

Interestingly, among the out-of-sample forecasts, the largest difference in gains is 8.63% during the recent financial crisis time between $CDM (CDM - CI$ with $-3.57%)$ and $DDM (TSA - CI$ with 5.06%); moreover, for the conditional dependence case, the largest gain differences between $CDM$ and $DDM$ are 4.64% ($CDM - CI$ with 5.18% and $Patton - CD$ with 9.82%), and 5.59% ($CDM - CI$ with 6.72% and $IGtype - CD$ with 12.31%) in the two turmoil periods. However, the difference for the tranquil time, around 1% or less, is much less than those in the turmoil periods.

In summary, we see that the difference of forecasting gains between the constant and dynamic decomposition models is considerably large during the turmoil times, at least for our sample periods, whereas the difference in the tranquil periods is still large in the individual level, but relatively small on average. As a result, these results imply that an investor will benefit out-
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Note that the $OS$ statistics in Table 3 of the constant model for the subperiod of 1982:01-2002:12 is similar to, but higher than the results of Anatolyev and Gospodinov (2010). The reasons are the following: (i) we drop the first $m = 10$ observations for all constant and dynamic models, as required by equation (3.6), to make them comparable and to some extent reduce the initial value effects. We investigate the dataset and find the first ten observations have large volatility, which might have influence on the estimation results; (ii) The extreme events and outliers of returns and their realized higher moments produce some extreme values for the probability of Bernoulli marginal distribution, such as $p_t$ might reach the extreme values by $p_t = 0$, or 1. These extreme values, most likely occurring in crisis times such as the Black Friday in 1987, will make the sample log-likelihood function exploded or collapsed. We consult this issue by empirically restricting $0.002 \leq p_t \leq 0.998$. For those values out of this range, we set $p_t = 0.002$ if $p_t < 0.002$ and $p_t = 0.998$ if $p_t > 0.998$. The restrictions should be consistent with the argument of Campbell and Thompson (2008) that imposing theoretically and economically motivated restrictions on individual models can improve their out-of-sample performance.
of-sample forecasting from the dynamic dependence models in general, and even more during a turmoil time.

6.1.2 Conditional Independence vs. Conditional Dependence

In this paper, the forecasting performance comparison between the conditional independence and dependence is also of great interest. First, in the full sample period, the forecast gains from the conditional dependence have better performance than those from the conditional independence. In particular, $CDM - CD$ has higher forecasting gain than $CDM - CI$ by 2% or so, while $DDM - CDs$ have 2.62% forecasting gain on average, larger than $DDM - CIs$ with 1.41%. All the individual $DDM - CDs$ perform better than their counterparts from $DDM - CIs$. For instance, $OSA - CD$ gains 2% more than from $OSA - CI$.

Second, we observe the much larger difference in forecasting gains between conditional dependence and conditional independence in the two turmoil times. The difference in the first turmoil period is 4.06% for $CDM - CD$ over $CDM - CI$, and 7.18% for $DDM - CD$ over $DDM - CI$ on average, and the difference for the recent financial crisis is 10.29% for $CDM - CD$ over $CDM - CI$, and 7.25% for $DDM - CD$ over $DDM - CI$ on average.

Conversely, the conditional independence in tranquil periods performs better out-of-sample forecast than the conditional dependence. During 1982:01 - 1997:12, $DDM - CI$ perform better out-of-sample than $DDM - CD$ by 3.26%. Most of the individual $DDM - CIs$ outperform $DDM - CDs$ in tranquil periods. Additionally, the comparison period also shows the conditional independence slightly better on average.

As a result, we see that the conditional dependence provides better overall out-of-sample forecast than the conditional independence, especially during the turmoil times; however, the conditional independence does a better job in the tranquil period relative to the conditional dependence.

Intuitively, the better forecasting performance of the conditional dependence reflects that the volatility (absolute returns) is higher and asymmetric effects (signs) are larger in a turmoil period, and they are more correlated.
and comoved in a bad time. On the other hand, markets are more stable in a normal time such that volatility is low and the skewness is less negative, and their correlation is less significant in a tranquil time. As such, the empirical evidence in this paper supports that the proposed dynamic decomposition models well capture these stylized facts and nonlinear dependence in different market timings, by estimating conditional independence in a normal time and conditional dependence during a turmoil period.

In summary, the robust strategy for an investor is to adopt the dynamic decomposition models by exploiting conditional dependence for a turmoil time. Suggestively, the better choice for a tranquil period is to take the dynamic decomposition models by assuming conditional independence. Hence, the implication is useful for an investor to determine the model choices based on the current state of an economy or the timing of financial markets.

6.1.3 Time-Varying Dependence

The concern has also been raised by Remark 3.2 as shown in Figure 1: whether the dynamic dependence specifications reduce the gaps between the dependence requested by the sample return moments and estimated by dynamic decomposition models. Figure 3 plots the out-of-sample dependence parameters. The parameters estimated from the constant model are relatively stable around its mean (0.0816) with the minimum (0.035) and maximum (0.179). By contrast, the dynamic decomposition models have the dependence parameters more volatile than the constant model over time. For instance, The exponentially weighted dynamic models have the estimated dependence parameters with the minimum (0.00004) and maximum (1.55). Its minimum value close to zero implies a conditional independence, while its maximum value tends to close the gap.

[Figure 3 about here]

In addition, the estimated dependence degree is remarkably higher for the turmoil times. IGtype model has the highest estimated mean dependence around 0.275 which is 3.4 times higher than that of the constant model; more
importantly, IGtype model has accomplished better out-of-sample forecast than most of others. Compared to the constant model, the dynamic models improve the out-of-sample forecast performance by having the estimated dependence structure closer to those requested by sample return moments.

6.2 Tests of Predictive Ability

To evaluate the statistical significance of the forecasting results, we adopt Giacomini and White (2006) test of conditional predictive ability. Table 4 presents the test results. The rejection of the null of equal predictive ability is denoted by *, **, *** at 10%, 5%, and 1% significance levels. Relative performance summarizes the relative out-of-sample performance by computing the proportion of times over the whole forecasting period that the foregoing decision rule chooses the model given in column heading over the model given in row heading. The entries of decision rule, scaled by $10^4$, is the mean values of fitted loss function difference. Following the two-step procedure of Giacomini and White (2006), in the case of rejection, the decision rule chooses the model in column heading if its entry is positive, and vice versa. For technical details, see Giacomini and White (2006). Panel A and Panel B report the test results from the squared and absolute errors, respectively. The test results for the full and comparison forecast periods are reported.\footnote{Other subsample periods are too short to conduct Giacomini and White’s test.}

[Table 4 about here]

For the constant models in the comparison sample period, Table 4 has the similar results to Anatolyev and Gospodinov (2010) that the constant decomposition models do not show statistically significant differences from historical average and linear models, although the relative performance suggests that the constant models dominate both historical average and linear models.

However, the dynamic decomposition models tell different stories that the statistically significant differences from historical average and linear models
have been observed in many dynamic model estimations. For instance, in the comparison period based on absolute errors, most $DDM - CIs$ are significantly different from historical average, and most of $DDM - CD$s are significantly different from linear model. Furthermore, the tests based on the full sample period provide more convincing evidence for the superior predictive performance based on both squared and absolute errors. Table 4 also shows that the dynamic decomposition models are statistically different from constant decomposition model in both sample periods and different measures of loss functions.

More importantly, in these significant cases, the values of decision rule are positive, which imply the decisions of choosing dynamic decomposition models given in column headings. In addition, all the dynamic decomposition models have dominated benchmarks in terms of relative forecasting performance. For instance, the dynamic decomposition models have on average approximately 90% of the times over the whole forecasting period performing better than benchmarks.

In general, the plot of the predicted loss differences is useful for assessing the relative performance of the competing methods at different times. Figure 4 plots the predicted loss differences over time: Panel A uses historical average as benchmark and Panel B uses $CDM - CI$ as benchmark. A positive value at time $t$ indicates the competing models perform better than the benchmarks.

[Figure 4 about here]

Panel A is able to distinguish the under- vs. out-performance periods of the models. Both $CDM - CD$ and $DDM - CD$ have positive loss differences in most of time periods above the zero line. Specifically, during the financial crisis, the decomposition models are improved dramatically by exploiting the dependence between return absolute values and signs, which turns the loss difference to be positive, compared to the conditional independence cases with negative loss difference. The evidence is even more consolidated when comparing dynamic models to constant models in Panel B. The most impressive improvement is during the two turmoil times shown as the positive loss
difference over the period of time.

6.3 Copula Specifications: Out-of-Sample Density Forecast Comparison

It has been recently developed to assess relative predictive accuracy by comparing out-of-sample density forecast through the Kullback-Leibler information criterion (KLIC). Amisano and Giacomini (2007) provide an interesting interpretation of the KLIC-based comparison in terms of scoring rules, which are loss functions depending on the density forecast and the actually observed data. Diks et al. (2010) compare predictive accuracy of various copula specifications from an out-of-sample forecasting perspective by using out-of-sample log-likelihood scores obtained from copula density forecasts. Their test method is valid under general conditions on the competing copulas including the density forecasts from time-varying copula parameters.

In this paper, we apply Diks et al. (2010) approach to evaluate the predictive accuracy of density forecasts among our copula decomposition specifications, particularly eqs (3.6)-(3.13). The KLIC of density forecast obtained from a copula-based model can be decomposed as

$$KLIC_{t+1} = \sum_{j=1}^{d} \log \hat{f}_{j,t}(Y_{j,t+1}) + \log \hat{c}_{t}(\hat{U}_{t+1})$$

where \(\hat{c}_{t}\) is the conditional copula density associated with the density forecast, and \(\hat{f}_{j,t}\) is the forecast of marginal distribution, \(j\). In our case, \(d = 2\) for absolute returns and signs. Since in this paper the conditional marginals are identically specified, the marginal log-likelihood, \(\log \hat{f}_{i}(Y_{t+1})\), are canceled out, so that the test for the null hypothesis of equal predictive accuracy is

$$H_0 : E(\Delta KLIC) = E(\log \hat{c}_{A,t}(\hat{U}_{t+1})) - E(\log \hat{c}_{B,t}(\hat{U}_{t+1})) = 0$$

where the term \(\log \hat{c}_{i,t}(\hat{U}_{t+1})\) is a score assigned to the copula model \(i\) based on the obtained probability integral transform (PIT) \(\hat{U}_{t+1}\). The test statistic of equal KLIC scores, based on a heteroskedasticity and auto-covariance consistent (HAC) estimator, asymptotically follows a standard normal distribution by applying Theorem 4 of Giacomini and White (2006). For details, see Diks et al. (2010).

Table 5 presents the test results of out-of-sample density forecasts for the decomposition models. We use the constant decomposition model as
benchmark, \( c_A \), and the dynamic models as \( c_B \). The values in Table 5 is the mean of \( \Delta KLIC \). The value signs indicate which copula specifications perform better. In particular, a negative value indicates the better predictive accuracy from the copula model given in column heading, as a higher average copula score is preferred.

\[
\text{[Table 5 about here]}
\]

The test results in Table 5 show that the differences between the copula models are statistically significant. In most of the significant cases, the differences between KLIC scores are negative. For instance, \( IGtype \), \( OSA \) and \( TSA \) have the best predictive accuracy of density forecasts. All these models statistically significantly outperform the constant decomposition model due to their negative \( \Delta KLIC \) signs across various sample periods. Table 5 also exhibits that \( ExpWeight \) and \( Gtype \) dynamic models have negative signs but insignificant. As a result, the test results for out-of-sample density forecast accuracy are consistent with the tests of Giacomini and White (2006) that both show the forecasting improvement from modeling time-varying skewness by allowing the dynamic copula specifications.

7 The Sources of Forecasting Performance

The existing literature on out-of-sample forecasting has devoted to test whether one model performs equally well or superior to the other models in a statistical sense, e.g., Diebold and Mariano (1995), West (1996), White (2000) and Clark and West (2006), among others. Elliott and Timmermann (2008) provided a review. However, the comparison in a pseudo out-of-sample forecasting environment informs the researcher only about which model forecasts best, and do not shed light on why that is the case. In contrast, the recent paper, Rossi and Sekhposyan (2011), proposes a new econometric pin-down method to decompose the existing measures of forecasting performance into the uncorrelated components, namely predictive content, over-fitting issue, and unstable forecasting ability, in order to exploiting the sources of forecasting performance.
This paper particularly emphasize in the source component of unstable forecast ability. The unstable forecasting ability might be caused by changes in the parameters of the models, as well as by unmodeled changes in the stochastic processes generating the variables. The instability of models' forecasting ability measures the presence of time variation in the models' performance relative to their average performance in the presence of no time variation in the expected relative forecasting performance.

Table 6 presents the test results for the unstable forecast ability with the forecasting period: 1982:01-2010:12. The models in the first column as benchmarks are compared to the models in the first row. The entries in table 6 are the test statistics for the null hypotheses of no difference in time variation of forecasting ability, denoted as $\Gamma_p^{(A)}$ in Rossi and Sekhpasyan (2011). Panel A and B report the test results from the loss functions of squared errors and absolute errors, respectively.

The test results show that the dynamic decomposition models accounting for time-varying skewness have significantly different forecasting ability over time. The null hypothesis of no difference in the time variation of forecasting ability are rejected for all pairwise model comparisons based on both squared and absolute error loss functions. For instance, the dynamic decomposition models could outperform constant decomposition models within a certain time period, but possibly underperform for the other subperiod. Prominently, these test results substantially support our empirical findings in previous sections that the out-of-sample forecast of our dynamic decomposition models generates much bigger gains than the constant models; nonetheless, the gains are much smaller in a tranquil period than during a turmoil time. Also, an investor benefits largely from the forecast models based on conditional dependence within a turmoil time. This timing specific nature is highly in line with the test results for unstable forecasting ability. Tests for the other two components, not reported here, also provide the empirical evidences for
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5 Other subsample periods are too short to conduct the test of Rossi and Sekhpasyan (2011).
understanding the different forecasting performances between models. The significant difference in predictive content is due to the dynamic function form in dependence parameters for modeling time-varying tail dependence and asymmetry. By contrast, no strong evidence show the difference in over-fitting issue between the models.

8 Links to Real Economy

The further forecasting improvement could also lie in whether the forecasts are significantly and economically connected to real economy and justified by economic theories. Campbell and Thompson (2008) argue that the empirical models can yield useful out-of-sample forecasts if one restricts their parameters in economically justified ways. Recently, the finance literature has been exploiting the implications and evidence of economic theories in out-of-sample forecasting. Engle and Rangel (2008) and Engle et al. (2008) find that imputing economic fundamentals into stock volatility models pays off in terms of both long and short horizon forecasting. Ghysels et al. (2011) show a strong relationship between the conditional skewness and macroeconomic variables. Rapach et al. (2010) link the combination forecasts to the real economy for an economic rationale of the out-of-sample gains.

Particularly, we investigate whether the forecasts of time-varying skewness and downside risks can be explained by a set of predetermined state variables and well trace to economic fluctuations. The monthly economic state variables, including NBER-dated business-cycle, GDP growth rate, inflation, short-term interest rate, term premium and term spread, were taken from Federal Reserve Bank of St. Louis and the housing price from Federal Housing Finance Agency. The difference between corporate bond Aaa and Baa yields represents term premium as a proxy of credit risk, while term spread is computed as the difference between 10-year and 3-month T-bill rates as an expectation of term structure for future economic condition. Using the out-of-sample rolling window, we also compute the volatility for short-term interest rate, GDP growth, inflation and housing price as the proxy of macroeconomic uncertainty.
8.1 Trace to NBER-dated Business Cycle Phases

In the spirit of Rapach et al. (2010), we trace the time-varying skewness and down risk forecasts to NBER-dated business cycle phases, to see if there is any evidence for the connections to macroeconomic fluctuation. Figure 5 depicts the out-of-sample forecasts along with vertical lines indicating NBER-dated business-cycle phases of recessions (Rec) and expansions (Expan). Peaks (P) and troughs (T) in Figure 5 are used to track turning points of these phases. Over the 1982:01-2010:12 out-of-sample period, there are four recessions: (1) 1982:01-1982:11; (2) 1990:08-1991:03; (3) 2001:04-2001:11; (4) 2008:01-2009:06.

Figure 5 shows well-defined patterns for these forecasts around the peaks and troughs. We have the following observations in order:

(i) The forecasts of return downside risk have sharp increases during these recession periods and quick drops at the end of each recession period to become turning points of recovering from bad times. These forecasts also show low values closely near the peaks preceding these recessions, which together with the followed sharp increases form turning points of entering bad times. The forecasts of downside risk during expansion times are low with downtrend.

(ii) The forecast of return skewness for the recession of early 1990s is modest, while the largest changes in return skewness forecast occur in the recent financial crisis. This makes sense, since the former recession is much milder than the recent financial crisis. The skewness forecasts have well reflected the turning points of in and out of bad times. On the contrary, there is not much fluctuations in the skewness forecasts of historical average, which has only a sudden and permanent decreasing in 1987, corresponding to the stock market collapse.

Overall, Figure 5 demonstrates that the forecasts of time-varying return higher moments closely track NBER-dated business-cycle phases. The historical average forecast appears too smooth; that is, from an economic perspective, the historical average forecast ignores business-cycle fluctuations.
and thus fails to incorporate meaningful macroeconomic information. Opposite to the historical average forecast, the decomposition model is capable of including relevant macroeconomic information. In what follows, we further investigate the relation significance between the forecasts and macroeconomic variables.

8.2 Relation with Macroeconomic Variables

To investigate the connections of these forecasts to macroeconomic variables, following Ghysels et al. (2011), we run the regressions of the forecasting values at time $t + 1$ on state variables at time $t$:

$$\hat{\nu}_{t+1} = \phi_0 + \phi_1 x_t + e_{t+1}$$

where $\hat{\nu}_{t+1} = \{\hat{drisk}_{t+1}, \hat{skew}_{t+1}\}$ are forecast values at time $t + 1$ of time-varying downside risk and skewness from (4.4) and (4.7); and, $x_t = \{GG_t, Infl_t, IR_t, HP_t, TP_t, TS_t\}$ contains the set of macroeconomic variables at time $t$, namely GDP growth, inflation, short-term interest rate, housing price, term premium and term spread, respectively. $e_{t+1}$ is error terms. The significance of the coefficient, $\phi_1$ is of interest for a relationship testing purpose. Table 7 reports the regression results of the coefficient, $\phi_1$ along with its significance at 1%, 5%, and 10% levels denoted by ***, **, and *.

[Table 7 about here]

8.2.1 Term Premium and Term Spread

The correlations between the forecasts and term spread are statistically significant. In particular, term spread is positively correlated with downside risk and negatively with skewness. Such significant correlations indicate that the forecasts from the decomposition models effectively incorporate macroeconomic information (e.g., the expectation of future economic conditions), and their forecast performance can be explained (justified) to some extent by economic conditions. The forecasts are also substantially correlated with
credit risk (term premium). This result indicates that credit risk is more likely a type of tail risk or extreme events which can be better modeled by the tail dependence.

8.2.2 Interest Rate

All the decomposition models have shown significant negative relations of the short-term interest rate with downside risk, whereas the significant positive correlations with return skewness forecast can be seen only in ExpWeight and IG type decomposition models. The negative correlations of the interest rate with downside risk forecasts make sense in that an increase in interest rate will generally have a negative effect on stock markets.

The volatility of short-term interest rate is not correlated with downside risk and skewness forecasts. These results show that the interest rate uncertainty does not explain well the forecast performance of decomposition models; and, there is less evidence that the asymmetric effects of returns (skewness) are affected by short-term interest rate.

8.2.3 GDP Growth

We see that the skewness forecasts are not significantly correlated with GDP growth rate; however, GDP growth rate can significantly explain the forecast performance of decomposition models, having negative correlations with downside risk. The negative correlations support the hypothesis that a good economic condition generates lower level of downside risk.

In addition, the macroeconomic uncertainty measured by the volatility of GDP growth is correlated positively with downside risk, and negatively with its skewness forecast. Both the positive and negative correlations consolidate the risk-aversion and asymmetric hypothesis that an investor requires higher premium for bearing macroeconomic risk. As a result, these results indicate that the overall economic condition and investment environment are the important factors to the forecast performance of decomposition models. The return asymmetric effects and extreme event effects are in a large scale related to the current economic state.
8.2.4 Inflation

There is no evidence to show inflation correlated with the forecasts. However, we do find strong evidence in the inflation fluctuation, which is significantly related positively with downside risk and negatively with skewness. This result seems to show that an investor more care about bearing inflation risk, but ignoring the level of inflation. Regardless of the inflation level high or low, as long as it remains stable, an investor can stay with it quite well without requiring much risk premium. In other words, even in the case of a low inflation level, once the inflation risk increases, a risk-aversion investor will require a significant level of risk premium for bearing such inflation uncertainty, and even more in recession times due to the asymmetric effects (the increased degree of skewness).

8.2.5 Housing Price

Since the credit crunch and defaults in mortgage markets have triggered the recent financial crisis, housing price has drawn much more researcher’s attentions nowadays. Table 7 shows that no forecasts are significantly correlated with housing price. However, the negative economic connection is strongly established between the housing price fluctuation and the forecasts of return downside risk. This new evidence shows that the expectation for a “bad” thing occurring in the future stock performance will be risen substantially by the housing price uncertainty. If an investor is less clear about the housing price risk, he or she will be more anxiety to expect a worse future in stock performance.

9 Conclusion

This paper proposes the intriguing decomposition framework for modeling the time-varying return higher moments in out-of-sample forecast. The empirical results show that the proposed dynamic decomposition models, by allowing the nonlinear dependence between absolute returns and signs time-varying, consistently perform better out-of-sample than benchmark models.
More interestingly, the time-varying nonlinear dependence shows some specific capability of timing markets, which provides remarkably useful implications for a risk-averse investor. It suggests the best strategies for an investor who can employ the proposed dynamic decomposition model with conditional dependence within a turmoil time, and in contrast with conditional independence in a tranquil period. This timing specific nature is also supported by the source test of unstable forecasting ability based on Rossi and Sekhposyan (2011). To further gain the economic sense of forecasting performance, we find that the forecasts of time-varying downside risk and skewness exhibit well-defined patterns to trace closely to NBER-dated business-cycle phases. They precisely forecast turning points for those peaks and troughs.
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Table 1: Pretesting the independence, constancy and choice of Copulas. All tests, based on the empirical copula processes, have asymptotic distributions of Cramer-von Mises with different degrees of freedom. The independence and serial independence tests in Panel A are as proposed by Genest and Rémillard (2004, 2006, 2007). The goodness-of-fit tests in Panel B are based on Genest and Rémillard (2008), Genest, Rémillard and Beaudoin (2009), Kojadinovic, Yan and Holmes (2011), Kojadinovic and Yan (2010 & 2011). The constancy tests in Panel C are based on Busetti and Harvey (2011), and Harvey (2010). \( \tau \) denotes quantiles.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( p ) value</td>
<td>0.041</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Goodness-of-fit Tests</th>
<th>Normal Copula</th>
<th>Student-t Copula</th>
<th>Frank Copula</th>
<th>FGM Copula</th>
<th>Gumbel Copula</th>
<th>Clayton Copula</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p ) value</td>
<td>0.040</td>
<td>0.043</td>
<td>0.040</td>
<td>0.035</td>
<td>&lt;0.001</td>
<td>0.154</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: Constancy Tests</th>
<th>( \tau )</th>
<th>( p ) value</th>
<th>( \tau )</th>
<th>( p ) value</th>
<th>( \tau )</th>
<th>( p ) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Constant Copula</td>
<td></td>
<td>0.5</td>
<td></td>
<td>0.378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Joint Constancy of Lower-Upper Tails</td>
<td>0.25</td>
<td>0.384</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Lower Tail Dependence</td>
<td>0.25</td>
<td>0.031</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Upper Tail Dependence</td>
<td>0.5</td>
<td>0.006</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant Asymmetry</td>
<td>0.25</td>
<td>0.006</td>
<td>0.5</td>
<td>&lt;0.001</td>
<td>0.75</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
Table 2: In-Sample Estimations. The monthly sample periods estimated are Jan. 1952-Dec. 2010 with 708 observations, and Jan. 1952-Dec. 2002 with 612 observations. Panel A is the estimated parameters and their statistics. Panel B is robustness tests. Log-likelihood values are computed as the mean of the sample log-likelihood values. Standard errors are reported in square brackets. *, **, *** represent the significant levels of 10%, 5%, and 1%, respectively. p-values are reported for likelihood ratio tests and Wald joint significance tests.

<table>
<thead>
<tr>
<th></th>
<th>Constant Decomposition</th>
<th>Dynamic Decomposition Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patton</td>
<td>Exp-Weighted</td>
</tr>
<tr>
<td>Full Sample: 1/1952-12/2010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega )</td>
<td>-2.940***</td>
<td>-2.222*</td>
</tr>
<tr>
<td></td>
<td>[0.895]</td>
<td>[1.198]</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.218</td>
<td>0.512</td>
</tr>
<tr>
<td></td>
<td>[0.455]</td>
<td>[0.395]</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>4.815***</td>
<td>3.909***</td>
</tr>
<tr>
<td></td>
<td>[0.637]</td>
<td>[0.571]</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.702***</td>
<td>1.848</td>
</tr>
<tr>
<td></td>
<td>[0.286]</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.112**</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.052]</td>
<td></td>
</tr>
<tr>
<td>Panel B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood Values</td>
<td>1.830</td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio Test</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Wald Joint Significance Test</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Subsample: 1/1952-12/2002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \omega )</td>
<td>-2.664**</td>
<td>-2.236*</td>
</tr>
<tr>
<td></td>
<td>[1.255]</td>
<td>[1.325]</td>
</tr>
<tr>
<td>( \beta )</td>
<td>0.436</td>
<td>0.492</td>
</tr>
<tr>
<td></td>
<td>[0.381]</td>
<td>[0.415]</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>4.749**</td>
<td>3.802</td>
</tr>
<tr>
<td></td>
<td>[2.814]</td>
<td>[2.398]</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>0.677**</td>
<td>1.016</td>
</tr>
<tr>
<td></td>
<td>[0.292]</td>
<td></td>
</tr>
<tr>
<td>( \alpha )</td>
<td>0.093*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[0.055]</td>
<td></td>
</tr>
<tr>
<td>Panel B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-Likelihood Values</td>
<td>1.855</td>
<td></td>
</tr>
<tr>
<td>Likelihood Ratio Test</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Wald Joint Significance Test</td>
<td>0.002</td>
<td>0.012</td>
</tr>
</tbody>
</table>
Table 3: Out-of-Sample Forecast Results. Values in this table are the OS statistic in percentage. Conditional Independence is ignoring the dependence by assuming conditionally independence between absolute returns and signs; its forecasts are obtained by eq (4.2). In the conditional dependence, the forecasts are computed by eq(4.1). The average performance of dynamic dependence models are computed.

<table>
<thead>
<tr>
<th></th>
<th>Linear Model</th>
<th>Conditional Independence</th>
<th>Conditional Dependence</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Patton ExpWeight Igtype Gtype OSA TSA TVC ITVC Average</td>
<td>Patton ExpWeight Igtype Gtype OSA TSA TVC ITVC Average</td>
<td>Patton ExpWeight Igtype Gtype OSA TSA TVC ITVC Average</td>
<td>Patton ExpWeight Igtype Gtype OSA TSA TVC ITVC Average</td>
</tr>
<tr>
<td></td>
<td>Model</td>
<td>Constant Dynamic Dependence Models</td>
<td>Model</td>
<td>Patton ExpWeight Igtype Gtype OSA TSA TVC ITVC Average</td>
</tr>
<tr>
<td>1982:02-2010:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squared errors</td>
<td>-3.87</td>
<td>0.18</td>
<td>1.33</td>
<td>0.88</td>
</tr>
<tr>
<td>Absolute errors</td>
<td>-3.54</td>
<td>0.70</td>
<td>1.67</td>
<td>1.08</td>
</tr>
<tr>
<td>1982:01-2002:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squared errors</td>
<td>-4.61</td>
<td>3.23</td>
<td>3.80</td>
<td>3.89</td>
</tr>
<tr>
<td>Absolute errors</td>
<td>-4.81</td>
<td>2.45</td>
<td>3.05</td>
<td>3.05</td>
</tr>
<tr>
<td>1982:01-1997:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squared errors</td>
<td>-4.42</td>
<td>4.13</td>
<td>4.22</td>
<td>5.26</td>
</tr>
<tr>
<td>Absolute errors</td>
<td>-4.95</td>
<td>3.61</td>
<td>4.06</td>
<td>4.61</td>
</tr>
<tr>
<td>1998:01-2002:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squared errors</td>
<td>-5.08</td>
<td>1.12</td>
<td>2.82</td>
<td>0.70</td>
</tr>
<tr>
<td>Absolute errors</td>
<td>-4.44</td>
<td>-0.50</td>
<td>0.49</td>
<td>-0.92</td>
</tr>
<tr>
<td>2007:07-2010:12</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squared errors</td>
<td>0.67</td>
<td>-3.57</td>
<td>-0.41</td>
<td>0.91</td>
</tr>
<tr>
<td>Absolute errors</td>
<td>2.42</td>
<td>2.06</td>
<td>4.18</td>
<td>5.15</td>
</tr>
</tbody>
</table>
Table 4: Tests of conditional predictive ability based on Giacomini and White (2006). [a]: The relative performance indicates the percentage of times the model in column \( j \) dominates the model in row \( i \) over the whole forecasting period. [b]: decision rule is the two-step procedure for adaptively selecting a forecasting method at time \( t \). The entries in decision rule are the loss differences, \( E(\Delta L_{m,t+i}[F_T]) \). Step 1: Test the null hypothesis of equal conditional predictive ability between the model in column \( j \) and the model in column \( i \). The rejection at 10%, 5%, and 1% are denoted by *, **, *** respectively. Step 2: in case of rejection, the decision rule is: use the model in column \( j \) if \( E(\Delta L_{m,t+i}[F_T]) > c \) and use the model in row \( i \) if \( E(\Delta L_{m,t+i}[F_T]) < c \). \( c \) is a user-specified threshold. In our case, we use \( c = 0 \). Test details are referred to Giacomini and White (2006).
Table 5: Comparison of copula specifications in out-of-sample density forecasts. The values, scaled by 100, are reported as averages of the difference in density forecasts between the benchmark model and competing models. The benchmark model is the constant decomposition model. The null hypothesis is the equality of the density forecasts between the benchmark model and a competing model. *, **, *** represent the significant levels of 10%, 5%, and 1%, respectively. In the case of rejection, a negative value provides evidence of the superior density forecast ability of a competing model over the benchmark model. The tests in this table are based on Diks et al. (2010).

<table>
<thead>
<tr>
<th>Period</th>
<th>Patton</th>
<th>ExpWeight</th>
<th>IGtype</th>
<th>Gtype</th>
<th>OSA</th>
<th>TSA</th>
<th>TVC</th>
<th>ITVC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1982:02-2010:12</td>
<td>0.236***</td>
<td>0.052</td>
<td>-0.909***</td>
<td>-0.521</td>
<td>-0.243***</td>
<td>-0.516***</td>
<td>0.175</td>
<td>0.052</td>
</tr>
<tr>
<td>1982:01-2002:12</td>
<td>0.484</td>
<td>-1.020</td>
<td>-1.272***</td>
<td>-0.204</td>
<td>-0.277</td>
<td>-0.423***</td>
<td>0.181***</td>
<td>0.247</td>
</tr>
<tr>
<td>1982:01-1997:12</td>
<td>0.551</td>
<td>-1.441***</td>
<td>-1.435***</td>
<td>-0.364</td>
<td>-0.439***</td>
<td>-0.445***</td>
<td>0.255</td>
<td>0.312**</td>
</tr>
<tr>
<td>1998:01-2002:12</td>
<td>-0.025</td>
<td>0.235**</td>
<td>-0.806***</td>
<td>0.245</td>
<td>0.214</td>
<td>-0.348***</td>
<td>-0.106***</td>
<td>-0.017</td>
</tr>
<tr>
<td>2007:07-2010:12</td>
<td>-0.229***</td>
<td>2.664***</td>
<td>-0.189</td>
<td>2.039***</td>
<td>0.376</td>
<td>-0.636</td>
<td>-0.612</td>
<td>-0.604</td>
</tr>
</tbody>
</table>
Table 6: Sources of Forecasting Performance. The entries are test statistics for the null hypotheses of no difference in time variation of forecasting ability. The historical average, linear model, and constant models in the first column as benchmarks are compared to competing models in the first row. *, **, *** denote the significance levels at 10%, 5%, and 1%. Panel A and B use squared and absolute error as a loss function, respectively.

<table>
<thead>
<tr>
<th>Linear Model</th>
<th>CDM-CI</th>
<th>CDM-CD</th>
<th>Patton ExpWeight IGtype Gtype OSA TSA TVC ITVC</th>
<th>Conditional Independence</th>
<th>Conditional Dependence</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Panel A: Squared Errors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDM-O</td>
<td>9.101</td>
<td>19.45***</td>
<td>20.57***</td>
<td>25.50***</td>
<td>27.80***</td>
</tr>
<tr>
<td><strong>Panel B: Absolute Errors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Historical Average</td>
<td>12.39***</td>
<td>14.96***</td>
<td>14.69***</td>
<td>14.84***</td>
<td>18.90***</td>
</tr>
<tr>
<td>Linear Model</td>
<td>19.31***</td>
<td>19.29***</td>
<td>17.74***</td>
<td>17.98***</td>
<td>16.81***</td>
</tr>
</tbody>
</table>
Table 7: Links to real economy. TP is term premium. TS is term spread. IR is short-term interest rate, which is 3-month T-bill in this context. GG is GDP growth computed as the changes in industrial production. Infl is inflation. HP is housing price changes. *, **, *** denote the significance levels at 10%, 5%, and 1%.

<table>
<thead>
<tr>
<th>Panel A: Downside Risk</th>
<th>Macro Variable in Level</th>
<th>Macro Variable in Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TP</strong></td>
<td><strong>TS</strong></td>
<td><strong>IR</strong></td>
</tr>
<tr>
<td>Historical Average</td>
<td>0.009***</td>
<td>-9.30</td>
</tr>
<tr>
<td>Constant Model</td>
<td>-0.06***</td>
<td>0.008**</td>
</tr>
<tr>
<td>Patton</td>
<td>-0.06***</td>
<td>0.009**</td>
</tr>
<tr>
<td>ExpWeight</td>
<td>-0.06***</td>
<td>0.012***</td>
</tr>
<tr>
<td>GType</td>
<td>-0.06***</td>
<td>0.012***</td>
</tr>
<tr>
<td>QType</td>
<td>-0.05***</td>
<td>0.004</td>
</tr>
<tr>
<td>OSA</td>
<td>-0.06***</td>
<td>0.009**</td>
</tr>
<tr>
<td>TSA</td>
<td>-0.05***</td>
<td>0.007**</td>
</tr>
<tr>
<td>TVC</td>
<td>-0.06***</td>
<td>0.010**</td>
</tr>
<tr>
<td>ITVC</td>
<td>-0.06***</td>
<td>0.009**</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Skewness</th>
<th>Macro Variable in Level</th>
<th>Macro Variable in Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TP</strong></td>
<td><strong>TS</strong></td>
<td><strong>IR</strong></td>
</tr>
<tr>
<td>Historical Average</td>
<td>-7.54***</td>
<td>5.259***</td>
</tr>
<tr>
<td>Constant Model</td>
<td>4.789***</td>
<td>-2.77***</td>
</tr>
<tr>
<td>Patton</td>
<td>3.857***</td>
<td>-1.26</td>
</tr>
<tr>
<td>ExpWeight</td>
<td>2.285</td>
<td>-0.84</td>
</tr>
<tr>
<td>GType</td>
<td>0.859</td>
<td>-0.13</td>
</tr>
<tr>
<td>QType</td>
<td>4.149**</td>
<td>-1.27**</td>
</tr>
<tr>
<td>OSA</td>
<td>2.454</td>
<td>-1.94**</td>
</tr>
<tr>
<td>TSA</td>
<td>3.497**</td>
<td>-2.29***</td>
</tr>
<tr>
<td>TVC</td>
<td>4.964***</td>
<td>-2.76***</td>
</tr>
<tr>
<td>ITVC</td>
<td>4.774**</td>
<td>-2.44***</td>
</tr>
</tbody>
</table>
Figure 1: Scatter-plots of simulated return moments against changes in dependence parameters, $\alpha$, of Clayton copula. The solid lines represent sample return moments of U.S. returns. The dotted lines are the estimated dependence structure from constant decomposition model.
Figure 2: Plot of Out-of-Sample Forecasts from Constant decomposition model (solid line), linear model (dash-dotted line), and dynamic decomposition model (dash line). The out-of-sample forecast period is 1982:01-2010:12.
Figure 3: Out-of-sample dependence structure estimation from the constant decomposition model (solid line) and the dynamic decomposition models (non-solid lines).
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Figure 4: Plots of predicted loss differences over the entire time path. The horizontal line denotes a zero level. Positive values represent the time periods that a competing model performs better out-of-sample than benchmarks.

Panel A: Historical average as benchmark

Panel B: Constant decomposition model as benchmark
Figure 5: Plots of out-of-sample forecasts for time-varying downside risk and skewness along with vertical lines indicating NBER-dated business-cycle phases. “Rec” and “Expan” denote recession and expansion periods, and “P” and “T” represent a peak and a trough, respectively.
A Higher Moments’ Forecasting

We integrate the following integral

\[ \xi_t = E_{t-1} (|r_t - c| \mathbb{I}[r_t > c]) = \int_0^{+\infty} uf(u|\psi) g_t(F(u|\psi))\,du \quad (A.1) \]

We transform the infinity domain to be \([0,1]\) by letting \(z = F(u|\psi)\). Hence, we have \(u = F^{-1}(z|\psi)\) with \(0 \leq z \leq 1\) since \(F(\cdot)\) is a CDF function. Now, we rewrite (A.1) as:

\[ \xi_t = \int_0^1 Q(z) g_t(z)\,dz \quad (A.2) \]

where \(Q(z) = F^{-1}(z|\psi)f\left(F^{-1}(z|\psi)|\psi\right)\frac{\partial F^{-1}(z|\psi)}{\partial z}\).

In our case, \(z = F(u|\psi) = 1 - e^{-(\frac{u}{\lambda})^k}\) with \(k, \lambda > 0\) is a Weibull CDF distribution, and \(u = F^{-1}(z|\psi) = \lambda[-ln(1-z)]^{\frac{1}{k}}\). Further, the PDF for a Weibull distribution is:

\[
f(u; \lambda, k) = \begin{cases} \frac{k}{\lambda} \left(\frac{u}{\lambda}\right)^{k-1} e^{-\left(\frac{u}{\lambda}\right)^k} & u \geq 0 \\ 0 & u < 0 \end{cases}
\]

such that

\[
f\left(F^{-1}(z; \lambda, k); \lambda, k\right) = f\left(\lambda[-ln(1-z)]^{\frac{1}{k}}\right) = \frac{k}{\lambda} \left(\frac{\lambda[-ln(1-z)]^{1/k}}{\lambda}\right)^{k-1} e^{-\left(\frac{\lambda[-ln(1-z)]^{1/k}}{\lambda}\right)^k} = \frac{k(1-z)}{\lambda} [-ln(1-z)]^{1-\frac{1}{k}} \quad (A.3)\]
and
\[
\frac{\partial F^{-1}(z; \lambda, k)}{\partial z} = \frac{\partial \left\{ \lambda \left[ -\ln (1 - z) \right]^\frac{1}{k} \right\}}{\partial z} = \frac{\lambda}{k(1 - z)} \left[ -\ln (1 - z) \right]^\frac{1}{k - 1} \tag{A.4}
\]

Combine (A.3) and (A.4) to obtain

\[
Q(z) = \lambda \left[ -\ln (1 - z) \right]^\frac{1}{k} \tag{A.5}
\]

Therefore, \( Q(z) = u = F^{-1}(z|\psi) \) is the quantile function of the Weibull distribution for \( z \).

The solution for \( E(r_t)^2 \) is derived as:

\[
E(r_t)^2 = \int_0^1 u^2 f(u|\psi_t) du
\]

\[
= \int_0^1 \left[ F^{-1}(z|\psi_t) \right]^2 f\left( F^{-1}(z|\psi_t)|\psi_t \right) dF^{-1}(z|\psi_t)
\]

\[
= \int_0^1 \left[ F^{-1}(z|\psi_t) \right]^2 f\left( F^{-1}(z|\psi_t)|\psi_t \right) \frac{\partial F^{-1}(z; \lambda, k)}{\partial z} dz
\]

\[
= \int_0^1 \left[ F^{-1}(z|\psi_t) \right]^2 dz
\]

Note that \( u = F^{-1}(z|\psi_t) = Q(z) \), and based eq(A.3) and A.4, \( f\left( F^{-1}(z|\psi_t)|\psi_t \right) \frac{\partial F^{-1}(z; \lambda, k)}{\partial z} = 1 \). Thus, we have

\[
E(r_t)^2 = \int_0^1 [Q(z)]^2 dz \tag{A.6}
\]

for \( Q(z) = \lambda \left[ -\ln (1 - z) \right]^\frac{1}{k} \) as in eq(A.5). Following the proof of eq(A.6), we can obtain the solutions of \( E |r_t|^3 \) as in (4.6).

The solution for \( E(r_t^2 I(r_t > 0)) \) is derived as
\begin{equation*}
E(r_t^2 \mathbb{1}(r_t > 0)) = \int_0^{+\infty} u^2 f(u|\psi_t) \varrho_t(F(u|\psi_t)) du \\
= \int_0^1 \left[F^{-1}(z|\psi_t)\right]^2 f \left(F^{-1}(z|\psi_t)|\psi_t\right) \varrho_t(z) \frac{\partial F^{-1}(z; \lambda, k)}{\partial z} dz \\
= \int_0^1 \left[F^{-1}(z|\psi_t)\right]^2 \varrho_t(z) dz \\
= \int_0^1 [Q(z)]^2 \varrho_t(z) dz
\end{equation*}

Similarly, we can prove the solution of \( E(|r_t|^3 \mathbb{1}(r_t > 0)) \) as in eq\( (4.5) \).