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Introduction: In their recently published paper Han et al. (2006) fit the function

jmax

s(t) = z N alj) 2_[exp(—bjt)—exp(—t/z')] (1)

Jj=1 J
to the data of signal waveforms associated with optogalvanic (OG) transitions recorded
with a hollow cathode discharge tube containing a mixture of neon (Ne) and carbon
monoxide (CO) gases. Before fitting the function to the actual experimental data, they
validate the method of curve fitting with the simulated data consisting of 601 points of
[s(?),t], where =0, 0.25, 0.50, ..., 150 at equal intervals. They observe that the regular
least squares fitting technique is unstable when used to fit exponential functions to signal
waveforms, since such functions are highly correlated. Therefore, they devise a procedure
based on Monte Carlo method, utilizing both search and random walk. They report that
the proposed procedure gives a stable least squares fitting algorithm that converges very
rapidly. For their simulated data the details are given as follows.

Table-1: Details of the Curve Fitting Exercise on the Simulated Data (Han et al.)

Parameters | 7 a, b, a, b, a, b, Va Computation | CPU
* \ time ( min) GHz

True 0.50 | 2.00 | 0.20 -2.00 | 0.10 0.50 0.05 -
Guessed 010 |0.50 | 0.30 -040 | 0.05 0.10 0.02 - - -
Estimated | 0.511 | 2.07 | 0.202 | -190 | 0.107 | 0.334 | 0.0443 | 3.2E-07 | = 20 minutes 1.73

A perusal of the results shows that Han et al. have been able to estimate the
parameters that are quite close to the true ones (with which the simulated data were
generated). For whatever little discrepancies remain, they hold that one reason is that
some parameters (a, and b,) are small, so that the small differences between their true

values and the fitted values amount to a larger percentage difference. Further, “the
correlations between the parameters also contribute to the fact that the fitted values do not
equal the true values.” They do not attribute the discrepancies arising out of the power of
their algorithm. This is exactly what has attracted us to this work.

Estimation of Parameters by the Differential Evolution based Algorithm: We
generate the data (601 points) and fit the equation (1) to it by an algorithm that obtains
least squares by the Differential Evolution method of global optimization (Mishra, 2007).
This method has shown a great power in fitting nonlinear curves to datasets given by
NIST (National Institute of Standards and Technology, USA), CPC-X and others.

We rename s(t)as y =[y;i=12,..,601) and ¢ as x=[x;i=12,..,601]. The
(FORTRAN) program for generating the data is given below.




parameter [(n=c0l, m=3)

implicit double precision (a-h, o-z)

character *Z0 fo
dimension a(m) , bin), x(n),¥in)
COMMON /RNDMAIU, IV

fo="'datdl’
Jmax = 3

tau = 0.5d40
all) = 2.d0
bhil) = 0.2d0
al2) = -2.d0
hi{Z) = 0.1d0

a{3) = 0.5d0

bi3) = 0.05d0

del=150.d0/600.d40

ppen(’, file=£o)

do i=l,n

%ii)={i-1)*del

¥i(i)=0.d0
do Jj=1,jnax

v=(all)/(l.d0-bij)*tau) ) * (dexp (-b(])*x (1)) -dexp(-x (i) /tau]]

Flij=¥li]+v

enddo
write (Y, 1)1, =x(1),¥(1)
enddo

close(7)

1 format(i5,Fl0.5,£16.12)

write (*,*) 'over'

end

When we estimate the parameters of the model (equation —1) we obtain the results
that are much more accurate than those obtained by Han et al. One of the sample results
is given in table-3. It may be noted that we have run the program on a very slow
computer (7.5 MHz). Even then, the solution has taken about 25 minutes only. Hahn et
al. had obtained their results on a 1.7 GHz machine in 20 minutes. Further, our starting
points are not as close to the true parameters as set by Han et al. We have given wider
One set of our results is given in Table-2 below

range as the domain of parameters.

(time taken 25 min approx).

Table-2:Details of the Curve Fitting Exercise on the Simulated Data (Present Study)

Parameters | 7 a, b, a, b, a, b,

True 0.50 2.00 0.20 -2.00 0.10 0.50 0.05
Range 0-1 0-3 0-1 0-4 0-1 0-1 0-1
Estimated | 0.5000374 1.9999816 | 0.2000151 | -1.9993511 | 0.1000169 0.4993898 | 0.0499842

For the estimates reported in Table-2 we have obtained s* = 0.2961362927800704E-08

n 60 ~ . . .
where Y ¢ = Zizll (3, —9$,)° =s* which is a measure of the goodness of fit.




SUBROUTIHE FEGMODEL_40(M, X, F.HQ)

MPLICIT DOUBLE PRECISIOH (&-H,0-Z)
COMMON /RINDMAIU, IV

COMMOH /REGDATA0/DHMODEL4O0(&0L1,2) ,NDM4AO
IHTEGER IU, IV
DIMEHSIOH X(*) ALIM(7), al3), b(3)
DATR (ALIM(T),I=1,7)#1, 3, 1, 4, 1, 1, L1¢
Jmax = 3

IF(NO.HE.O) OPEH(11,FILE='EEGRE: ")

Do J=1,H

IF(<(J).6GT.ALIM(J).0R. X(J).1T.0.00) THEH
CRLI, FANDOM(BLND)

K(J)=ALIM(J)*FAND

EHDIF

EHDDO

S¥=0.00

S8¥=0.D0

G=0.00

SER=0.D0

W=NDMA40

tan=x(1)
alli=Kiz]
bily=K(3]
ala)=-x(4]
biai=xi3]
al3)=xio]
bi3r=x(7]

D I=1,N
w1=DMODEL40(I,1)
T=DMODEL40(I,2)

yx=0.d0

do j=1,jnax
v=(a(]1/il.d0-bij1¥tau) ) * (dexpi-b(J1*x1l) -dexpi-x1/tau)
=WV

enddo

IF(NO.HE.0) WRITE(11,*) I,=x1,¥,¥x

ER="-Tx

SER=SEF+ER

S=D4ERTFZ

AT=5T+T

SET=08THT*+2

EHDDO

RMSZ=5/N

W=SST /M- (ST 742

F=—(1.D0-EM32/V)

f==

IF (NO.HE.O) YRITE(11,1) (l1.DO-BM32A.) £,D30RT(5/H)
FOBMAT ( 'B-5S00TARE = ', F20.15,' S-50UARE = ', ZF25.15)
IF (NO.HE.0) CLOSE(11)

RETURH

EHD»



Lest it causes confusion, it is to be noted that we have changed the sign of the
parameter a, in our program so that all the parameters may become positive and lie in the
ranges specified by us. This endeavour has saved a line or two in our program.
Nevertheless, it was not necessary to do that. The subroutine that defines the OG function
is given above (Subroutine REGMODEL_40). It is called by the Main/DE Program for
function evaluation. The DE program may be obtained from the author.

Table-3: Sample Results of Differential Evaluation (Seed = 7117) Time Taken : 24 min.52 sec

POMULATION EIZE [W1 AHD WO. OF ITERATIONWE [IT
SUGGESTED = W => 1@ OR =->18.H; ITER 18888 OR
LEA 1ARAREA

CROSSOUER PROBABILITY [PCROG] AND SCALE [FACT
EUQ’;EEEEB : PCROS ABOUT B.9; FACT=.5 OR LARGE
e o W HL
RAHDOM HUABERE SEEDR ¥

A FOUR-DIGIT POSITIUE QDD IHTEGEH. EAY. 11
17

COHPUTI MG PLEATE WAIT

B.7M63I64112 1. 48A7A13I6 @.3114%4485 1.13397074 B.188E47VeAl  @.354311254

A.ARGLEIFIIG
FEEST WPTO HOW = H_AP5A342I61 374442 E-E1
TOTAL HUAEER OF FUHCTIOH CALLS = 18A8E@
B.6693872795  1.3818906 0.254143457 1.1110071 B.0918613798 0.317632438
H. 834531534
FBEST UFID HM)! = . 119H22EY61VE2 31 BE-B1
TOTAL MUHEEHR OF FUHCIIOH CALLE = Z0d9H
B.57YETEAY 1 484361%2 B.23E555314 1. 458E2412 A.8EgVE247F?  BA.4Y2EELELH1
B.A4?4569645
FEEST UPTO HH = A 2747 2R21 3435734 E-A

ER] %
50
T

.
R BUT <=1

TOTHl. HUARER OF FUNCTIOH CALLS = 3600808
A.522V5R52% 1. B5698711 B.28F3IVE62EZ 1. 8Y553186 A.AYETELZIE @.5279174T
H.BSE5PREAT
FHEST UFTD HoW = M. 1430 IR 28 44 E-HG
TOTAL MUHAEER OF FUMCTION CALLYE = 488U
H.58271IE66F  1.95Y195VE B.281387518 1.7E162YF5 H.8785368488 B.52436%11
H.8a58472LAEE
FEHEST UPTO HH = A.4A5 367617149761 AE-B5
TOTHL: MUAEER OF FUHCTIOM CALLS = SABEEE
A.47947A645 1 FHIYAZSY G.28@4168%3 1.9953671 A.6F*IA3444% @.5131R517
A.ASAEXR43493
FEEST WPTO HW = 0. PAEFERGE VI35 36 BE-Ah
TOTAL HUHBER OF FUHCTIOH CALLS = GHAREE
H.5HEe3YE  1FHYOLLIY  HLSEHERTERE LL.PRI1E1Y B ERPYIEESG1 WL bEseEhigY
M. B EH P
FBEST UFIQO HI = B, 121 388381 389847 F E- b
TOTAL MUHBER OF FUMCTION CALLE = ‘7Od8H@
KP=48 0G FUHCTIOM: ?-UARIADLES H-7
MO. OF URRIABLES = 7
COMPUTATION QUER. THRMHE %00

Our results indicate that neither of the two reasons postulated by Han et al. is
responsible for the discrepancies in the true parameters and the estimated parameters
obtained by them. If it were not so, the DE based least squares algorithm would not have
given us the results that are much more close to the true parameters.
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