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1 Introduction and Setup

The first research of estimation for long memory dated back to Hurst (1951) who proposed classical rescaled range (R/S) method to analyze long-range dependence and subsequently refined by excellent scholars (Mandelbrot and Wallis, 1969; Mandelbrot, 1972, 1975; Mandelbrot and Taqqu, 1979; Peters, 1999, 2002). Following, fractional Gaussian noises process (Mandelbrot and Van Ness, 1968) was the first long memory model, with the long memory parameter \( H \) (Hurst exponent, also called self-similarity parameter) satisfying \( 0 < H < 1 \). And Lo (1991), Kwiatkowski et al. (1992) and Giraitis et al. (2003) further promote and develop the study of tests for long memory properties following the R/S-type method.

Fractional differencing noises process (Granger and Joyeux, 1980; Hosking, 1981) was the second long memory model and formed the second technology path of estimation and test for long memory properties, with the long memory parameter (fractional differencing parameter \( d \)) satisfying \( -0.5 < d < 0.5 \). Corresponding work include Geweke and Porter-Hudak (1983), Haslett and Raftery (1989), Beran (1994), Robinson (1995, 2005), among many others.


It is no doubt that the model parameter satisfying \( 0.5 < H < 1 \), or \( 0 < d < 0.5 \) is thought as long memory, long-range dependence, or persistence, and as anti-persistence for the situation of \( 0 < H < 0.5 \) or \( -0.5 < d < 0 \). But there is argument that whether anti-persistence is long memory (Hosking, 1981;
Lo, 1991; Palma, 2007). The present paper suggest that the situations of $0.5 < H < 1$, $0 < d < 0.5$ regard as persistent long memory, and as anti-persistent long memory for $0 < H < 0.5$ or $-0.5 < d < 0$. Thus, persistent long memory means long-run positive correlation, and anti-persistent long memory implies long-run negative correlation.

The main theoretical contribution of this paper is to build a new systematic technology path for theory analysis of stationary time series, especially for the estimation and test of long memory properties. All of those the definitions of time scale series, strong variance scale exponent and weak variance scale exponent, the equation relationships between the short, long memory time series and variance scale exponents, and the two new statistics for the hypothesis tests of white noise, short memory and long memory time series, jointly form the basic components of the new technology path.

The second contribution of this paper is to show that the asymptotic properties for estimation and test can distinguish anti-persistent long memory from persistent long memory. Further it is the main reason that I advance the two types of (persistence and anti-persistence) long memory in the present paper.

The final contribution is to analyze time series properties based on the both time and frequency domain perspectives, and corresponding long memory models are confined to time and frequency domain analysis perspectives in the paper, which differs the situations that the two traditional technology paths.

The plan of the paper is as follow. In sections 2 and 3, I propose the definitions of time scale series, strong variance scale exponent and weak variance scale exponent, and prove the equations between variance scale exponents and the situations that white noise, short memory and long memory time series. I also construct $W_{noise}$ and $SL_{memory}$ statistics to test for white noise, short memory and long memory time series. Section 4 investigates by Monte Carlo simulations the finite-sample performance of weak variance scale exponent estimator and $SL_{memory}$ statistic, giving practical recommendations for the choice of maximum time scale $n$. Section 5 concludes. The derivations are given in the Appendix.

I now detail the setting for the paper. Let $\{x(t), t = 1, 2, \cdots, N, N \to \infty\}$ be a stationary time series with unknown mean $\mu$ and lag-$i$ autocovariance $\gamma_i$. Let the spectral density of $x(t)$ be denoted by $f(\lambda)$ and defined over $|\lambda| \leq \pi$. $d$ denotes long memory parameter of fractional differencing noises process (Granger and Joyeux, 1980; Hosking, 1981). $H$ denotes long memory parameter of fractional Gaussian noises process (Mandelbrot and Van Ness, 1968). $N$ denotes sample sizes.

2 Definitions and Properties of Strong and Weak Variance Scale Exponent

2.1 Definitions

**Definition 2.1.1 Time Scale Series**

For the time series $\{x(t)\}$, the new time series $\{x_1^t = x(t-1) + x(t), t = 1, 2, \cdots, M, M = [N/2]\}$ and $\{x_2^t = x(2t) + x(2t + 1), t = 1, 2, \cdots, M, M = [(N-1)/2]\}$ can be called time scale-2 series; And, the new time series $\{x_n^{i+1}, i = 1, 2, \cdots, M, M = [(N-i)/n]\}$ are called time scale-$n$ series, where $x_n^{i+1} = x(nt + i) + x(nt - 1 + i) + \cdots + x(nt - (n-1) + i), i = 0, 1, 2, \cdots, (n-1), n/N \to \infty$, and $\lfloor \cdot \rfloor$ means round toward zero, resulting integers.

I now list four propositions arising from definition 2.1.1:

**Proposition 2.1.1** Denoted $D[x_n^{i+1}](i = 0, 1, 2, \cdots, n-1)$ are the $n$ variances of the time scale-$n$ series respectively, then

$$D[x_n^1(t)] = D[x_n^2(t)] = \cdots = D[x_n^n(t)].$$

(2.1.1)
In the case, I denote the \( n \) variances of the time scale-\( n \) series as \( D[x_n(t)] \).

**Proposition 2.1.2** Variance \( D[x_n(t)] \) of time scale-\( n \) series can be expressed in terms of

\[
D[x_n(t)] = nD[x(t)] + 2 \sum_{i=1}^{n} (n-i)\gamma_i, n = 1, 2, \cdots. \tag{2.1.2}
\]

**Proposition 2.1.3** Lag-\( n \) autocovariance \( \gamma_n \) of the time series \( \{x(t)\} \) can be expressed in terms of

\[
\gamma_n = \frac{1}{2} \{D[x_{n+1}(t)] - 2D[x_n(t)] + D[x_{n-1}(t)]\}, \tag{2.1.3}
\]

where \( D[x_0(t)] = 0 \), \( D[x_1(t)] = D[x(t)] \), and \( n = 1, 2, \cdots \).

**Proposition 2.1.4** The sum of lag-\( i \) autocovariance \( \gamma_i \) can be expressed in terms of

\[
\sum_{i=-n}^{n} \gamma_i = n \{D[x_{n+1}(t)] - D[x_n(t)]\}, n = 1, 2, \cdots. \tag{2.1.4}
\]

**Definition 2.1.2 Strong Variance Scale Exponent**

For the time series \( \{x(t)\} \), if the variance of time scale-\( n \) series satisfies

\[
D[x_n(t)] = n^{2F_n}D[x(t)], n = 1, 2, \cdots, \tag{2.1.5}
\]

and if \( F_n \) equal to a constant \( \hat{F} \). Thus \( \hat{F} \) can be called Strong Variance Scale Exponent.

**Definition 2.1.3 Weak Variance Scale Exponent**

For the time series \( \{x(t)\} \), if the variance of time scale-\( n \) series satisfies

\[
D[x_n(t)] = fn^{2F_n}D[x(t)], \tag{2.1.6}
\]

and \( F_n \) get the convergence to a constant \( F \), as \( n \to \infty \). Thus \( F \) and \( f \) are called Weak Variance Scale Exponent and adjusted proportion coefficient respectively.

### 2.2 Time Domain Analysis

Base on four propositions arising from definition 2.1.1, I obtain following results.

**Theorem 2.2.1** If the time series \( \{x(t)\} \) is white noise series, then

\[
D[x_n(t)]/D[x(t)] = n, n = 1, 2, \cdots. \tag{2.2.1}
\]

I now list a implication arising from Theorem 2.1.1:

**Proposition 2.2.1** If the time series \( \{x(t)\} \) is white noise series, then strong variance scale exponent \( \hat{F} \), weak variance scale exponent \( F \) and adjusted proportion coefficient \( f \) satisfy:

\[
\hat{F} = 0.5, F = 0.5, f = 1 \tag{2.2.2}
\]

respectively.

**Theorem 2.2.2** If the time series \( \{x(t)\} \) is short memory ARMA\((p,q)\) time series, then

\[
D[x_n(t)]/D[x(t)] \sim cn, \tag{2.2.3}
\]

where \( n \to \infty \), and \( c \) is a constant.

Throughout this paper, I take \( x_n \sim y_n \) to mean that \( x_n/y_n = 1 \), as \( n \to \infty \).
Proposition 2.2.2 If the time series \( \{x(t)\} \) is short memory ARMA\((p,q)\) series, then weak variance scale exponent \( F \) and adjusted proportion coefficient \( f \) satisfy:

\[
F = 0.5, f = 1
\]

Theorem 2.2.3 If the time series \( \{x(t)\} \) is fractional Gaussian noises process (Mandelbrot and Van Ness, 1968), then

\[
D[x_n(t)]/D[x(t)] \sim n^{2H}, \text{as } n \to \infty,
\]

where \( H \) is the long memory parameter of fractional Gaussian noises process.

Proposition 2.2.3 If the time series \( \{x(t)\} \) is fractional Gaussian noises process, then weak variance scale exponent \( F \) and adjusted proportion coefficient \( f \) satisfy:

\[
F = H, f = 1
\]

Theorem 2.2.4 If the time series \( \{x(t)\} \) is fractional differencing noises process (Granger and Joyeux, 1980; Hosking, 1981, ARFIMA\((0,d,0)\) time series), then

\[
D[x_n(t)]/D[x(t)] \sim \frac{\Gamma(1 - d)}{(1 + 2d)\Gamma(1 + d)} n^{1+2d}, \text{as } n \to \infty,
\]

where \( d \) is the long memory parameter of fractional differencing noises process and \( \Gamma(\cdot) \) denotes Gamma function.

Proposition 2.2.4 If the time series \( \{x(t)\} \) is fractional differencing noises process, then weak variance scale exponent \( F \) and adjusted proportion coefficient \( f \) satisfy:

\[
F = d + 0.5, f = \frac{\Gamma(1 - d)}{(1 + 2d)\Gamma(1 + d)}
\]

2.3 Frequency Domain Analysis

For the stationary time series \( \{x(t)\} \), if the autocovariance \( \gamma_i \) is absolutely summable, then the spectral density \( f(\lambda) \) satisfy:

\[
f(\lambda) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_k e^{-ik\lambda} = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_k \cos(k\lambda).
\]

set \( \lambda = 0 \), then

\[
f(\lambda = 0) = \frac{1}{2\pi} \sum_{k=-\infty}^{\infty} \gamma_k.
\]

Based on Proposition 2.1.2, I obtain following results.

Theorem 2.3.1 If the time series \( \{x(t)\} \) is white noise series, then

\[
D[x_n(t)] = 2n\pi f(0), n = 1, 2, \cdots.
\]

Theorem 2.3.2 If the time series \( \{x(t)\} \) is short memory ARMA\((p,q)\) series, then

\[
D[x_n(t)] \sim 2n\pi f(0), \text{as } n \to \infty.
\]
Proposition 2.2.1 and Proposition 2.2.2 can also arise from Theorem 2.3.1 and Theorem 2.3.2 respectively.

It need to be pointed out that the autocovariance of stationary long memory time series is not absolutely summable, but the generalized relationship theorem for a stationary time series between spectral density $f(\lambda)$ and variance $D[x_n(t)]$ of time scale-$n$ series is displayed as following:

**Theorem 2.3.3** For the stationary time series \{x(t)\}, then

$$D[x_n(t)] = 2 \int_{-\pi}^{\pi} f(\lambda) \frac{1 - \cos(n\lambda)}{[2\sin(\lambda/2)]^2} d\lambda, n = 1, 2, \ldots. \quad (2.3.5)$$

Obviously, Theorem 2.3.3 is the generalization of Theorem 2.3.1 and Theorem 2.3.2. Arising from Theorem 2.3.3, I deduce Theorem 2.3.4:

**Theorem 2.3.4** If the time series \{x(t)\} is generalized ARFIMA($p,d,q$) series, then

$$D[x_n(t); p, d, q]/D[x(t)] \sim c(\phi, \theta) \frac{\Gamma(1 - d)}{(1 + 2d)\Gamma(1 + d)} n^{1+2d}, \text{as } n \to \infty. \quad (2.3.6)$$

In which, $c(\phi, \theta)$ is a constant. And if $p = q \equiv 0$, then $c(\phi, \theta) = 1$; otherwise, $c(\phi, \theta) \in [c_1,1) \cup (1,c_2]$, $c_1 = \min\{\theta(1)^2, |\theta(-1)|^2\}$ and $c_2 = \max\{\theta(1)^2, |\theta(-1)|^2\}$.

I now list a implication arising from Theorem 2.3.4:

**Proposition 2.3.1** If the time series \{x(t)\} is generalized ARFIMA($p,d,q$) time series, then weak variance scale exponent $F$ and adjusted proportion coefficient $f$ satisfy:

$$F = d + 0.5, f = c(\phi, \theta) \frac{\Gamma(1 - d)}{(1 + 2d)\Gamma(1 + d)} \quad (2.3.7)$$

respectively.

### 3 Hypothesis Tests

#### 3.1 Wnoise Statistic

I construct two hypothesis test statistics to analyze the memory properties considering white noise, short memory and long memory time series.

If the stationary time series \{x(t), t = 1, 2, \ldots\} is independent white noise series, as $n \to \infty$, apply Lindbergh Central Limit Theorem, then

$$\sqrt{n} \left(\sum_{t=1}^{n} x(t)/n - \mu\right) \xrightarrow{d} N(0, D[x(t)]), \quad (3.1.1)$$

and

$$x_n(t) - \frac{n\mu}{\sqrt{nD[x(t)]}} \xrightarrow{d} N(0,1) \quad (3.1.2)$$

where $\xrightarrow{d}$ denotes convergence in distribution. Denotes $\hat{D}[x(t)]$ as sample variance, based on Slutsky Theorem, then

$$\frac{x_n(t) - n\sum_{t=1}^{N} x(t)/N}{\sqrt{\hat{D}[x(t)]}} \xrightarrow{d} N(0,1) \quad (3.1.3)$$
and
\[(N(n) - 1) \frac{\hat{D}[x_n(t)]}{n\hat{D}[x(t)]} \xrightarrow{d} \chi^2(N(n) - 1), \quad (3.1.4)\]
where \(N(n)\) denotes the time series \(\{x_n(t)\}\) sample sizes.

Denote
\[W_{\text{noise}}(n) = (N(n) - 1) \frac{\hat{D}[x_n(t)]}{n\hat{D}[x(t)]}. \quad (3.1.5)\]

\(W_{\text{noise}}\) statistic tests under independent white noise hypotheses and non-independent stochastic process alternatives.

### 3.2 \(SL_{\text{memory}}\) Statistic

As a generalization situation, if the stationary time series \(\{x(t), t = 1, 2, \ldots\}\) is short memory series and apply central limit theorem (Anderson, 1971, Theorem 7.7.8; Brockwell and Davis, 1991, Theorem 7.1.2), then
\[\sqrt{n} \left( \sum_{t=1}^n x(t)/n - \mu \right) \xrightarrow{d} N(0, \sum_{i=-\infty}^{\infty} \gamma_i), \text{as } n \to \infty. \quad (3.2.1)\]

Based on Slutsky Theorem and Proposition 2.1.4, I deduce the following conclusion:
\[\frac{x_n(t) - n \sum_{t=1}^n x(t)/N}{\sqrt{n(\hat{D}[x_{n+1}(t)] - \hat{D}[x_n(t)])}} \xrightarrow{d} N(0, 1). \quad (3.2.2)\]

Then
\[\frac{(N(n) - 1) \hat{D}[x_n(t)]}{n \left( \hat{D}[x_{n+1}(t)] - \hat{D}[x_n(t)] \right)} \xrightarrow{d} \chi^2(N(n) - 1). \quad (3.2.3)\]

Denote
\[SL_{\text{memory}}(n) = \frac{(N(n) - 1) \hat{D}[x_n(t)]}{n \left( \hat{D}[x_{n+1}(t)] - \hat{D}[x_n(t)] \right)}. \quad (3.2.4)\]

\(SL_{\text{memory}}\) statistic tests under white noise, short memory null hypotheses and long memory alternatives. Obviously, \(SL_{\text{memory}}\) statistic is a monotonic decreasing function of long memory parameter \(d\).

Further, if the alternatives are limited in the situation of anti-persistent long memory, the two classical long memory parameters satisfies \(-0.5 < d < 0, 0 < H < 0.5\) respectively, the reject region of hypothesis test of \(SL_{\text{memory}}\) statistic is:
\[\{SL_{\text{memory}}(n) \geq \chi^2_{1-\alpha} (N(n) - 1)\}, \quad (3.2.5)\]
where \(\alpha\) is significance size.

And if the alternatives are limited in the situation of persistent long memory, two classical long memory parameters satisfies \(0 < d < 0.5, 0.5 < H < 1\) respectively, the reject region of hypothesis test of \(SL_{\text{memory}}\) statistic is:
\[\{SL_{\text{memory}}(n) \leq \chi^2_{\alpha} (N(n) - 1)\}. \quad (3.2.6)\]
4 Monte Carlo Performance

The objective of this section is to illustrate the asymptotic properties for weak variance scale exponent estimator and SLmemory statistic, to examine their finite-sample performance, and to give advice on how to choose the time scale \( n \) in practical applications. I focus on the MSE for weak variance scale exponent estimator and the empirical size and power for SLmemory statistic. Throughout the simulation exercise, the number of replications is 1000.

4.1 Monte Carlo Study for Weak Variance Scale Exponent Estimator

Based on the definition of weak variance scale exponent, it can be transferred to:

\[
y(i) = f(z(i))^F,
\]

where \( y(i) = D[x_i(t)]/D[x(t)], z(i) = i^2, i = 1, 2, \ldots, n \). \( n \) is the maximum time scale of finite-sample series. Estimate the parameter \( F \) in non-linear regression by sample series \( \{y(i)\} \) and \( \{z(i)\} \), then gain the weak variance scale exponent estimator \( \hat{F} \).

Let stationary time series \( \{x(t)\} \) be a linear generalized Gaussian ARFIMA \((1,d,1)\) process \((1-\phi B)(1-B)^dX_t = (1-\theta B)\varepsilon_t\), with unit standard deviation, for different values of \( \phi, \theta \) and \( d \). I consider four sample sizes \( N=250, 500, 1000, 2000 \), and estimate the parameter \( d \) using weak variance scale exponent with maximum time scale \( n = \lfloor N^m \rfloor \), where \( m \) are the 13 numbers which range from 0.2 to 0.8 and step length by 0.05.

Table 1 contains the MSE of the weak variance scale exponent estimator calculated for different values of maximum time scale \( n = \lfloor N^m \rfloor \). When \( \phi \neq 0 \), or \( \theta \neq 0 \), the MSE show approximate U-type curve shape, and when \( d = \phi = \theta=0 \), the MSE increase slowly. Generally, \( m=0.5 \) and \( n = \lfloor N^{0.5} \rfloor \) could be optimal choice of weak variance scale exponent estimator in practice.

4.2 Monte Carlo Study for SLmemory Statistic

The Monte Carlo study for SLmemory statistic investigate the percentage of replications in which the rejection of a short memory (or white noise) null hypothesis was observed. Thus if a data generating process belongs to the null hypothesis, the empirical test sizes will be calculated. And if it is a long memory process, the rejection of a short memory (or white noise) null hypothesis was observed. Thus if a data generating process belongs to the null hypothesis, the empirical test sizes will be calculated. And if it is a long memory process, the empirical power of the tests will be provided.

Let stationary time series \( \{x(t)\} \) be a linear ARMA\((1,1)\) model \((1-\phi B)X_t = (1-\theta B)\varepsilon_t\), with unit standard deviation, for different values of \( \phi \) and \( \theta \). I consider two sample sizes \( N=500, 1000 \), and choose time scale \( n = \lfloor N^m \rfloor \), \( m \) are the 13 numbers which are from 0.2 to 0.8 and step length is 0.05. Table 2 display empirical size of ARMA\((1,1)\) model for the situations of different time scale \( n = \lfloor N^{0.4} \rfloor \). Table 2 shows that, as \( m \) increase, empirical size show approximate U-type curve shape.

Table 3 compares the power of the tests under long memory alternatives. I consider the long memory ARFIMA \((1,d,1)\) model \((1-\phi B)(1-B)^dX_t = (1-\theta B)\varepsilon_t\), with unit standard deviation, for different values of \( \phi, \theta \) and \( d \), and for two sample sizes \( N=500, 1000 \). In table 3, while \( m \) increase, empirical power show approximate inverse U-type curve shape, and obviously contrast to the situation of Table 2.

Considering the significant characteristics of the U-type and inverse U-type curve displayed in table 2 and 3 respectively, I advice that \( m=0.4 \) and \( n = \lfloor N^{0.4} \rfloor \) can be optimal choice of SLmemory statistic in practice. The Monte Carlo study results of empirical size and power for SLmemory statistic show the significant advantages, comparing with the literature of long memory tests (Lo, 1991; Giraitis et al., 2003, 2005) which investigate bigger values of long memory parameter, \( d=1/3, -1/3 \) and \( d=0.2, 0.3, 0.4 \) respectively.
Table 1
MSE (in %) of weak variance scale exponent estimator. Let stationary time series \{x(t)\} be a linear generalized Gaussian ARFIMA(1, d, 1) process \((1 - \phi B)(1 - B^d)\xi_t\), with unit standard deviation, for different values of \(\phi\), \(\theta\) and \(d\), and \(N\) denotes sample sizes.

<table>
<thead>
<tr>
<th>(d)</th>
<th>(N=250)</th>
<th>(N=500)</th>
<th>(N=1000)</th>
<th>(N=2000)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(q=0.5)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(\phi=0)</td>
<td>(\phi=0)</td>
<td>(\phi=0)</td>
<td>(\phi=0)</td>
</tr>
<tr>
<td></td>
<td>(0=0)</td>
<td>(0=0)</td>
<td>(0=0)</td>
<td>(0=0)</td>
</tr>
<tr>
<td></td>
<td>(0=0)</td>
<td>(0=0)</td>
<td>(0=0)</td>
<td>(0=0)</td>
</tr>
<tr>
<td>-0.1</td>
<td>9.645</td>
<td>4.319</td>
<td>15.201</td>
<td>0.287</td>
</tr>
<tr>
<td></td>
<td>5.911</td>
<td>2.496</td>
<td>15.223</td>
<td>0.167</td>
</tr>
<tr>
<td>0</td>
<td>6.817</td>
<td>2.648</td>
<td>10.685</td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td>6.832</td>
<td>2.621</td>
<td>10.693</td>
<td>0.106</td>
</tr>
<tr>
<td>0.1</td>
<td>4.484</td>
<td>1.431</td>
<td>6.847</td>
<td>0.274</td>
</tr>
<tr>
<td></td>
<td>4.496</td>
<td>1.460</td>
<td>6.936</td>
<td>0.164</td>
</tr>
<tr>
<td>-0.1</td>
<td>9.645</td>
<td>4.319</td>
<td>15.201</td>
<td>0.287</td>
</tr>
<tr>
<td></td>
<td>7.772</td>
<td>2.655</td>
<td>11.556</td>
<td>0.165</td>
</tr>
<tr>
<td>0</td>
<td>6.817</td>
<td>2.648</td>
<td>10.685</td>
<td>0.216</td>
</tr>
<tr>
<td></td>
<td>5.475</td>
<td>1.532</td>
<td>8.038</td>
<td>0.123</td>
</tr>
<tr>
<td>0.1</td>
<td>2.972</td>
<td>1.431</td>
<td>6.847</td>
<td>0.274</td>
</tr>
<tr>
<td></td>
<td>2.533</td>
<td>1.414</td>
<td>7.357</td>
<td>0.184</td>
</tr>
<tr>
<td>-0.1</td>
<td>5.473</td>
<td>1.525</td>
<td>7.395</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>5.337</td>
<td>1.414</td>
<td>7.357</td>
<td>0.184</td>
</tr>
<tr>
<td>0</td>
<td>4.443</td>
<td>1.139</td>
<td>6.244</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>3.653</td>
<td>0.784</td>
<td>4.982</td>
<td>0.164</td>
</tr>
<tr>
<td>0.1</td>
<td>2.792</td>
<td>0.836</td>
<td>0.357</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>2.245</td>
<td>0.401</td>
<td>3.071</td>
<td>0.212</td>
</tr>
<tr>
<td>-0.1</td>
<td>5.473</td>
<td>1.525</td>
<td>7.395</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>5.337</td>
<td>1.414</td>
<td>7.357</td>
<td>0.184</td>
</tr>
<tr>
<td>0</td>
<td>4.443</td>
<td>1.139</td>
<td>6.244</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>3.653</td>
<td>0.784</td>
<td>4.982</td>
<td>0.164</td>
</tr>
<tr>
<td>0.1</td>
<td>2.792</td>
<td>0.836</td>
<td>0.357</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>2.245</td>
<td>0.401</td>
<td>3.071</td>
<td>0.212</td>
</tr>
<tr>
<td>-0.1</td>
<td>5.473</td>
<td>1.525</td>
<td>7.395</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>5.337</td>
<td>1.414</td>
<td>7.357</td>
<td>0.184</td>
</tr>
<tr>
<td>0</td>
<td>4.443</td>
<td>1.139</td>
<td>6.244</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>3.653</td>
<td>0.784</td>
<td>4.982</td>
<td>0.164</td>
</tr>
<tr>
<td>0.1</td>
<td>2.792</td>
<td>0.836</td>
<td>0.357</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>2.245</td>
<td>0.401</td>
<td>3.071</td>
<td>0.212</td>
</tr>
<tr>
<td>-0.1</td>
<td>5.473</td>
<td>1.525</td>
<td>7.395</td>
<td>0.343</td>
</tr>
<tr>
<td></td>
<td>5.337</td>
<td>1.414</td>
<td>7.357</td>
<td>0.184</td>
</tr>
<tr>
<td>0</td>
<td>4.443</td>
<td>1.139</td>
<td>6.244</td>
<td>0.277</td>
</tr>
<tr>
<td></td>
<td>3.653</td>
<td>0.784</td>
<td>4.982</td>
<td>0.164</td>
</tr>
<tr>
<td>0.1</td>
<td>2.792</td>
<td>0.836</td>
<td>0.357</td>
<td>0.224</td>
</tr>
<tr>
<td></td>
<td>2.245</td>
<td>0.401</td>
<td>3.071</td>
<td>0.212</td>
</tr>
</tbody>
</table>
Table 1 (continued)
MSE (in %) of weak variance scale exponent estimator.
\[
\begin{array}{ccccccc}
\alpha = 0.1 & \alpha = 0.05 & \alpha = 0.01 & \alpha = 0.1 & \alpha = 0.05 & \alpha = 0.01 & \alpha = 0.05 & \alpha = 0.01 & \alpha = 0.05 & \alpha = 0.01 & \alpha = 0.05 & \alpha = 0.01 \\
\hline
N = 250 & N = 500 & N = 1000 & N = 2000 \\
\hline
\begin{array}{cccccc}
\phi = 0.5 & \phi = 0 & \phi = 0.5 & \phi = 0 & \phi = 0.5 & \phi = 0 & \phi = 0.5 & \phi = 0 & \phi = 0.5 & \phi = 0 & \phi = 0.5 & \phi = 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0.1 & 2.145 & 2.207 & 1.996 & 2.415 & 1.580 & 1.697 & 1.383 & 1.724 & 1.164 & 1.198 & 1.146 & 1.236 & 0.922 & 0.909 & 0.893 & 0.952 \\
\end{array}
\]
Table 2 (continued)
Empirical test sizes (in %) of SLmemory statistic of time series under the null hypothesis of ARMA(1, 1) model, \((1-\varphi B) X_t=(1-\theta B)\epsilon_t\), with standard normal innovations.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(n)</th>
<th>(\varphi=0)</th>
<th>(\theta=0)</th>
<th>(\varphi=0.5)</th>
<th>(\theta=0)</th>
<th>(\varphi=0.5)</th>
<th>(\theta=0.05)</th>
<th>(\varphi=0.8)</th>
<th>(\theta=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=31)</td>
<td>1000</td>
<td>(\alpha=0.1)</td>
<td>0.157</td>
<td>0.146</td>
<td>0.166</td>
<td>0.240</td>
<td>0.090</td>
<td>0.802</td>
<td>0.308</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=44)</td>
<td>0.091</td>
<td>0.072</td>
<td>0.034</td>
<td>0.044</td>
<td>0.088</td>
<td>0.233</td>
<td>0.096</td>
<td>0.805</td>
<td>0.309</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=63)</td>
<td>0.667</td>
<td>0.694</td>
<td>0.746</td>
<td>0.784</td>
<td>0.79</td>
<td>0.891</td>
<td>0.908</td>
<td>0.908</td>
<td>0.912</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=89)</td>
<td>1000</td>
<td>(n=\lfloor N^{0.85} \rfloor=125)</td>
<td>0.663</td>
<td>0.705</td>
<td>0.378</td>
<td>0.608</td>
<td>0.789</td>
<td>0.789</td>
<td>0.789</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=177)</td>
<td>(\alpha=0.05)</td>
<td>0.290</td>
<td>0.468</td>
<td>0.828</td>
<td>0.458</td>
<td>0.663</td>
<td>0.942</td>
<td>0.230</td>
<td>0.335</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.85} \rfloor=251)</td>
<td>(n=\lfloor N^{0.85} \rfloor=251)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3
Empirical power of the tests (in %) based on SLmemory statistic, the alternatives considered are ARFIMA(1, d, 1) model, \((1-\varphi B)(1-\theta B)^d X_t=(1-\theta B)\epsilon_t\), with standard normal innovations.

<table>
<thead>
<tr>
<th>(N)</th>
<th>(n)</th>
<th>(\varphi=0.5)</th>
<th>(0=0)</th>
<th>(\varphi=0)</th>
<th>(0=0)</th>
<th>(\varphi=0.5)</th>
<th>(0=0.05)</th>
<th>(\varphi=0)</th>
<th>(0=0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=3)</td>
<td>500</td>
<td>(\alpha=0.1)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=4)</td>
<td>(n=\lfloor N^{0.8} \rfloor=6)</td>
<td>0.001</td>
<td>0.003</td>
<td>0.044</td>
<td>0.645</td>
<td>0.652</td>
<td>0.349</td>
<td>0.536</td>
<td>0.908</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=8)</td>
<td>(n=\lfloor N^{0.8} \rfloor=10)</td>
<td>0.072</td>
<td>0.206</td>
<td>0.702</td>
<td>0.645</td>
<td>0.836</td>
<td>0.991</td>
<td>0.825</td>
<td>0.943</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=12)</td>
<td>(n=\lfloor N^{0.8} \rfloor=16)</td>
<td>0.730</td>
<td>0.936</td>
<td>0.997</td>
<td>0.874</td>
<td>0.965</td>
<td>0.991</td>
<td>0.804</td>
<td>0.870</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=22)</td>
<td>(n=\lfloor N^{0.8} \rfloor=30)</td>
<td>0.880</td>
<td>0.986</td>
<td>0.999</td>
<td>0.895</td>
<td>0.968</td>
<td>0.992</td>
<td>0.760</td>
<td>0.819</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=41)</td>
<td>(n=\lfloor N^{0.8} \rfloor=56)</td>
<td>0.927</td>
<td>0.976</td>
<td>0.987</td>
<td>0.921</td>
<td>0.963</td>
<td>0.983</td>
<td>0.719</td>
<td>0.790</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=77)</td>
<td>(n=\lfloor N^{0.8} \rfloor=105)</td>
<td>0.844</td>
<td>0.869</td>
<td>0.903</td>
<td>0.837</td>
<td>0.879</td>
<td>0.900</td>
<td>0.670</td>
<td>0.74</td>
</tr>
<tr>
<td>(n=\lfloor N^{0.8} \rfloor=144)</td>
<td>(n=\lfloor N^{0.8} \rfloor=3)</td>
<td>0.633</td>
<td>0.658</td>
<td>0.669</td>
<td>0.627</td>
<td>0.647</td>
<td>0.671</td>
<td>0.572</td>
<td>0.59</td>
</tr>
</tbody>
</table>
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4.3 Application to Sino-US Stock Index Return Rate Data

I illustrate the theory and simulations by applying the weak variance scale exponent estimator and \textit{SLmemory} statistic to the logarithmic return rate data of Sino-US stock index. To make the results comparable with the simulations, I divide each logarithmic return rate series into three blocks of approximate lengths (about 1000) as shown in table 4.

Table 4
Descriptive Statistics. CN. and US. Block denotes Shanghai Composite and Standard & Poor 500 index data respectively. Block 1 is for a period of four years from January 1, 2000 to December 31, 2003. Block 2 is also for a period of four years from January 1, 2004 to December 31, 2007. Block 3 ranges a period from January 1, 2008 to May 25, 2012.

<table>
<thead>
<tr>
<th>Sample Sizes</th>
<th>Mean</th>
<th>Std.Dev</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>CN.Block 1</td>
<td>957</td>
<td>0.0095</td>
<td>1.3666</td>
<td>-6.5437</td>
<td>9.4014</td>
<td>0.7929</td>
</tr>
<tr>
<td>CN.Block 2</td>
<td>968</td>
<td>0.1298</td>
<td>1.6209</td>
<td>-9.2562</td>
<td>7.8903</td>
<td>-0.4333</td>
</tr>
<tr>
<td>CN.Block 3</td>
<td>1069</td>
<td>-0.0761</td>
<td>1.9062</td>
<td>-8.0437</td>
<td>9.0348</td>
<td>-0.1541</td>
</tr>
<tr>
<td>US.Block 1</td>
<td>1004</td>
<td>-0.0278</td>
<td>1.3814</td>
<td>-6.0045</td>
<td>5.5744</td>
<td>0.1447</td>
</tr>
<tr>
<td>US.Block 2</td>
<td>1006</td>
<td>0.0276</td>
<td>0.7612</td>
<td>-3.5343</td>
<td>2.8790</td>
<td>-0.3088</td>
</tr>
<tr>
<td>US.Block 3</td>
<td>1110</td>
<td>-0.0097</td>
<td>1.7393</td>
<td>-9.4695</td>
<td>10.9572</td>
<td>-0.2300</td>
</tr>
</tbody>
</table>

The weak variance exponent estimators, the \textit{SLmemory} statistic values and corresponding \textit{P}-values are displayed in table 5. The evidence against the null hypothesis in favor of long memory alternative is strong for the second blocks of Sino-US stock index series which the weak variance exponent estimators are 0.6379, 0.4239 respectively. The first and third blocks of Sino-US stock index series show that their weak variance exponent estimators are all close to 0.5 and the corresponding \textit{P}-values are all beyond 0.3, that it is inclined to believe that the data exhibit some forms of accepting the null hypothesis discussed in the present paper. In a word, the weak variance exponent estimators are consist with statistical tests for Sino-US stock index series and the results show that there is long memory in Sino-US stock index series for the period that from January 1, 2004 to December 31, 2007, and no long memory in Sino-US stock index series for the other two periods.

Table 5
Estimation and Test Results for Sino-US Stock Index Data.

<table>
<thead>
<tr>
<th></th>
<th>CN.Block 1</th>
<th>CN.Block 2</th>
<th>CN.Block 3</th>
<th>US.Block 1</th>
<th>US.Block 2</th>
<th>US.Block 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{F} )</td>
<td>0.5093</td>
<td>0.6379</td>
<td>0.5306</td>
<td>0.4596</td>
<td>0.4239</td>
<td>0.5045</td>
</tr>
<tr>
<td>( \hat{f} )</td>
<td>0.9752</td>
<td>0.5831</td>
<td>0.9059</td>
<td>1.0177</td>
<td>1.0046</td>
<td>0.6811</td>
</tr>
<tr>
<td>\textit{SLmemory}</td>
<td>57.5542</td>
<td>41.5572</td>
<td>59.4155</td>
<td>66.4455</td>
<td>86.6428</td>
<td>63.36272</td>
</tr>
<tr>
<td>Freedom</td>
<td>62</td>
<td>63</td>
<td>65</td>
<td>65</td>
<td>66</td>
<td>68</td>
</tr>
<tr>
<td>\textit{P}-value</td>
<td>0.3636</td>
<td>0.0169</td>
<td>0.3279</td>
<td>0.4269</td>
<td>0.0451</td>
<td>0.3633</td>
</tr>
</tbody>
</table>

It is seen again that applying \( n = \lfloor N^{0.5} \rfloor \) for weak variance scale exponent estimator and \( n = \lfloor N^{0.4} \rfloor \) for \textit{SLmemory} statistic test can be recommended in practice. For the application to Sino-US stock data, I find that there is different long memory properties between Sino-US stock data series in the period of Block 2, the long memory properties of Shanghai Composite index data series is persistent, and anti-persistent for Standard & Poor 500. Persistence means positive correlated long-range effect and negative
for anti-persistence. The economics meanings for the periods of Block 2 can be interpret that Shanghai stock market was more vulnerable to the impact of external events and it lasted for a long time, while Standard & Poor stock market can quickly return to stability under the influence of external shocks.

5 Conclusions

The goal of this paper is to introduce a new system standpoint for theory analysis of stationary time series, especially for long memory properties, referring to estimation and test for long memory properties in the present paper. Combining with both time and frequency domain analysis, the properties of strong and weak variance scale exponent of white noise, short memory ARMA($p,q$) and long memory ARFIMA($p,d,q$) time series have been derived. And particularly conclude the equations between weak variance scale exponent and long memory parameter $d(-0.5 < d < 0.5), H(0 < H < 1)$. Further, under independent white noise null hypotheses and non-independent stochastic process alternatives, and under white noise, short memory null hypothesis and long memory alternatives, I construct $W_{noise}$ and $SL_{memory}$ statistic tests respectively. The estimation and test allow for the possibility of memory properties of persistence or anti-persistence in theory which differ V/S statistic tests (Giraitis et al., 2003, 2005) only for persistence situations.

A Monte Carlo study for weak variance scale exponent and $SL_{memory}$ statistic both refer to the selection of maximum time scale $n$ of finite-sample. By minimizing the MSE for estimation and optimizing empirical size and power for tests, finally find that $n = \lfloor N^{0.5} \rfloor$ for weak variance scale exponent estimator and $n = \lfloor N^{0.4} \rfloor$ for $SL_{memory}$ statistic test can be recommended in practice. In fact, time scale $n$ can also be regarded as an analogy of bandwidth (Abadir et al., 2009).

Further study of the present paper, maybe consider that, to analyze the properties of strong and weak variance scale exponent for non-stationary or non-invertibility time series, more complicated long memory model and corresponding statistical tests. Surely, on estimation of autocovariance, proposition 2.1.3 can be considered as a replacement of Durbin-Levinson algorithm.
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Appendix. Proofs of The Theorems and An Auxiliary Lemma

Proof of Theorem 2.2.2 Proposition 2.1.2 can rewrite

\[ D[x_n(t)] = \sum_{i=-n}^{n} (n-i) \gamma_i = n\gamma_0 \sum_{i=-n}^{n} \rho_i - \sum_{i=-n}^{n} i \gamma_i. \]  

(A.1)

For the short memory time series, the cumulant of autocorrelation $\rho_i$ convergence

\[ \lim_{n \to \infty} \sum_{i=-n}^{n} \rho_i \to c, \]  

(A.2)
where \( c \) is a constant. And under the condition of short memory time series, applying Kronecker lemma:

\[
\frac{1}{n} \sum_{i=1}^{n} i \gamma_i \to 0, \text{ as } n \to \infty. \tag{A.3}
\]
to complete the proof of Theorem 2.2.2.

**Proof of Theorem 2.2.3** The Lag-\( n \) autocovariance \( \gamma_n \) of fractional Gaussian noises process \( \{x(t)\} \) satisfies:

\[
\gamma_n = \frac{\gamma_0}{2} \left( (n + 1)^{2H} - 2n^{2H} + (n - 1)^{2H} \right), \text{ as } n \to \infty. \tag{A.4}
\]

Using proposition 2.1.3,

\[
\gamma_n = \frac{1}{2} \{D[x_{n+1}(t)] - 2D[x_n(t)] + D[x_{n-1}(t)]\}, n = 1, 2, \ldots. \tag{A.5}
\]

I obtain

\[
D[x_n(t)]/D[x(t)] \sim n^{-2H}, \text{ as } n \to \infty. \tag{A.6}
\]

**Proof of Theorem 2.2.4** Proposition 2.1.2 can rewrite

\[
D[x_n(t)] = n\gamma_0 + 2\gamma_0 \left( (n + d) \sum_{k=1}^{n} \rho_k - \sum_{k=1}^{n} (k + d)\rho_k \right). \tag{A.7}
\]

Denote \( S_1(n) = \sum_{k=1}^{n} \rho_k \), \( S_2(n) = \sum_{k=1}^{n} (k + d)\rho_k \) respectively, that

\[
S_1(n) = \sum_{k=1}^{n} \rho_k = \frac{d}{1 - d} + \frac{d(1 + d)}{(1 - d)(2 - d)} + \cdots + \frac{d(1 + d) \cdots (n - 1 + d)}{(1 - d)(2 - d) \cdots (n - d)}
\]

\[
= \frac{1}{2} \left( 1 + \frac{d}{1 - d} \right) + \frac{1}{2} \cdot \frac{d}{1 - d} \left( 2 + \frac{d}{2 - d} \right) + \cdots + \frac{1}{2} \left( 1 + \frac{d}{1 - d} \right) \Gamma(1 - d) \Gamma(n + 1 + d) \tag{A.8}
\]

and

\[
S_2(n) = \sum_{k=1}^{n} (k + d)\rho_k
\]

\[
= d \left[ \frac{1 + d}{1 - d} + \frac{(1 + d)(2 + d)}{(1 - d)(2 - d)} + \cdots + \frac{(1 + d)(2 + d) \cdots (n - 1 + d)(n + d)}{(1 - d)(2 - d) \cdots (n - d)(n - d)} \right]
\]

\[
= d \left[ \frac{1 + d}{1 - d} \left( 1 + \frac{2 + d}{1 - d} \right) + \frac{1 + d}{1 - d} \left( 1 + \frac{2 + d}{1 - d} \right) + \cdots + \frac{1 + d}{1 - d} \right] \tag{A.9}
\]
Then
\[ D[x_n(t)] = \gamma_0 \left[ \frac{d}{1 + 2d} + \frac{1}{1 + 2d} \frac{\Gamma(1 - d) \Gamma(n + 1 + d)}{\Gamma(1 + d) \Gamma(n - d)} \right]. \tag{A.10} \]

By Stirling formula: \( \Gamma(x) \sim \sqrt{2\pi e^{-x}} (x - 1)^{x-1/2} \), as \( x \to \infty \). Therefore
\[ D[x_n(t)]/D[x(t)] \sim \frac{1}{1 + 2d} \frac{\Gamma(1 - d)}{\Gamma(1 + d)} n^{1+2d}, -1/2 < d < 1/2, n \to \infty. \tag{A.11} \]

**Proof of Theorem 2.3.3** Proposition 2.1.2 can rewrite
\[ D[x_n(t)] = n\gamma_0 + 2 \sum_{i=1}^{n} (n - i) \gamma_i \]
\[ = n \int_{-\pi}^{\pi} f(\lambda) d\lambda + 2 \int_{-\pi}^{\pi} f(\lambda) \sum_{i=1}^{n-1} (n - i) \cos(i\lambda) d\lambda. \tag{A.12} \]

Applying the summation formula of \( \sum_{i=1}^{n-1} \cos(i\lambda) \) and \( \sum_{i=1}^{n-1} i \cos(i\lambda) \) (Gradshteyn and Ryzhik, 2007, 37-38), to prove Theorem 2.3.3.

**Proof of Theorem 2.3.4** For the generalized ARFIMA\((p,d,q)\) time series \( \{x(t)\} \), spectral density \( f(\lambda) \):
\[ f(\lambda; p, d, q) = \frac{\sigma^2}{2\pi} \left[ 2\sin \frac{\lambda}{2} \right]^{-2d} \frac{\theta(e^{-i\lambda})}{\phi(e^{-i\lambda})}^2, -1/2 < d < 1/2 \text{ and } d \neq 0. \tag{A.13} \]

(1) if \( p = q = 0 \), spectral density \( f(\lambda) \):
\[ f(\lambda; 0, d, 0) = \frac{\sigma^2}{2\pi} \left[ 2\sin \frac{\lambda}{2} \right]^{-2d}. \tag{A.14} \]

By Theorem 2.3.3,
\[ D[x_n(t); 0, d, 0] = 2 \int_{-\pi}^{\pi} f(\lambda; 0, d, 0) \frac{1 - \cos(n\lambda)}{(2\sin(\lambda/2))^2} d\lambda \]
\[ = 2 \int_{-\pi}^{\pi} \frac{\sigma^2}{2\pi} \left[ 2\sin \frac{\lambda}{2} \right]^{-2d-2} \frac{(1 - \cos(n\lambda))}{\phi(e^{-i\lambda})^2} d\lambda. \tag{A.15} \]

Applying the integral formula for \( \int_{0}^{\pi} \cos^{\nu-1} x \cos ax dx = \frac{\pi}{2\nu} B \left( \frac{\nu + a + 1}{2}, \frac{\nu - a + 1}{2} \right) \) and \( \int_{0}^{\pi} \sin^{\nu-1} x dx = 2\nu B(\frac{\nu}{2}, \frac{\nu}{2}) \) (Gradshteyn and Ryzhik, 2007, 37-38), to prove Theorem 2.3.4.

(2) if \( p \neq 0 \), or \( q \neq 0 \), by Theorem 2.3.3,
\[ D[x_n(t); p, d, q] = 2 \int_{-\pi}^{\pi} \frac{\sigma^2}{2\pi} \left[ 2\sin \frac{\lambda}{2} \right]^{-2d-2} \frac{(1 - \cos(n\lambda))}{\phi(e^{-i\lambda})^2} d\lambda. \tag{A.16} \]

Applying Lemma A, then
\[ c_1 D[x_n(t); 0, d, 0] \leq D[x_n(t); p, d, q] \leq c_2 D[x_n(t); 0, d, 0], \tag{A.17} \]

where \( c_1 = \min \left\{ \frac{\theta(1)^2, \theta(-1)^2}{\phi(1)^2, \phi(-1)^2} \right\} \) and \( c_2 = \max \left\{ \frac{\theta(1)^2, \theta(-1)^2}{\phi(1)^2, \phi(-1)^2} \right\} \).

Therefore,
\[ D[x_n(t); p, d, q] = c(\phi, \theta) D[x_n(t); 0, d, 0], \tag{A.18} \]
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where \( c(\phi, \theta) \) is a constant, and satisfies \( c(\phi, \theta) \in [c_1, c_2] \).
These complete the proof of Theorem 2.3.4. \( \square \)

**Auxiliary Lemma**

**Lemma A.** Let \( \phi(e^{-i\lambda}) = 1 - \sum_{k=1}^{p} a_k e^{-i\lambda} \) and \( \theta(e^{-i\lambda}) = 1 - \sum_{k=1}^{q} b_k e^{-i\lambda} \) are autoregressive and moving-average multinomial of a stationary and invertible ARMA\((p, q)\) time series respectively, and have no common zeros, then

\[
\min \left\{ |\theta(1)|^2, |\theta(-1)|^2 \right\} \leq \frac{|\theta(e^{-i\lambda})|^2}{|\phi(e^{-i\lambda})|^2} \leq \max \left\{ |\theta(1)|^2, |\theta(-1)|^2 \right\} \quad \text{and} \quad \frac{|\theta(e^{-i\lambda})|^2}{|\phi(e^{-i\lambda})|^2} \neq 1. \tag{A.19}
\]

**Proof of Lemma A**

For \( \phi(e^{-i\lambda}) \) and \( \theta(e^{-i\lambda}) \), have no common zeros, then

\[
\left| \frac{\theta(e^{-i\lambda})}{\phi(e^{-i\lambda})} \right|^2 \neq 1. \tag{A.20}
\]

By autoregressive and moving-average multinomial, I obtain

\[
|\phi(e^{-i\lambda})|^2 = \left| 1 - \sum_{k=1}^{p} a_k e^{-i\lambda} \right| = \left| 1 + \left( \sum_{k=1}^{p} a_k \right)^2 - 2 \cos \lambda \sum_{k=1}^{p} a_k \right| \tag{A.21}
\]

\[
|\theta(e^{-i\lambda})|^2 = \left| 1 - \sum_{k=1}^{q} b_k e^{-i\lambda} \right| = \left| 1 + \left( \sum_{k=1}^{q} b_k \right)^2 - 2 \cos \lambda \sum_{k=1}^{q} b_k \right|.
\]

Under the conditions of stationarity and invertibility, I conclude that \( |\phi(e^{-i\lambda})|^2 \) and \( |\theta(e^{-i\lambda})|^2 \) are both monotone functions of \( \lambda \), and satisfy:

\[
\min \left\{ |\phi(1)|^2, |\phi(-1)|^2 \right\} \leq |\phi(e^{-i\lambda})|^2 \leq \max \left\{ |\phi(1)|^2, |\phi(-1)|^2 \right\} \quad \text{and} \quad |\phi(e^{-i\lambda})|^2 \neq 1
\]

\[
\min \left\{ |\theta(1)|^2, |\theta(-1)|^2 \right\} \leq |\theta(e^{-i\lambda})|^2 \leq \max \left\{ |\theta(1)|^2, |\theta(-1)|^2 \right\} \quad \text{and} \quad |\theta(e^{-i\lambda})|^2 \neq 1. \tag{A.22}
\]

This completes the proof. \( \square \)
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