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I. INTRODUCTION

In recent years, Army enlistment rates have been highly correlated with unemployment rates, so the condition of the economy is a topic of great interest to the Army. Unfortunately the present state of knowledge makes it extremely difficult to project the course of the economy, especially at turning points. This paper describes the use of the well-established technique of spectral analysis to search for underlying periodicities in economic activity.

There has been considerable debate in recent years about whether well-defined business cycles even exist. At one extreme are those who assert that so-called business cycles are caused by exogenous shocks. Proponents of this view cite the work of Adelman and Adelman (1959), McCulloch (1975), and Adelman (1960, 1965).

At the other extreme from the "random shock" school of business cycles are those who believe that business cycles may be endogenous, i.e., the economy has a natural tendency to go through periods of recession and depression. Recent theoretical justification of this view has been given by Grandmont (1983a, b), Day (1982), and Varian (1979).

Between these extreme points of view about the existence or nonexistence of business cycles there are a myriad of theories. It is a difficult task simply to formulate testable hypotheses to enable comparisons to be made among the various alternatives, so comparatively little empirical research has been done in the area of economic fluctuations. We use spectral analysis in this paper because it is a widely accepted technique, and it allows us to try to replicate some of the earlier work that found some evidence for the existence of business cycles.

II. SPECTRAL ANALYSIS

The technique of spectral analysis was used by Howrey (1968) and more recently by Haustein and Newirth (1982). Paradoxically, both those researches found evidence for business cycles less than ten years in length, but their original objective was to search cycles of longer duration. We designed the present work specifically to test for short term cycles, which are within the time horizon of most Army budget planners.

We will briefly describe here the technique of spectral analysis because with a few exceptions economists have not used the method very much over the past decade, so many researchers may be unfamiliar with it. Also, the discussion will clarify our terminology, which can vary widely.

To use spectral analysis requires that a data series be stationary. A time series is stationary if the mean and variance are finite and constant, and if the autocorrelation between values of the process at two time periods depends only on the distance between the two time points and not on the time period itself.

Most economic series of any interest are not stationary. GNP, for example, not only does not stay constant over time, but the variance tends to increase as the level increases. A first step in creating a stationary series is to stabilize the variance, frequently by using a logarithmic transformation (see Vandenaele (1978)).

A second step in creating a stationary series is to stabilize the mean. One way to try to do this is to take first differences of the series. This has the advantage that first differences of logarithms may be interpreted as percentage changes (Nelson (1973), pp. 59).

Once a time series has been made stationary, it can always be put into the form (Granger and Newbold (1977)):

\[ X_t = \int_0^\pi \cos \omega t \, du(\omega) - \int_0^\pi \sin \omega t \, dv(\omega) \]  \tag{2.1}

where the components of the integrals are uncorrelated. Intuitively it is clear that a stationary series can be put into a form which is a combination of an infinite number of trigonometric frequency (i.e., reciprocal of the period) components.

If we now define the complex random variable

\[ dz(\omega) = \frac{1}{2} \left( du(\omega) + i \, dv(\omega) \right) \]  \tag{2.2}

then (2.1) may be rewritten in exponential form

\[ X_t = \int_{-\pi}^{\pi} e^{it\omega} \, dz(\omega) . \]  \tag{2.3}

Similarly, we may define the covariance sequence of the series, and write

\[ \lambda(\omega) = \text{cov}(X_t, X_{t-\tau}) = \int_{-\pi}^{\pi} e^{it\omega} \, s(\omega) \, da . \]  \tag{2.4}

Equations (2.3) and (2.4) are called the spectral representation of the series and the covariance of the series. We may interpret \( s(\omega) \) (the "power spectrum") as the contribution to the variance of \( X_t \) attributable to the component \( X(\omega) \) of \( X_t \) with frequencies in the range \( (\omega, \omega + d\omega) \). Thus, a plot of the power spectrum versus frequency will show which frequencies make the greatest contribution to the variance of the underlying time-series. Those frequencies are sometimes interpreted as the "hidden periodicities" in the series.

One problem that arises in practical applications is that in practice it is only possible to obtain finite lengths of records. It is thus necessary to estimate the average power in a finite band of frequencies. It can be shown, however, that the variance of the power increases as the width of the frequency band over which the power is measured is reduced. In practice the method of analysis used is called "window closing." A wide frequency bandwidth is used and the power spectrum is computed. The bandwidth is then narrowed and the new spectrum is examined for comparison purposes.

Several different shapes and sizes of windows have been suggested, but in practice changing the bandwidth ("window closing") is much more important than the shape of the window ("window carpentry").

Finally, the data series is sometimes subjected to a filtering process, so that a particular frequency range may be examined more closely. For example, some studies have looked for long cycles, which correspond to low frequencies. A business cycle with a period of 20 years corresponds to a frequency of 1/20, or .05 cycle/year. Conversely a short business cycle corresponds to a high frequency. A business cycle of 4
years means a frequency of 1/4, or .25 cycle/year.

Researchers who are looking for evidence of long cycles, or low frequency waves, sometimes take moving averages of their data. The averaging tends to smooth out the high frequency, short-term cycles and concentrates the power spectrum in the low frequency cycles. In the jargon of spectral analysis, a moving average acts as a "low pass" filter, allowing primarily low frequency, long-period components into the power spectrum. Since we are interested in searching for high frequencies, not low frequencies, we did not use a moving average filter.

A filter of more interest to us is the differencing filter. Differencing helps remove trend, as we already noted, and it also helps remove low-frequency, long-period business cycle components. Thus a differencing filter acts as a "high pass" filter, allowing us to concentrate on high frequency, relatively short duration cycles. Since differencing was used to make our time series stationary, no additional filtering was necessary.

All of the ideas discussed above are illustrated in the next section.

**III. UNIVARIATE SPECTRA**

Spectral densities for two economic series of interest, GNP and the M1 money supply, both in 1972 dollars, are shown in Figures 1 through 5. In both series we used first differences of the logarithms, to help remove trend and stabilize the variance of the original series.

The poor resolution of a very wide window length is apparent from a quick examination of Figures 1 and 3. There appears to be a peak on the GNP chart (Figure 1) between 10 and 20 quarters, but it is certainly questionable exactly where it is. Similarly, there appears to be a peak on the M1 money supply chart (Figure 3) somewhere between 40 and 70 months, but again it is not clear exactly where it is.

Narrowing the window lengths helps to increase the resolution of the charts. The 3-quarter GNP window length in Figure 2 shows two well-defined peaks, at 8.5 and 16 quarters. Similarly, the 3-month M1 window length in Figure 4 shows peaks at 36 months and 63 months. Converting the monthly money supply figures to quarterly figures and using a window length of 5 quarters (Figure 5) gives well-defined M1 peaks at 12 quarters and 21 quarters, in good agreement with the monthly data.

It would be very desirable to have a quantitative measure of whether or not the peaks in Figures 2, 4 and 5 are significant in a statistical sense. For this reason statistical tests have been used on the "periodogram" of a time series, where the periodogram is defined in terms of squared values of cosine and sine components of the original time series (Granger and Newbold 1977, pg. 11). In practice periodograms sometimes exhibit spurious 'cycles', so they are no longer widely used. Nevertheless some software packages contain statistical tests for whether or not a given periodogram was generated from a white noise series. Also, the individual frequency bands are assumed to obey exponential probability distributions. If the highest peak is statistically significant, then its corresponding frequency is said to be a "hidden periodicity". Feller (1971, pg. 77) notes that

"The fallacy of this reasoning was exposed by R. A. Fisher ... who pointed out that the maximum among n independent observations does not obey the same probability distribution as each variable taken separately. The error of treating the worst case statistically as if it had been chosen at random is still common in medical statistics.*

Nevertheless, we will use the same approach here that economists usually take in spectral analysis, i.e., we will simply ignore these statistical problems and associate periodogram peaks with hidden periodicities.

White noise tests corresponding to the underlying data series that were used for Figures 1 through 5 are shown in Table 1. The 21 quarter, 36 month and 63 month money supply cycles were significant, but none of the GNP cycles were significant in terms of the Fisher test.* We therefore associate only the money supply peaks we discussed earlier with hidden periodicities in the series.

**IV. MULTIVARIATE SPECTRA**

Spectral analysis frequently involves pure empiricism, i.e., no attempt is made to explain the nature of the hidden cycles. When the researcher has reason to suspect a cause and effect relationship between two series, however, he may use multivariate methods.

A vast body of literature has discussed the possible cause and effect relationship between GNP and the money supply (Sims 1972, Granger 1969, Gordon 1977)). We will examine the relationship between these variables by using the methods of cross-spectral analysis. If a relationship can be established, this would lend support to the existence of the GNP cycles that could not be verified statistically (Table 1).

To use cross-spectral methods requires that both series be individually stationary. They must also be jointly stationary, which means that the relationship between them is time invariant. The measured relationship between the series is variously called the 'coherence function,' or the 'coherency function,' or the 'coherence function squared,' or the 'coherency function squared.' For our purposes it is sufficient to note that we pick the term "coherency squaured," since it is interpreted in exactly the same way as the square of a correlation coefficient (Granger and Newbold 1977, pg. 58).

One complication in cross-spectral analysis is that totally unrelated series can exhibit a high degree of correlation (Nelson and Kang 1984). One way to minimize this problem is by a process called "prewhitening," which removes the relationships "within" each series so that analysis can be made of the relationships "between" the series.

Prewhitening begins by identifying and estimating univariate Box-Jenkins models for each series (Dale and Bailey 1982). These models are then used to transform each series to convert it into white noise. The coherence is then computed between the two white noise series.

One technical point must be mentioned here. In related methods, called Box-Jenkins transfer function techniques (Box and Jenkins 1976), one series is prewhitened, and the same transformation is applied to the other series (Dale 1984). Use of the same transformation keeps the 'phase relationship,' i.e., lag structure, unchanged between the series (Hannan 1970). Our interest here, however, is merely to examine the relationship between GNP and the money supply, without trying to determine a lag structure, so
we prewhitened each series separately.

Figure 6 shows the coherency squared between GNP and the money supply, before and after prewhitening the series. The prewhitening clearly removed a great deal of spurious coherence at high frequencies. There was high coherence at four of the nonzero low frequencies, corresponding to periods of 20.7, 10.4, 6.9, and 4.7 quarters. Note that this only means that there is coherence between the corresponding frequencies of those series, but it says nothing about the distance between their corresponding peaks and troughs. Determination of lag structures involves techniques that need not concern us here.

Comparison of Figure 6 and Table 1 does not give any clear support for the existence of the GNP cycles that were not statistically significant. We conclude that there have not been well-defined business cycles during the period January 1947 through September 1983.

V. CONCLUSIONS

Spectral analyses of real GNP and the real money supply M1 did not give any clear indications of the existence of business cycles (Table 1). We can draw one or more of the following conclusions:
1. Well-defined business cycles simply do not exist. Our inability to replicate the work of others (Table 2) gives support to those who assert that business cycles are simply due to random shocks to the economy.
2. Well-defined business cycles may exist, but spectral analysis isn't very helpful in searching for them.
3. Business cycles may be naturally irregular in nature, in accordance with recently developed theories (Day (1982, 1983), Benhabib and Day (1981), Mensch (1981), Mandelbrot (1983), Jensen and Urban (1984)). In this view, the fact that we can't detect business cycles shouldn't bother us (Day (1983, pg. 201)). The present work is an early confirmation that theories of irregular business cycles may be correct, and that radical changes to the use of econometric models may be necessary.
4. Economic data is simply too imprecise to be usable in sophisticated time-series analyses. There is such a high correlation between adjacent values of economic series that spectra of many series look approximately the same.

The last conclusion may be the most significant, in the light of new, competing theories of business fluctuations. The sophistication of these new theories is clearly outrunning the ability of existing data bases to be used to choose between them.

FOOTNOTES

*The author is grateful to Curtis Gilroy and Robert Sasmor for helpful discussions, and to Cavan Gapps for research assistance. This study was sponsored by the In-House Laboratory for Independent Research of the U.S. Army Research Institute, Project #100016.

1 See Dale and Gilroy (1983a, b, 1984, 1985).

2 It should be noted that some extremely anti-mathematical groups, such as the Austrian School (Riebold (1975, 1976), Egger (1984)), or the "Economoclasts" (Henderson (1970), Schumaker (1973)), would deny that econometric techniques can ever be used either to confirm or disprove their theories.

3 One notable exception to the lack of empirical research may be found in the work of Moore (1983).

4 The terminology of spectral analysis can be very confusing. For example, a plot of a periodogram is sometimes called a "spectrum." The completely different spectral density, which is the Fourier transform of the autocovariance function (Jenkins and Watts (1968, pg. 209)), is called the similar sounding "spectrum."

5 Other examples of tests for periodic behavior may be found in Dale (1981), and Dale and Workman (1980, 1981).

6 Pelong (1982, pg. 181) calls the white noise test "Fisher's Kappa," but he refers to a set of tables (Fuller (1970) that call the test "Fisher's XI." We avoid confusion in Table 1 by simply saying "Fisher's White Noise Test."
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TABLE 1

FISHER'S WHITE NOISE TEST

Monthly or Quarterly Data, January 1947 through September 1983

<table>
<thead>
<tr>
<th>SERIES</th>
<th>FISHER STATISTIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>QUARTERLY GNP:</td>
<td></td>
</tr>
<tr>
<td>8.5 QUARTER CYCLE</td>
<td>4.23</td>
</tr>
<tr>
<td>16 QUARTER CYCLE</td>
<td>4.01</td>
</tr>
<tr>
<td>MONTHLY MONEY SUPPLY M1:</td>
<td></td>
</tr>
<tr>
<td>36 MONTH CYCLE</td>
<td>7.49*</td>
</tr>
<tr>
<td>63 MONTH CYCLE</td>
<td>11.14***</td>
</tr>
<tr>
<td>QUARTERLY MONEY SUPPLY M1:</td>
<td></td>
</tr>
<tr>
<td>12 QUARTER CYCLE</td>
<td>4.68</td>
</tr>
<tr>
<td>21 QUARTER CYCLE</td>
<td>6.96**</td>
</tr>
</tbody>
</table>

*Statistically significant at .10 level.
**Statistically significant at .05 level.
***Statistically significant at .01 level.

TABLE 2

COMPARISON OF MEASURED LENGTHS OF BUSINESS CYCLES

<table>
<thead>
<tr>
<th>STUDY</th>
<th>PERIOD</th>
<th>CYCLE LENGTH (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adelman and Adelman (1959)</td>
<td>0-35 years⁹</td>
<td>b</td>
</tr>
<tr>
<td>Howrey (1968)</td>
<td>1869-1955</td>
<td>3.4, 5.6</td>
</tr>
<tr>
<td>Dale (This Study)</td>
<td>1947-1983</td>
<td>2, 1, 4</td>
</tr>
</tbody>
</table>

Notes:  a. Simulations.
        b. Nonconstant cycle lengths.
        c. Not statistically significant.