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Abstract
This study explores the relationship between carbon dioxide (CO₂) emissions, economic growth, renewable energy consumption, the number of tourist arrivals and trade in Central and South America spanning the period 1995-2010. We apply panel cointegration techniques and panel Granger causality tests to investigate the relationship across the variables both in the short- and in the long-run. The empirical findings reveal the presence of a long-run relationship across the variables under investigation. Furthermore, short-run dynamics show a unidirectional causality running from renewable energy consumption to CO₂ emissions and from renewable energy consumption to trade. In addition, there is a unidirectional short-run causal link without feedback effects from economic growth to trade and the number of tourist arrivals as well as a unidirectional causality running from the number of tourist arrivals to trade. In the long-run, there is evidence of bidirectional causality between emissions, renewable energy consumption and the number of tourist arrivals. Long-run estimates highlight that both the number of tourist arrivals and renewable energy consumption contribute to the reduction of emissions, while both real GDP and trade contribute to the increase of emissions.
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1. Introduction

The causal relationship between an environmental indicator (CO\textsubscript{2}), economic growth, renewable energy consumption, tourism variables and trade has recently started to be investigated in the literature of energy economics. The interdependence across these variables has not been discussed extensively in the relevant literatures. Therefore, the goal of this study is to explore the short- and long-run causality relationships across these variables and to investigate the role that tourism activities and trade can both play to mitigate climate changes when renewable energy is used for production purposes.

The dynamic causal link between economic growth and renewable energy consumption has been investigated in numerous econometric studies. In these papers, the role that renewable energy plays is vital and significant either in terms of decreasing greenhouse gas emissions or in terms of economic growth. According to these results, we deduct that the short- and long-run dynamic relationship between these two variables depends on the data set used, on the empirical methodologies employed, and on the selected samples and set of variables included in a model framework. In addition, the direction of causality between economic growth and renewable energy consumption is summarized in four hypotheses: i) the feedback hypothesis which suggests that there is a correlation between the two variables and which indicates that renewable energy consumption affects economic growth, while the development of economic activities will impact the progress of renewable energy consumption (Apergis and Payne, 2010a,b; Al-Mulali et al., 2014), ii) the neutrality hypothesis which reveals that no causality between these variables is present (Bowden and Payne, 2010; Ben Aïssa et al, 2014), iii) the conservation hypothesis which argues that there is a unidirectional causality running from economic growth to renewable energy consumption, implying that any increase in real GDP increases renewable energy consumption (Sadorsky, 2009b; Ocal and Aslan, 2013), and iv) the growth hypothesis, according to which there is unidirectional causality running from renewable energy consumption to economic growth. This hypothesis suggests that a policy of renewable energy consumption deceleration is expected to have a negative impact on economic growth (Payne, 2011).

The impact of both renewable energy consumption and economic growth on the environmental quality has been also investigated by a great number of studies. Their empirical findings document that renewable energy consumption can play a vital role in the reduction of pollution; however, the use of clean energy has not reached a share where it can substantially contribute to reduce emissions levels (Menyah and Wolde-Rufael, 2010). For a panel of OECD countries, Shafiei and Salim (2014) show that renewable energy consumption decreases carbon dioxide (CO\textsubscript{2}) emissions, whereas non-renewable energy consumption increases these emissions. In another study, it is revealed that the major drivers of renewable energy consumption are found to be real GDP and CO\textsubscript{2} emissions (Sadorsky, 2009a).

The interaction between renewable energy consumption and international trade is one of the most interesting topics that have drawn consideration from researchers. However, there are a handful of studies that have examined the relationship between these two variables. Using a function production, Ben Aïssa et al. (2014) suggest that both renewable energy consumption and international trade have a positive and significant impact on economic growth for a panel of African countries. However, they find the absence of any causal link
between them. They recommend that authorities should encourage the use of renewable energies and trade in order to increase economic growth levels in these countries. Contrary to the finding of Ben Aïssa et al. (2014), for a panel including 18 Latin American countries, Al-Mulali et al. (2014) show the presence of a bidirectional causality relationship between renewable energy consumption and total trade in the long-run. They also suggest that renewable energy consumption is more significant than non-renewable energy consumption in increasing economic growth.

Searching for the nexus between CO$_2$ emissions, economic growth and renewable energy consumption is one of the most intriguing issues in the literature of energy economics. The current literature that investigates the causal link between these variables is not only very recent, but also highly limited. However, the relationship between emissions and renewable energy consumption merits further consideration, given that international tourism is one of the motivating factors that may have positively contributed to economic growth as well as to the reduction of environmental quality. In the case of Turkey, the long-run relationship between international tourism and real GDP has been investigated by Katircioglu (2009). Using bounds tests and the Johansen cointegration approach, he finds the absence of any long-run equilibrium between tourist variables and economic growth.

Unlike renewable energy, the previous studies have considered the causal link between CO$_2$ emissions, energy consumption and economic growth. Katircioglu (2014) investigates the long-run equilibrium relationship between tourism, energy consumption and environmental degradation (CO$_2$) in the case of Turkey in two specification models. His results highlight that there exists a long-run relationship between tourism, energy consumption and CO$_2$ emissions. In his modeling context, CO$_2$ emissions converge to a long-run equilibrium through their effect on tourism and energy consumption. He recommends that the expansion of tourist activities in Turkey has resulted in the increase in both energy consumption and climate changes. In the case of Cyprus, Katircioglu et al. (2014) investigate the long-run relationship between international tourism, energy consumption and CO$_2$ emissions. Their result from the ‘tourism-included’ modeling approach suggests that international tourism is in long-run equilibrium with energy consumption and CO$_2$ emissions. They also demonstrate that international tourist arrivals have a positive and statistically significant impact on both energy consumption and CO$_2$ emissions.

The current literature has only explored the relationship between economic growth and international tourism or that between international tourism, energy consumption and CO$_2$ emissions, without including other deterministic factors, such as renewable energy consumption and/or trade. Katircioglu (2009) suggests that international tourism and international trade are two major factors that could have a long-run association with economic growth, mainly due to their contribution to revenues from foreign exchange. At the same time, the relationship between economic growth and international trade has been previously investigated in numerous studies, with their results being highly inconclusive (Gunduz and Hatemi-J, 2005). However, the relationship between international tourism and renewable energy consumption has not been previously investigated. Therefore, including both international trade and renewable energy consumption into the empirical analysis may have a substantial impact on environmental quality, and in this manner, the integration of these explanatory variables can provide more informative policy implications.

To our knowledge, this paper is the first study that examines the causal link between CO$_2$ emissions, economic growth, renewable energy consumption, international tourist arrivals and trade. In this context, this study will investigate the dynamic causality between CO$_2$ emissions, economic growth, renewable energy consumption, international tourism and trade for a panel composed of 22 Central and South American countries spanning the period 1995-2010. Empirically, we use panel cointegration techniques and Granger causality tests for both
the short- and long-run investigation. The rest of the study is organized as follows: Section 2 describes the data and the empirical methodology. Section 3 is designated for the empirical results, while Section 4 discusses the results. Finally, Section 5 concludes the paper.

2. Data and Empirical Methods

We obtain annual data, spanning the period 1995-2010 for a panel of 22 Central and South American countries. The variables included in the empirical analysis are carbon dioxide emissions ($CO_2$) measured in kilo tons (kt), real gross domestic product ($Y$), measured in constant 2005 prices, renewable energy consumption that involves all the available spectrum of renewable sources ($RE$), international tourism ($TRS$), defined as the total number of arrivals, and merchandise trade ($TR$), measured as its share of GDP. Data on $CO_2$ emissions, $Y$, $TRS$ and $TR$ are obtained from the World Bank Development Indicators (WDI, 2014) online database, while data on $RE$ are obtained from the U.S. Energy Information Administration (2014). The Central and South American countries are selected to include the maximum number of observations depending on data availability.

Theoretically, we follow the same specification model developed by Katircioglu et al. (2014). In particular, international tourism may be a driving factor of the environmental indicator ($CO_2$). In addition, we have considered that trade is also a driver for $CO_2$ emissions. Thus, our empirical model investigates the impact of economic growth, renewable energy consumption, international tourism and trade on $CO_2$ emissions. The functional link between these variables yields:

$$CO_{2it} = f(Y_{it}, RE_{it}, TRS_{it}, TR_{it})$$

(1)

The natural logarithmic transformation of Eq.(1) yields the following equation:

$$co_{2it} = \alpha_i + \delta t + \beta_{1i}y_{it} + \beta_{2i}re_{it} + \beta_{3i}trs_{it} + \beta_{4i}tr_{it} + \epsilon_{it}$$

(2)

where $i = 1,...,N$ for each country in the panel, $t = 1,...,T$ denotes the time period and $\epsilon$ denotes the stochastic error term. The parameter $\alpha_i$ allows for the possibility of country-specific fixed effects.

To examine the dynamic causal relationship between $CO_2$ emissions, economic growth, renewable energy consumption, international tourism and trade, the empirical analysis will first test the integration order of each variable. Panel unit root tests of the first-generation can lead to spurious results (because of size distortions) if significant degrees of positive residual cross-section dependence exist and are ignored. Consequently, the implementation of second-generation panel unit root tests is desirable only when it has been established that the panel is subject to a significant degree of residual cross-section dependence. In the cases where cross-section dependence is not sufficiently high, a loss of power might result if second-generation panel unit root tests that allow for cross-section dependence are employed. Therefore, before selecting the appropriate panel unit root test, it is crucial to provide some evidence on the degree of residual cross-section dependence.

The cross-sectional dependence (CD) statistic by Pesaran (2004) is based on a simple average of all pair-wise correlation coefficients of the OLS residuals obtained from standard
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2 Merchandise trade is defined as the sum of exports and imports divided by the value of GDP.
augmented Dickey-Fuller (1979) regressions for each variable in the panel. Under the null hypothesis of cross-sectional independence, the CD test statistic follows asymptotically a two-tailed standard normal distribution. The results reported in Table 1 uniformly reject the null hypothesis of cross-section independence, providing evidence of cross-sectional dependence in the data given the statistical significance of the CD statistics regardless of the number of lags (from 1 to 4) included in the ADF regressions.

Table 1. Cross-Section Dependence (CD) Test Cross-Section Correlations of the Residuals in ADF(p) Regressions

<table>
<thead>
<tr>
<th>Variables</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>co₂</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
<td>[0.01]a</td>
<td>[0.04]b</td>
</tr>
<tr>
<td>re</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
<td>[0.01]a</td>
<td>[0.00]a</td>
</tr>
<tr>
<td>y</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
</tr>
<tr>
<td>trs</td>
<td>[0.00]a</td>
<td>[0.00]a</td>
<td>[0.02]b</td>
<td>[0.03]b</td>
</tr>
<tr>
<td>tr</td>
<td>[0.01]a</td>
<td>[0.02]b</td>
<td>[0.01]a</td>
<td>[0.02]b</td>
</tr>
</tbody>
</table>

Notes: Under the null hypothesis of cross-sectional independence the CD statistic is distributed as a two-tailed standard normal. Results are based on the test of Pesaran (2004). Figures in parentheses denote p-values. Significance levels: a(1%) and b(5%).

Two second-generation panel unit root tests are employed to determine the degree of integration in the respective variables. The Pesaran (2007) panel unit root test does not require the estimation of factor loading to eliminate cross-sectional dependence. Specifically, the usual ADF regression is augmented to include the lagged cross-sectional mean and its first difference to capture the cross-sectional dependence that arises through a single-factor model. The null hypothesis is a unit root for the Pesaran (2007) test. The bootstrap panel unit root tests by Smith et al. (2004) utilize a sieve sampling scheme to account for both the time series and cross-sectional dependence in the data through bootstrap blocks. All four tests by Smith et al. (2004) are constructed with a unit root under the null hypothesis and heterogeneous autoregressive roots under the alternative hypothesis. The results of these panel unit root tests are reported in Table 2 and support of the presence of a unit root in all variables under consideration.

Table 2. Panel Unit Root Tests

<table>
<thead>
<tr>
<th>Variable</th>
<th>Pesaran CIPS</th>
<th>Pesaran CIPS*</th>
<th>Smith et al. t-test</th>
<th>Smith et al. LM-test</th>
<th>Smith et al. max-test</th>
<th>Smith et al. min-test</th>
</tr>
</thead>
<tbody>
<tr>
<td>co₂</td>
<td>-1.25</td>
<td>-1.31</td>
<td>-1.42</td>
<td>3.02</td>
<td>-1.25</td>
<td>1.35</td>
</tr>
<tr>
<td>Δco₂</td>
<td>-5.52*</td>
<td>-5.23*</td>
<td>-5.32*</td>
<td>17.93*</td>
<td>-6.62*</td>
<td>6.43*</td>
</tr>
<tr>
<td>Re</td>
<td>-1.28</td>
<td>-1.26</td>
<td>-1.25</td>
<td>3.15</td>
<td>-1.29</td>
<td>1.28</td>
</tr>
<tr>
<td>ΔRe</td>
<td>-5.59*</td>
<td>-5.21*</td>
<td>-6.24*</td>
<td>19.51*</td>
<td>-7.75*</td>
<td>7.21*</td>
</tr>
<tr>
<td>Y</td>
<td>1.14</td>
<td>-1.22</td>
<td>-1.28</td>
<td>2.36</td>
<td>-1.33</td>
<td>1.25</td>
</tr>
<tr>
<td>ΔY</td>
<td>-6.34*</td>
<td>-6.48*</td>
<td>-5.63*</td>
<td>18.74*</td>
<td>-8.64*</td>
<td>6.46*</td>
</tr>
<tr>
<td>trs</td>
<td>-1.52</td>
<td>-1.42</td>
<td>-1.24</td>
<td>1.23</td>
<td>-1.29</td>
<td>1.18</td>
</tr>
<tr>
<td>Δtr</td>
<td>-7.39*</td>
<td>-6.32*</td>
<td>-5.53*</td>
<td>17.98*</td>
<td>-7.71*</td>
<td>6.65*</td>
</tr>
</tbody>
</table>

Notes: Δ denotes first differences. A constant is included in the Pesaran (2007) tests. Rejection of the null hypothesis indicates stationarity in at least one country. CIPS* = truncated CIPS test. Critical values for the Pesaran (2007) test are -2.40 at 1%, -2.22 at 5%, and -2.14 at 10%, respectively. “a” denotes rejection of the null hypothesis. Both a constant and a time trend are included in the Smith et al. (2004) tests. Rejection of the null hypothesis indicates stationarity in at least one country. For both tests the results are reported at lag = 4. The null hypothesis is that of a unit root.
Given the unit root test results, we investigate the presence of cointegration within a heterogeneous panel context using Pedroni’s (2004) methodological approach. The null hypothesis is that there is no cointegration, while the alternative hypothesis is that there is cointegration between variables. Deviations from the long-run equilibrium relationship are represented by the estimated residuals, $\varepsilon_i$. The null hypothesis of no cointegration, $\rho = 1$ is tested via the following unit root test on the residuals:

$$\varepsilon_i = \rho \varepsilon_{i-1} + \omega_i$$  \quad (3)

If the long-run association across the variables under investigation is identified, then we proceed to estimate the long-term structural coefficients using various methodologies of panel estimation, which are more efficient than OLS. Pedroni (2001, 2004) proposed various techniques to estimate systems of cointegrated variables using the Fully Modified OLS (FMOLS). The dynamic OLS (DOLS) is another approach of panel estimation, recommended by Kao and Chiang (2000) and Mark and Sul (2003).

In the final stage, we can use Granger causality testing to examine the presence of any bidirectional causal link across the variables under study. To this end, we run the pairwise Granger causality tests and the vector error correction model for the short- and long-run relationships, respectively. Two stages are suggested by Engle and Granger (1987): the first stage recovers the estimated residuals from Equation (2), while the second stage estimates the parameters related to the short-run adjustment. The estimation of the dynamic vector error correction model is given as follows:

$$\begin{pmatrix}
\Delta Co_{2t} \\
\Delta y_t \\
\Delta re_{it} \\
\Delta rs_{it} \\
\Delta r_{it}
\end{pmatrix} = \begin{pmatrix}
\alpha_1 \\
\alpha_2 \\
\alpha_3 + \sum_{p=1}^{q} \beta_{31p} \\
\alpha_4 \\
\alpha_5
\end{pmatrix} + \begin{pmatrix}
\beta_{11p} & \beta_{12p} & \beta_{13p} & \beta_{14p} & \beta_{15p} \\
\beta_{21p} & \beta_{22p} & \beta_{23p} & \beta_{24p} & \beta_{25p} \\
\beta_{31p} & \beta_{32p} & \beta_{33p} & \beta_{34p} & \beta_{35p} \\
\beta_{41p} & \beta_{42p} & \beta_{43p} & \beta_{44p} & \beta_{45p} \\
\beta_{51p} & \beta_{52p} & \beta_{53p} & \beta_{54p} & \beta_{55p}
\end{pmatrix}$$

$$\begin{pmatrix}
\Delta Co_{2t-1} \\
\Delta y_{t-1} \\
\Delta re_{it-1} \\
\Delta rs_{it-1} \\
\Delta r_{it-1}
\end{pmatrix} = \begin{pmatrix}
\theta_1 \\
\theta_2 \\
\theta_3 \\
\theta_4 \\
\theta_5
\end{pmatrix} + \begin{pmatrix}
\mu_{1it} \\
\mu_{2it} \\
\mu_{3it} \\
\mu_{4it} \\
\mu_{5it}
\end{pmatrix}$$  \quad (4)

where $\Delta$ is the first difference operator; the autoregression lag length, $q$, is determined by the Schwarz Information Criterion (SIC); $\mu$ is a random error term; $ect$ is the error correction term derived from the long-run relationship of Eq.(2). We use the t-statistic tests (VECM) and F-statistic tests (pairwise Granger tests) for the significance of both the long- and the short-run dynamic relationships, respectively.

3. Cointegration results

When CO$_2$ emissions are defined as the dependent variable, the results from panel cointegration statistics are reported in Table 3. The number of lags is selected through the Schwarz Information Criteria, which sets it equal to 2.
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Table 3. Panel residual cointegration test results

<table>
<thead>
<tr>
<th></th>
<th>Alternative hypothesis: common AR coefs. (within-dimension)</th>
<th>Weighted</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Statistic</td>
<td>Prob.</td>
</tr>
<tr>
<td>Panel v-Stat</td>
<td>-0.939302</td>
<td>0.826</td>
</tr>
<tr>
<td>Panel rho-Stat</td>
<td>3.108884</td>
<td>0.999</td>
</tr>
<tr>
<td>intercept</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panel PP-Stat</td>
<td>-8.168414</td>
<td>0.000***</td>
</tr>
<tr>
<td>and Panel ADF-Stat</td>
<td>-5.947938</td>
<td>0.000***</td>
</tr>
</tbody>
</table>

Null hypothesis: No cointegration. *** indicates statistical significance at 1% level. Trend assumption: we consider the cases: intercept and deterministic trend. Lag length selection based on SIC with a max lag of 2. Newey-West automatic bandwidth selection and Bartlett kernel.

The panel cointegration results document that both panel statistics reject the null of no cointegration at the 1% significance level and confirm that there is a long-run relationship across the variables under study. Given that the variables are cointegrated, we proceed to obtain the long-run estimates of Equation (2) using both the FMOLS and DOLS approaches. The results are reported in Table 4 with the estimates including both an intercept and a trend factor.

Table 4. FMOLS and DOLS long-run estimates

<table>
<thead>
<tr>
<th>Variable</th>
<th>FMOLS</th>
<th>DOLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>t-Statistic</td>
</tr>
<tr>
<td>y</td>
<td>1.328570</td>
<td>13.71356</td>
</tr>
<tr>
<td>re</td>
<td>-0.115628</td>
<td>-2.255053</td>
</tr>
<tr>
<td>trs</td>
<td>-0.380224</td>
<td>-3.652889</td>
</tr>
<tr>
<td>tr</td>
<td>0.338421</td>
<td>2.487614</td>
</tr>
</tbody>
</table>

Notes: *** , ** and * indicate statistical significance at the 1%, 5% and 10% level, respectively.

The results indicate that all estimated coefficients are statistically significant and have the expected sign. Based on these estimation results, we show that real GDP and trade are the two major drivers in increasing CO₂ emissions. Moreover, the DOLS estimates indicate that a 1% increase in real GDP leads to higher CO₂ emissions by 1.27%, while a 1% increase in trade leads to higher CO₂ emissions by 0.27%. In terms of the FMOLS estimates, a 1% increase in real GDP leads to an increase in CO₂ emissions by 1.32%, while a 1% increase in trade leads to higher pollution by 0.33%. However, the impact of both the renewable energy consumption and the number of tourist arrivals on CO₂ emissions is negative and may contribute to the reduction of pollution in the long-run. Under DOLS estimates, a 1% increase in renewable energy consumption decreases emissions by 0.10%, while a 1% increase in the number of tourist arrivals decreases CO₂ emissions by 0.3%. In terms of the FMOLS estimates, a 1% increase in the consumption of renewable energy decreases emissions by 0.11%, while a 1% increase in the number of tourist arrivals leads to lower CO₂ emissions by 0.38%.
Overall, for the selected countries panel, the long-run results highlight that the use of both renewable energy and the increase in the number of tourist arrivals are the two major drivers for a significant decline of CO$_2$ emissions.

The results of the short- and long-run causality are reported in Table 5. Using the pairwise Granger causality tests we obtain the short-run interaction between CO$_2$ emissions, real GDP, renewable energy consumption, number of tourist arrivals and trade. The estimated coefficients of the error correction term indicate the adjustment of the dependent variable to its long-run equilibrium.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Short-run</th>
<th>Long-run</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta \text{co}_2$</td>
<td>-2.24074</td>
<td>5.84145</td>
</tr>
<tr>
<td></td>
<td>(0.1353)</td>
<td>(0.0162)**</td>
</tr>
<tr>
<td>$\Delta y$</td>
<td>0.68536</td>
<td>-2.65395</td>
</tr>
<tr>
<td></td>
<td>(0.4083)</td>
<td>(0.1042)</td>
</tr>
<tr>
<td>$\Delta re$</td>
<td>0.12732</td>
<td>0.00364</td>
</tr>
<tr>
<td></td>
<td>(0.7214)</td>
<td>(0.9519)</td>
</tr>
<tr>
<td>$\Delta tr$s</td>
<td>2.11131</td>
<td>4.57020</td>
</tr>
<tr>
<td></td>
<td>(0.1471)</td>
<td>(0.0332)**</td>
</tr>
<tr>
<td>$\Delta tr$</td>
<td>2.06291</td>
<td>3.85331</td>
</tr>
<tr>
<td></td>
<td>(0.1518)</td>
<td>(0.0504)*</td>
</tr>
</tbody>
</table>

Notes: ***”, **”, *” indicates statistical significance at the 1%, 5% and 10% levels, respectively. P-value listed in parentheses.

The results from the pairwise Granger causality tests reveal a short-run unidirectional causality running from renewable energy consumption to CO$_2$ emissions at the 5% significance level, a short-run unidirectional causality running from real GDP to the number of tourist arrivals at the 5% significance level, and a short-run unidirectional causality running from real GDP, renewable energy consumption and the number of tourist arrivals to trade at the 10% significance level. However, there is no short-run causality between economic growth and CO$_2$ emissions, between the number of tourist arrivals and CO$_2$ emissions, and between trade and CO$_2$ emissions in the short-run. Furthermore, no short-run causality links between renewable energy consumption and economic growth and that between renewable energy consumption and the number of tourist arrivals is present either.

The error correction term is statistically significant for CO$_2$ emissions, renewable energy consumption, the number of tourist arrivals, and trade equations, but not statistically significant for the economic growth equation. In that sense, there is long-run causality running from i) economic growth, renewable energy consumption, the number of tourist arrivals and trade to CO$_2$ emissions at the 5% significance level, ii) from CO$_2$ emissions, economic growth, the number of tourist arrivals and trade to renewable energy consumption at the 5% significance level, iii) from CO$_2$ emissions, economic growth, renewable energy consumption, and trade to the number of tourist arrivals at the 1% significance level, and iv) from CO$_2$ emissions, economic growth, renewable energy consumption and the number of tourist arrivals to trade at the 1% significance level.

4. Discussion
The short-run Granger causality test results reveal the absence of any causal relationship between economic growth and renewable energy consumption. Our findings are similar to those by Menegaki (2011) for the case of 27 European countries, but opposite to those by Apergis and Payne (2010a) for a panel of OECD countries, while Apergis and Payne (2010b) for the case of Eurasia, and Apergis and Payne (2011) for Central America countries find a bidirectional dynamic causal link between renewable energy consumption and economic growth. Our findings indicate that in the short-run, the use of renewable energy is not expected to affect economic growth, while the expansion of economic activities in the selected region is not expected to impact the consumption of renewable energy, a result conducive to the neutrality hypothesis. In addition, we find the absence of short-run causality link between CO\textsubscript{2} emissions and economic growth, implying that increases in economic growth are not expected to have any impact on the environmental quality, while increases in the pollution share may not affect the economic activities development either. This result is opposite to that provided by Apergis and Payne (2009) for a panel of six Central American countries and by Apergis et al. (2010) who find bidirectional causality between economic growth and CO\textsubscript{2} emissions. We additionally find the absence of any short-run dynamic causal relationship between CO\textsubscript{2} emissions and the number of tourist arrivals and between CO\textsubscript{2} emissions and trade, indicating that any changes in the number of tourists arrivals in the case of the Central and South American countries are not expected to affect environmental quality, while any changes in the degree of pollution are not expected to impact the number of tourist arrivals either. Moreover, any increases in the degree of pollution are not expected to influence trade activities, while any increases in trade are not expected to increase CO\textsubscript{2} emissions in this region.

By contrast, our short-run Granger causality tests document the presence of unidirectional causality running from renewable energy consumption to CO\textsubscript{2} emissions without any feedback, implying that any renewable energy increases are expected to reduce the degree of pollution, while efforts to reduce CO\textsubscript{2} emissions are not expected to affect renewable energy policies. Our results are in contrast with those provided by Apergis et al. (2010) who find a bidirectional short-run causality between renewable energy consumption and CO\textsubscript{2} emissions.

Regarding the interdependence between renewable energy consumption and trade, short-run Granger causality tests highlight the presence of unidirectional causality running from renewable energy consumption to trade. This result is not in line either with the findings by Al-Mulali et al. (2014) for a number of Latin American countries; they find a unidirectional causality running from trade to renewable energy consumption. Our results are not similar to those provided by Ben Aïssa et al. (2014) either for a panel of 11 African countries; they find no causal relationship between these two variables. Therefore, our results indicate that any conservation in the use of clean energy is expected to slow down exports or/and imports, but the reverse does not seem to hold.

A unidirectional short-run causality has been also found running from economic growth to trade, with the feedback channel not to hold, indicating that increases in real GDP are expected to increase trade in the short-run. These results are contrary to those provided by Ben Aïssa et al. (2014). However, the authors show the presence of bidirectional causality between economic growth and trade. We additionally find unidirectional causality running from the number of tourist arrivals to trade, while no causality between renewable energy consumption and the number of tourist arrivals is present in the short-run. These results are not only new in the literature, but also substantially interesting. In other words, economic authorities on the selected region should increase the use of renewable energy consumption not only to stimulate economic growth, but also to reduce pollution, while policymakers should think effectively about international tourism strategies, which could be a good policy
to combat global warming as well as to encourage more green technology transfers across countries.

In the long-run, all error correction terms are statistically significant, with the exception of that in the real GDP equation. In other words, there is bidirectional long-run causality between CO\textsubscript{2} emissions, renewable energy consumption, the number of tourist arrivals and trade. Interestingly, the finding of bidirectional causality between these variables suggests the presence of a long-run interaction between them. The long-run causality between renewable energy consumption and trade, suggests that higher levels renewable energy consumption are expected to accelerate the expansion of trade activities, while more trade is expected to have a stronger influence on the share of renewable energy use in total energy consumption.

The long-run dynamic causal relationship between the number of tourist arrivals and renewable energy consumption indicates that a policy designed for the development of the tourism sector could be a good supportive policy for the expansion of the share of renewable energy in the total energy mix, while the long-run bidirectional relationship between the number of tourist arrivals and trade denotes that increases in the number of tourist arrivals in the case of the Central and South American countries may substantially contribute to increases in international trade transactions. At the end of the day, the adoption of clean technology for production purposes does not seem to be the only venue to reduce CO\textsubscript{2} emissions. However, increasing the number of tourist arrivals can significantly assist the Central and South American countries to decline their levels of CO\textsubscript{2} emissions, while at the same time they can increase their economic activity.

5. Conclusions and Policy Implications

This paper examined the dynamic causal linkages between CO\textsubscript{2} emissions, economic growth, renewable energy consumption, the number of tourist arrivals and trade for a panel of Central and South American countries spanning the period 1995-2010. The primary goal of this empirical study was to explore the impact of both the number of tourist arrivals and trade on the environmental quality, given that renewable energy is considered the primary energy source of production. Using panel cointegration tests, the empirical findings showed that the long-run relationship across the above variables has been strongly supported when CO\textsubscript{2} emissions turns to be the dependent variable.

Based on both FMOLS and DOLS estimates, the long-run results documented that both economic growth and trade significantly contribute to more CO\textsubscript{2} emissions. Indeed, any increase in real GDP or in the share of merchandise trade exchanges increased the level of pollution in the regions under study. However, both renewable energy consumption and the number of tourist arrivals are substantial drivers for the decline of CO\textsubscript{2} emissions.

Short-run Granger causality tests highlighted unidirectional causality running from renewable energy consumption to CO\textsubscript{2} emissions, indicating the pivotal role of renewable energy in the reduction of such emissions. Moreover, there was ample evidence for the presence of unidirectional causality running from economic growth, renewable energy consumption and the number of tourist arrivals to trade, as well as unidirectional causality running from trade to the number of tourist arrivals. In the long-run, the vector error correction model displayed the presence of bidirectional causality across all the relevant variables, except for the case of economic growth.

The empirical finding raise a number of substantial policy implications related to: (i) the authorities in the Central and South American countries should use more renewable energy to stimulate the path of economic growth and, simultaneously, to reduce levels of pollution, (ii) policies that support the development of the tourism sectors seems to be a good vehicle to combat global warming across the two regions, (iii) the adoption of clean technologies using
renewable energy for production purposes as well as the expansion of the number of tourism arrivals seem to be the two major drivers for significantly enhance environmental quality levels.
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