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ABSTRACT

Economic experiments report that individuals perform better under a piece rate payment scheme in comparison to a fixed payment scheme. The reason is straightforward: incentives motivate people, and without incentives they decrease their effort. Yet women are prone to choose a fixed payment over a piece rate payment scheme. We aim to find out if this gender effect is related to prenatal exposure to testosterone, which by nature is sexually dimorphic and has permanent effects on human brain development with an impact on cognitive and physical skills, as well as behavior. We investigate the effect of prenatal testosterone exposure on performance adjustment in a real effort task. Each subject is salaried under either a fixed rate or piece rate payment scheme for five periods and subsequently encounters the alternative payment method for another five periods. To observe the prenatal testosterone levels that the participants were exposed to during pregnancy, we use the so-called digit ratio as an indirect measurement method. It uses the length-ratio between the participants’ index and ring fingers to infer about their in utero testosterone exposure. Our results confirm the previous findings indicating that individuals perform better when incentivized by a piece rate payment scheme. Subjects who are paid piece rate in the first half of the experiment immediately decrease their performance at the beginning of the second half when paid under a fixed payment scheme. In contrast, subjects increase their effort if the payment method is switched from fixed rate to piece rate in the second half of the experiment. Subjects who were exposed to higher levels of prenatal testosterone provide significantly lower effort when the payment scheme is switched from piece rate to fixed rate.
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**Introduction**

Companies adopt various wage strategies to maximize the productivity of their employees. One of those wage strategies that increase efficiency is using piece rate payment schemes (PS hereafter) instead of paying fixed salaries if the job type is suitable. In his celebrated study, Lazear (1986) concludes that piece rate PS yields higher productivity than fixed rate PS. Furthermore, companies may change their wage strategies in some instances. Previous studies have shown that when fixed salaried workers encounter a piece rate PS their performances increase dramatically (Lazear 1996). In case of a PS transition of this sort, a within-subject analysis is sounder than making between-subject comparisons. What is more, a within-subject analysis may enable us to examine the effects of individual differences on the performance adjustment.

What causes the workers to adjust their effort in ways that differ from one individual to another? We fit this question into the research area of digit ratio (hereafter DR) studies and investigate the effects of prenatal testosterone exposure on performance adjustment in a laboratory experiment.1

Compared to earning a fixed amount of money for performing a certain task, employees provide higher effort when they are paid according to their performance. A body of literature compares the outcomes of fixed wage PSs and piece rate PSs and concludes that the latter is more efficient than the former (Lazear 1986, Paarsch & Shearer 2000, Shearer 2004, Dohmen & Falk 2011). In other words, individuals react to incentives. The effectiveness of financial incentives is studied in the meta-analysis of Jenkins et al. (1998), and Laffont & Martimont (2009) formalize the concept of incentives in an economic framework. Also the decades-old evidence in the psychology literature emphasizes the significance of incentives for task performance (See Locke 1968 for a detailed review). Meanwhile, a major argument against financial incentives is that they do not create a lasting increase in commitment or change attitudes, but rather merely motivate people to complete a certain task in the short run (Kohn 1993).2

The evidence on incentives and gender shows that females are more reluctant to compete than males; and males perform better in competitive environments compared to females. Dohmen & Falk (2011) show that females prefer fixed PSs compared to variable PSs. Gneezy et al. (2003) study gender effects in an experiment that contains a real effort task. The subjects are first paid under a piece rate PS, then switched to a tournament based PS. Men’s performance increased after the switch, but women’s performance remained the same. Using a similar design, Niederle & Vesterlund (2007) did not find any significant performance differences between the sexes. Nonetheless, the majority of the women preferred not to be in a tournament while only one quarter of the male participants shunned competition. One common explanation for the competition-averse preferences of women is that they are less

---

1 Charness & Kuhn (2011) survey the experimental studies in labor economics and discuss the methodology in detail. See also Falk & Fehr (2003) for a discussion of experiments in Labor Market Economics.

2 Eisenberger & Cameron (1996) discuss the detrimental effects of rewards in depth.
overconfident than men (Lundeberg et al. 1994, Barber & Odean 2001). Apart from environmental factors, this gender difference may be caused by some dissimilar physiological traits of the sexes. In particular, prenatal exposure to testosterone might be partly responsible for this gender effect.

Male fetuses are exposed to more testosterone than female fetuses. This exposure has direct effects on the brain development and also on the sensitivity to circulating androgens (Goy & McEwen 1980, Manning et al. 1998). Several cognitive and physical diversities among humans may thus be associated with prenatal testosterone (PT henceforth) (Manning et al. 2003). One of these physical diversities proven to correlate with PT levels is the ratio between the lengths of the index and ring fingers (2d:4d). The so-called DR is a putative indirect marker of PT exposure during pregnancy, for which a low DR indicates a high level of PT exposure (Manning et al. 1998). One apparent conclusion is that females usually have higher DRs than males (See the meta-analysis of Hönekopp 2010). Nevertheless, there can be considerable within-subject variability of the DR levels in male and female samples.

This variation within and between sexes has been used to identify links between a number of somatic traits and DR. For example, superior athletic abilities (Manning & Taylor 2001, Paul et al. 2006, Benett et al. 2010) and a high sperm count (Manning et al. 1998) are negatively correlated with DR.

Since Zuckerman (1994) it is presumed that males are sensation seekers. Studies like Austin et al. (2002), Fink et al. (2006) and Hampson et al. (2008) have confirmed a negative relationship between DR and sensation seeking. However, the results are not fully consistent. Additionally, some studies suggest that PT has a negative impact on competitive behavior. Hönekopp et al. (2006) show this effect in athletic activities, but cannot disentangle the correlative relationship between attainment and competitiveness. Pearson & Schipper (2012) and Apicella et al. (2011) cannot demonstrate any significant connection between DR and competitiveness. Meanwhile, Millet & Dewitte (2008) and Millet (2009) explain that individuals with low DR may have a higher need for achievement.

According to evidence, numerous cognitive skills are also positively affected by higher exposure to PT. For example, Slumming & Manning (2000) found such a relation to musical skills. In addition, spatial abilities are negatively correlated with DR (See Puts et al. 2008 for a meta-study). Numerical intelligence (Luxen & Buunk 2005), cognitive reflection test scores (Bosch et al. 2013) and exam marks among male dentistry students (Hopp et al. 2012) are also negatively correlated with DR. Since low DR is correlated with higher numerical abilities it may generate profit maximizing decisions as found in economics experiments (Buser 2012).

---

3 For further evidence regarding gender differences in risk attitudes, social preferences and emotions, see Croson & Gneezy 2009.

4 See the meta-analysis by Voracek (2010) for the relationship between DR and sensation seeking.

5 The relationship between academic performance and DR is still unclear. In an earlier study, Romano et al. (2006) observed a positive relationship between DR and the grades of male university students while the study of Nye et al. (2012) found a non-linear relationship.
Such a connection would also be in line with the findings of Coates et al (2009) indicating that low DR is associated with higher success in financial markets.\textsuperscript{6}

In the current experiment, subjects engage in a real effort task for 10 periods. Half of the subjects are paid under a fixed rate PS (Treatment 1) and the other half using a piece rate PS (Treatment 2) for the first 5 periods of the task (Phase 1). Next, the PSs are switched for the remaining 5 rounds (Phase 2) of the experiment in both treatments: subjects who are paid a fixed rate in Phase 1 of the task are paid according to their performance in Phase 2, and vice versa for the subjects initially paid a piece rate. This design allows us to focus on the effort provision changes as a reaction to PS modifications. Subjects are not informed about the switch to a different PS until Phase 2. Their performance in Phase 1 can therefore be considered to be independent from the other PS in Phase 2, and it is possible to compare the two PSs with each other. If the previous evidence on the negative effect of DR on the higher need for achievement (Millet 2009) is valid, we expect different reactions to the switch from fixed to piece rate PS for low and high DR subjects. Namely, low DR individuals should increase their effort more than high DR individuals. In the reversed case of a switch from a piece rate to a fixed rate PS, we expect individuals with a low DR to decrease their effort significantly more than high DR subjects. A finding of this kind would be an indicator of a relationship between the PT and the behavior as indicated by the game theoretical prediction of the fixed rate PS, which is to not to work at all.

We will demonstrate that there are no significant differences between the two treatments in Phase 1 of the experiment. In addition, DR does not initially play an important role in affecting the performance of the subjects. However, subjects who face the piece rate PS in Phase 2 increase their effort strongly. The effect of DR is highly significant among the subjects who face the fixed rate PS in Phase 2. Those with a lower DR decrease their performance dramatically compared to those who have higher DR. In the next section, we will explain the experimental procedure in detail. Further, we will present the results and conclude.

**Experimental Design**

The experimental sessions were conducted in 2012 and 2014 at the University of Kiel with a maximum of 20 subjects per session and a total number of 114 student participants. We only use the data from 112 subjects, as two subjects were excluded from the study: one non-Caucasian participant and one participant with a hand injury. Previous studies report that DR is ethnicity-related (Manning et al. 2004), thus running DR studies with subjects with a common ethnic background is a common procedure. After entering the room, the participants were randomly assigned to separate cabins with a computer. Instructions were given on their computer screen and read out loud by the experimenter.

\textsuperscript{6}A low DR is associated with greater delay discounting in women (Lucas & Koff 2010) and higher risk taking for both sexes (Stenstrom 2011, Garbarino et al 2011, Brañas-Garza & Rustichini 2011).
Our research questions inquire into how people adopt their effort under changing incentive schemes and whether DR plays any role in the behavioral differences in adaptation. To implement the disutility of work, we chose a slider task (Gill and Prowse 2011) as our real effort task, which was computerized and implemented using the Z-tree software (Fischbacher 1999). We chose the slider task as it is easy to understand, the cognitive requirements are low and it has small increments of effort provision. Moreover, it gives sufficient disutility of effort provision, which is an especially necessary characteristic. The experiment would be compromised if the task provided some form of enjoyment. Post-experiment debriefing showed that the task was sufficiently unpleasant not to be considered an enjoyable task in itself. Furthermore, Gill and Prowse (2011) do not find ability differences between men and women in the slider task. In addition, the task does not allow confidence to play a role in the performance, thus it is not a masculine task.7

In the real effort task, participants find 48 sliders on their screen (See Figure A2 in the Appendix). Each slider can be adjusted to values between 0 and 100, and the task is to set these sliders exactly to 50. Each round takes 2 minutes, with all sliders reset at the end of the period and the total amount of set sliders visualized to the subjects.8 The average duration of the whole task is thus around 22 minutes, including the information screen before the PS switch. The entire protocol lasts 50 minutes. On average, the participants earned €14.

We chose a within-subject design with all subjects facing both PSs. In Treatment 1 (T1), subjects play the task for 5 periods (Phase 1) under a fixed rate PS. Then they continue the task for another 5 rounds (Phase 2) paid under a piece rate PS. In the mirror Treatment 2 (T2), the subjects are initially paid piece rate, then the PS is switched to fixed rate in Phase 2 (See Table 1). As it is seen, the dominant strategies of all participants are to set as many sliders as they can when they are paid a piece rate and not to work at all when the fixed rate PS is current.

Before each treatment, subjects are informed about their PS for the following task on a separate screen. Under fixed rate PS, participants earned a fixed wage of 125 tokens 6regardless of the number of correctly set sliders. Under piece rate PS, subjects earned one token for each slider. At the end of the experiment, each token earned was worth € .03. The fixed wage of 125 tokens is more than most subjects9 achieved during the piece rate PS. This was designed to avoid causing a subject that switches from a piece rate to a fixed rate PS to regard this switch as a wage decrease. By setting this fixed wage, we make effort reduction less likely.

---

7 Several studies argue that the difficulty of a task and gender differences are related due to the differences in confidence between the players’ types. See Moore & Small (2004), Lundeberg et al. (1994) and Niederle & Vesterlund (2007).
8 No subject was able to set more than 48 sliders in two minutes. This means that there was no upper limit for effort provision in this task.
9 In total, five subjects managed to earn slightly more than 125 tokens.
Additionally, we included a brief post-experiment questionnaire asking about demographic and socioeconomic factors. To gather the DR data, we scanned the right hands of the participants using a high-resolution scanner (Epson Perfection 1660). The DR scanning and measuring protocol was identical to Neyse & Brañas-Garza (2014). Two different researchers measured DR using ©Adobe Photoshop. The correlation between the two measurements was highly significant at a .95 level.

### Experimental Results

The average DR is \( .965 (± 0.005) \) for the male participants and \( .976 (± 0.005) \) for the female participants (See Figure A1 in the Appendix). A two-sample mean comparison test shows that \( t=-1.5586 \) with 110 degrees of freedom (\( p=0.1220 \)). Even though the literature finds stronger differences in gender, the effect size of gender (cohen’s \( d \approx .29 \)) lies well within the suggested confidence interval (\( \approx .35 \)) of Hönekopp, (2010).

The average effort level is \( 17.03 \) (SD 6.18) over the 10 periods. The mean score under fixed rate PS is \( 16.13 \) (SD 5.53), and \( 17.99 \) (SD 5.14) under the piece rate PS. A two sample mean comparison test rejects the null hypothesis that the mean scores for the two PSs are equal (\( t= -2.6644, p=0.0083 \)). This result confirms that the effort levels are higher under the piece rate PS.

Figure 1 illustrates the average scores in each period of the experiment. The blue trend line represents T1 where subjects start the task under a fixed rate PS, whereas the red trend line shows the average scores for T2 where subjects are paid under a piece rate PS in the first 5 periods. The graph shows that the performance of the subjects follows a similar pattern until the 5\(^{th} \) period. The average scores for the two treatments in Phase 1 (the first 5 periods) are not significantly different (coeff=1.330, \( p=.130 \)). If we focus on each of the 5 periods of Phase 1 separately, the only significant difference in effort provision occurs in period 2 (coeff= 2.384, \( p=.046 \)), but this difference does not persist over the phase. The reason behind this indifference is that the subjects are not informed about the existence of another PS, so they lack a reference point to compare their PS to. Effort levels increase over the first 5

---

10 Panel data GLS regression result, controlled for period effects.

11 Corgnet et al. (2014) does not find any individual performance differences between the subjects who could use Internet for leisure during the real effort task and the subjects who could not. In line with our result, this is due to information availability.
periods, which is a common trend in real effort tasks. This effect is significant for both treatments ($p=.000$) in the panel data analysis.

In Phase 2, however, this effort pattern changes as expected. The switch from a fixed rate PS to a piece rate PS increases the average scores from Phase 1 to Phase 2, whereas the switch from a piece rate to fixed rate PS does not ($p=.000$ and $p=.424$, correspondingly).\(^{12}\) If we focus solely on the 5\(^{th}\) and 6\(^{th}\) period, the average score increases by 9.80% for T1; meanwhile, for T2, the decrease is 14.28%. This switch effect is significant for both treatments at $p=.0253$ and $p=.0592$, respectively ($t=-2.2657$ for T1; $t=-1.9075$ for T2).

**Figure 1:** Average Scores per Treatment over the 10 Periods

![Graph showing average scores per treatment over 10 periods](image)

Panel data analysis shows that the effort levels for T1 are significantly higher than for T2 over rounds 6 to 10 ($p=.000$). The average score in Phase 2 of the experiment is 15.2 (SD 7.13) for the fixed rate PS and 20.18 (SD 3.38) for the piece rate PS.

Table 2 presents the panel regression analysis of the effort levels for both phases of the experiment. The first two models of each phase include the subjects in both treatments together, which are followed by the models of the two treatments separately. Models (2), (4) and (6) additionally include interaction variables, whereas (1), (3) and (5) do not. The dependent variable is effort for all regressions, which represents the number of sliders the subjects correctly set in each period. fixfirst is a dummy variable that is equal to 1 if the subjects faced the fixed rate PS first and the piece rate PS second (T1). DR represents the digit ratio, which lays between .88 and 1.07 and ffixDR the interaction between DR and fixfirst. We

\(^{12}\) Panel-data GLS regressions; coefficients are 3.486 for T1 and -.235 for T2.
use this binary variable to disentangle the effects of DR and the treatments. *female* is the dummy variable for gender; it is equal to 1 for women and 0 for men. We control for the interaction between *female* and *DR* using the *femxDR* variable. Finally, *period* is the time variable, which is 1 to 5 for Phase 1 and 6 to 10 for Phase 2.

There is no effect of DR or the treatment on effort provision in the first phase of the experiment. The *period* variable gives the only significant result, which points to an increase in effort during Phase 1. This increase could be due to learning effects as subjects get accustomed to the task during the first periods. The lack of significance of *fixfirst* in Phase 1 is not surprising because the subjects do not have any reference points in terms of incentives in Phase 1 of the experiment. However, when subjects are able to compare fixed payment and piece rate PSs, they adjust their effort in Phase 2 of the experiment.

The second part of the table (Phase 2) shows that the subjects indeed adjust their performance according to the PS switch. The first column shows a strong positive effect of *fixfirst* and *DR*. However, the interaction term *ffxDR* in the second model reveals that the effect of *DR* is due to the subjects in T2. Models (3) and (4) show that, the effect of *DR* is not due to subject behavior during T1. The last two models, (5) and (6), confirm that the effect of *DR* on effort originates from the subjects in T2. When the PS is switched from piece rate to fixed rate, high DR subjects work harder than the subjects who have low DR (p<.01 in both models). There is no such impact of DR in T1.

Gender does not play an important role other than in T1 in Phase 1. Column (3) show that the effort levels of females are slightly lower than the males, yet the significant level is only .057. In Phase 2 females of the first treatment pay significantly less effort (p=.035) than males. This result is in line with the previous evidence in the literature saying that women performs worse under variable PS (Dohmen & Falk (2011), Gneezy et al (2003)). The gender effect disappears when we include the interaction variable *femxDR*, in the model in the columns (4) in both phases, which points out a joint effect of gender and DR. In T2, no gender effect is found in the first phase, even without the interaction term. Small significance of *female* variable in column (5) at 7% significance level disappears when we introduce the interaction variable. However the significance of DR remains. This result shows that positive effect of is not due to gender effect. The *period* variable does not affect *effort* in Phase 2, which points to no repetition effects.

Since we are not focusing on the effort levels but the effort adjustment behavior of the subjects, we now take a closer look at the results in Phase 2. The interesting result here is the prominent effect of *DR* in the T2, but not in T1. On-going discussion concerning the effect of *DR* on the need for achievement cannot find any support in these results. That is, we find no significant negative effect of *DR* in T1 in Phase 2. Furthermore, as mentioned in the literature section, a low DR (a higher level of PT exposure) is associated with higher numerical and cognitive skills. Our results on *DR* in columns (5) and (6) in the second part of Table 2 may support this argument. Under fixed payment, subjects do not have to show any effort because there are no incentives. The results show that subjects with a lower DR react more strongly when incentives are removed and reduce effort more notably than subjects with a higher DR.
### Table 2: Regressions by Phases

#### PHASE 1

<table>
<thead>
<tr>
<th></th>
<th>Both Treatments</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>fixfirst</td>
<td>1.277</td>
<td>18.399</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(.148)</td>
<td>(.411)</td>
<td></td>
</tr>
<tr>
<td>DR</td>
<td>5.585</td>
<td>14.998</td>
<td>-1.325</td>
</tr>
<tr>
<td></td>
<td>(.630)</td>
<td>(.375)</td>
<td>(.908)</td>
</tr>
<tr>
<td>ffxDR</td>
<td>--</td>
<td>-17.633</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.443)</td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>-1.071</td>
<td>-1.061</td>
<td>-1.682</td>
</tr>
<tr>
<td></td>
<td>(.229)</td>
<td>(.234)</td>
<td>(.057)</td>
</tr>
<tr>
<td>femxDR</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>period</td>
<td>1.066</td>
<td>1.067</td>
<td>.944</td>
</tr>
<tr>
<td></td>
<td>(.000)</td>
<td>(.000)</td>
<td>(.000)</td>
</tr>
<tr>
<td>cons</td>
<td>7.496</td>
<td>-1.637</td>
<td>16.162</td>
</tr>
<tr>
<td></td>
<td>(.503)</td>
<td>(.920)</td>
<td>(.144)</td>
</tr>
<tr>
<td>Nobs</td>
<td>560</td>
<td>560</td>
<td>295</td>
</tr>
<tr>
<td>Ngroups</td>
<td>112</td>
<td>112</td>
<td>59</td>
</tr>
<tr>
<td>$R^2$ overall</td>
<td>.0903</td>
<td>.0937</td>
<td>.1194</td>
</tr>
</tbody>
</table>

#### PHASE 2

<table>
<thead>
<tr>
<th></th>
<th>Both Treatments</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>fixfirst</td>
<td>4.921</td>
<td>78.933</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td>(.000)</td>
<td>(.001)</td>
<td></td>
</tr>
<tr>
<td>DR</td>
<td>32.406</td>
<td>73.096</td>
<td>1.878</td>
</tr>
<tr>
<td></td>
<td>(.015)</td>
<td>(.000)</td>
<td>(.868)</td>
</tr>
<tr>
<td>ffxDR</td>
<td>--</td>
<td>-76.223</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.003)</td>
<td></td>
</tr>
<tr>
<td>female</td>
<td>.488</td>
<td>.532</td>
<td>-1.841</td>
</tr>
<tr>
<td></td>
<td>(.635)</td>
<td>(.592)</td>
<td>(.035)</td>
</tr>
<tr>
<td>femxDR</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>period</td>
<td>.065</td>
<td>.065</td>
<td>.118</td>
</tr>
<tr>
<td></td>
<td>(.422)</td>
<td>(.422)</td>
<td>(.185)</td>
</tr>
<tr>
<td>cons</td>
<td>-17.006</td>
<td>-56.489</td>
<td>18.315</td>
</tr>
<tr>
<td></td>
<td>(.188)</td>
<td>(.002)</td>
<td>(.094)</td>
</tr>
<tr>
<td>Nobs</td>
<td>560</td>
<td>560</td>
<td>295</td>
</tr>
<tr>
<td>Ngroups</td>
<td>112</td>
<td>112</td>
<td>59</td>
</tr>
<tr>
<td>$R^2$ overall</td>
<td>.1898</td>
<td>.2410</td>
<td>.0572</td>
</tr>
</tbody>
</table>

Notes: Panel Data, GLS regressions; p-values are given in the parentheses. Dependent variable is effort, where period is the time variable that is [1,5] for Phase 1 and [6,10] for Phase 2. Models (1) and (2) include both treatments, whereas 3rd and 4th columns are devoted to T1 and the latter two show the models for T2. DR is the digit ratio variable, fixfirst is a dummy for treatment effects and is 1 for T1, 0 for the second. $ffxDR$ is the interaction term between variables dr and fixfirst. female is the gender variable and femxDR is the interaction variable for dr and female.
In addition to panel data analysis, which focuses on the absolute levels of effort, we run another set of OLS regressions to study the change in effort levels after the PS switch at the end of 5th period (See Table 3). The new variable \( \text{diff} \) stands for the difference between the total effort level under piece rate PS and fixed rate PS (\( \sum_{\text{piece}} - \sum_{\text{fix}} \)). In all of the six models, \( \text{diff} \) is the dependent variable and all independent variables correspond to the ones in Table 2. The first section of the table includes both treatments jointly; the second and third parts are devoted to the two treatments separately.

**Table 3: Regressions of Effort Adjustment Behavior**

<table>
<thead>
<tr>
<th></th>
<th>Both Treatments (1)</th>
<th>Treatment 1 (2)</th>
<th>Treatment 2 (3)</th>
<th>Treatment 2 (4)</th>
<th>Treatment 2 (5)</th>
<th>Treatment 2 (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{fixfirst} )</td>
<td>14.79</td>
<td>-297.836</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(.001)</td>
<td>(.008)</td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.019)</td>
<td>(.013)</td>
</tr>
<tr>
<td>( \text{DR} )</td>
<td>-117.178</td>
<td>-289.052</td>
<td>16.024</td>
<td>70.432</td>
<td>-273.795</td>
<td>-437.329</td>
</tr>
<tr>
<td></td>
<td>(.048)</td>
<td>(.001)</td>
<td>(.635)</td>
<td>(.128)</td>
<td>(.019)</td>
<td>(.013)</td>
</tr>
<tr>
<td>( \text{ffxDR} )</td>
<td>-</td>
<td>321.969</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>(.005)</td>
<td>(.005)</td>
<td>(.005)</td>
<td>(.005)</td>
<td>(.005)</td>
<td>(.005)</td>
</tr>
<tr>
<td>( \text{female} )</td>
<td>-8.619</td>
<td>-8.806</td>
<td>-794</td>
<td>110.45</td>
<td>-17.665</td>
<td>-298.168</td>
</tr>
<tr>
<td></td>
<td>(.058)</td>
<td>(.046)</td>
<td>(.761)</td>
<td>(.092)</td>
<td>(.046)</td>
<td>(.181)</td>
</tr>
<tr>
<td>( \text{femxDR} )</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-114.361</td>
<td>-</td>
<td>289.527</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(.001)</td>
<td>(.001)</td>
<td>(.089)</td>
<td>(.027)</td>
<td>(.011)</td>
</tr>
<tr>
<td>( \text{cons} )</td>
<td>119.924</td>
<td>286.701</td>
<td>1.351</td>
<td>-51.212</td>
<td>276.585</td>
<td>434.308</td>
</tr>
<tr>
<td></td>
<td>(.036)</td>
<td>(.001)</td>
<td>(.967)</td>
<td>(.251)</td>
<td>(.014)</td>
<td>(.011)</td>
</tr>
<tr>
<td>N</td>
<td>112</td>
<td>112</td>
<td>59</td>
<td>59</td>
<td>53</td>
<td>53</td>
</tr>
</tbody>
</table>

\( R^2 \) | .1564 | .1871 | .005 | .0563 | .1878 | .2140 |

Note: \( p \)-values are given in the parentheses. OLS regressions. Dependent variable is \( \text{diff} \). The first two models include all the subjects, whereas columns (3) an (4) are devoted to T1 and the latter two models include the subjects of T2. \( \text{dr} \) is the digit ratio variable, \( \text{fix first} \) is a dummy for treatment effects and is 1 for T1, 0 for the second. \( \text{ffxDR} \) is the interaction term between variables \( \text{dr} \) and \( \text{fix first} \). \( \text{female} \) is the gender variable and \( \text{femxDR} \) is the interaction variable for \( \text{dr} \) and \( \text{female} \).

When both treatments are studied jointly, the negative sign of \( \text{DR} \) in columns (1) and (2) supports the idea that a low DR is associated with higher effort under a piece rate PS in comparison to a fixed rate PS (\( p=.048 \) and \( p=.001 \), respectively). The significant positive effect of \( \text{fixfirst} \) in the first two models is in line with the previous results; when the PS is switched from fixed rate to piece rate, the effort level rises as well. Interaction variable \( \text{ffXDR} \) shows that the effect of \( \text{DR} \) on \( \text{diff} \) is mainly due to T2.

Models (3) and (4) focusing on T1 do not provide any significant results neither for \( \text{DR} \) nor \( \text{female} \). That is, we do not observe any effect of testosterone or gender.

In the two last columns of the Table 3, we present the regression analysis of T2. In model (5), both \( \text{DR} \) and \( \text{female} \) have a negative effect on \( \text{diff} \) (\( p<.05 \)). This gender effect disappears when we introduce the interaction term \( \text{femxDR} \) in column (6), but the effect of \( \text{DR} \) remains highly
significant \( (p = 0.013) \). This results show that the subjects with low DR react to PS changes faster in T2 and this effect of DR is not due to the gender.

**Conclusion**

The evidence on incentives and gender showed that females prefer fixed rate PS over variable PS. We examine the effects of gender and exposure to testosterone on the effort provision under different PS’s to find out if this gender effect may be related to PT.

The results of our study suggest that PT might have a partial impact on effort provision decisions of the participants in a real effort task. We observe different patterns of performance adjustment behavior among individuals when they are subject to PS changes, and we find evidence for a relationship between the DR and the adjustment behavior. When fixed salaried subjects switch to a piece rate PS they increase their effort provision significantly. This is clearly due to the effectiveness of incentives: people increase their effort when they are paid according to their performance. Providing the highest effort possible is the dominant strategy under the piece rate PS.

And yet, we do not find any impact of DR in this group of subjects. Various studies have investigated the possible associations between PT and status seeking, but have not yet reached a solid consensus. Our first hypothesis on higher need for achievement does not find any support in the results of the current study. If such a relationship existed we would have found that individuals with low DR increase their effort provision more than subjects with higher DR. Since this is not the case, the uncertainty of the connection between PT and higher need for achievement remains.

The findings confirm our second hypothesis on the behavior of the individuals for whom the PS switches from piece rate to fixed rate. Not working at all is the dominant strategy under the fixed rate PS. As predicted, when piece rate salaried individuals change to a fixed rate PS in Phase 2 of the experiment, they decrease their effort levels. In this scenario, we observe a solid difference between the behaviors of high and low DR individuals. Subjects with low DR decrease their effort significantly more than subjects with high DR. Buser (2012) shows that low DR individuals give less in Dictator, Trust and Public Good Games. If the motive behind transferring low amounts in those experiments is self-centered preferences of low DR subjects, our results may support this argument. When players are not given any incentives and if there is no risk of being dismissed from employment, not working at all is the dominant strategy. Therefore, providing no effort under the fixed rate PS cannot be interpreted as a norm-violating decision in our design.

Cumulative evidence on the administrative impact of PT on behavior suggests that biological traits are partially affective on numerous individual differences. We should, however, note that the results depend on various factors. The ethnic background of the participants in the sample is one of those. Identical designs and protocols may derive dissimilar results in different regions of the world. Our sample is a Caucasian sample that includes Central and North Europeans exclusively.
Another crucial point is the fact that our results do not point out conclusive evidence regarding the impact of biological differences. These are sample-dependent, indicatory results that cannot be taken as straightforward indicators of skills and personality traits. In particular, it is not feasible or recommended to make professional decisions such as investment or employment based on biological properties of individuals. Still, investigating the biological underpinnings of individual differences is substantial for the purpose of exploring the physical and behavioral diversity of human beings.
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Appendix

Figure A1: Digit Ratios by Gender

Figure A2 Screenshot of the Slider Task