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Abstract

The following note proposes a simple procedure to estimate $k$ parameters of interest in a linear model with potentially $k$ conditionally endogenous variables of interest and $m$ endogenous control variables in the presence of at least one instrumental variable under the assumption of conditional mean independence.
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1 Introduction

In an attempt to uncover causal effects applied empirical researchers frequently resort to instrumental variables estimation using the 2SLS estimator to solve endogeneity issues. The well known order condition for identification states that the number of instruments has to be greater than or equal to the number of endogenous variables. This note proposes a procedure to estimate $k$ parameters of interest in a linear model with potentially $k$ conditionally endogenous variables of interest and $m$ endogenous control variables with at least one conditionally independent instrumental variable $z$ and describes a sufficient condition for consistency. In discussing the conditional mean independence assumption Stock (2010) states, that “focus shifted from developing a full model for $y$ to estimating a single effect well”. Following this reasoning, suppose a researcher is interested in the parameters $\beta$ on $k$ variables denoted by $x$ and obtained $m$ control variables $w$ as well as at least one instrumental variable $z$. Assume that the researcher has a random sample of $\{(y_i, x_i, w_i, z_i)\}_{i=1}^N$, the necessary moments exist and the true model is linear in parameters.

$$y = x'\beta + w'\gamma + u$$

As is well known, if $u$ is mean independent of $x$ given $w$ and the conditional mean of $u$ is linear in $w$ ($E(u|x, w) = w'\delta$), then the OLS estimator (\(\hat{\beta}\)) for the coefficient vector $\beta$ is consistent, assuming the rank condition holds.\footnote{Frölich (2008) emphasizes that the linearity of the conditional mean of $u$ in $w$ ($E(u|x, w) = w'\delta$) is vital for consistency. Wooldridge (2005) shows that the inclusion of certain control variables can lead to a failure of the conditional mean independence assumption.} If the error term ($u$) is not mean independent of the variables of interest ($x$) conditional on the control variables ($w$), then OLS is generally inconsistent. The failure of conditional mean independence leads many researchers to consider instrumental variables strategies. It is easy to show that the the error ($u$) need not be mean independent of the instrumental variables ($z$). In the just- and overidentified case, it suffices for the consistency of the 2SLS estimator that $u$ is mean independent of $z$ given $w$ and the conditional mean of $u$ is linear in $w$ ($E(u|z, w) = w'\delta$). The remainder of the note is structured as follows. In the next section I provide a proof for the consistency of the 2SLS estimator in the just- and overidentified case. In the third section I adapt the proof for the “underidentified” case, propose the main procedure and describe a (stronger) conditional independence assumption, which is sufficient for consistency. The main method is briefly outlined as follows. Assume there are $k$ variables of interest and one valid instrumental variable for all $k$ variables. To obtain consistent estimates for all $k$ parameters perform $k$ separate 2SLS regressions for each $x_j$ $j \in \{1,...,k\}$ using $z$ as an instrument for $x_j$ and $x_{-j}$, $w$ serving as their own instruments. The last section concludes.

2 Proof just- and overidentified case

Proof of $\lim(\hat{\beta}_{2SLS}) = \beta$ if $E(u|w, z) = E(u|w) = w'\delta$, in the case $\text{dim}(z) \geq \text{dim}(x)$:

Stacking all N observations, the model is given by:

$$Y = X\beta + W\gamma + U$$

\footnote{Frölich (2008) emphasizes that the linearity of the conditional mean of $u$ in $w$ ($E(u|x, w) = w'\delta$) is vital for consistency. Wooldridge (2005) shows that the inclusion of certain control variables can lead to a failure of the conditional mean independence assumption.}
The 2SLS estimator can be written as an OLS estimator of a regression of $y$ on $\hat{x}$ and $w$, where $\hat{x}$ denotes the predicted value from the linear projection from $x$ on $z$ and $w (\hat{x} = z'\theta_1 + w'\theta_2)$. Denoting $\hat{e}$ as the corresponding residual, one can write $x = \hat{x} + \hat{e}$. Adding and subtracting $\hat{X}\beta$ to the equation above yields:

$$Y = \hat{X}\beta + W\gamma + (U + (X - \hat{X})\beta)$$  \hspace{1cm} (3)

Using the Frisch Waugh Lovell theorem the coefficients $\hat{\beta}_{2SLS}$ can be obtained by partialling out $W$ from $\hat{X}$ and $Y$. Let $M_W$ denote the residual maker matrix of $W$ given by $M_W = I - W(W'W)^{-1}W'$.

The 2SLS estimator is then:

$$\hat{\beta}_{2SLS} = ((M_W\hat{X})(M_W\hat{X}))^{-1}(M_W\hat{X})(M_WY)$$

$$= (\hat{X}'M_W\hat{X})^{-1}\hat{X}'M_W(X\beta + W\gamma + U)$$

$$= (\hat{X}'M_W\hat{X})^{-1}\hat{X}'M_WX\beta + 0 + (\hat{X}M_W\hat{X})^{-1}\hat{X}'M_WU$$

The third line is due to $M_WW = 0$. Next I obtain the probability limit of the last term in the equation above:

$$plim((\hat{X}'M_W\hat{X})^{-1}\hat{X}'M_WU) = plim(N^{-1}\hat{X}'M_W\hat{X})^{-1}plim(N^{-1}\hat{X}'M_WU)$$

$$= A \cdot E(\hat{X}M_WE(U|W, Z))$$

$$= A \cdot E(\hat{X}M_WW\delta)$$

$$= 0$$

The third line is due to the key assumption $E(u|w, z) = E(u|w) = w'\delta$ and random sampling. The fourth line is due to $M_WW = 0$.

It remains to show that

$$plim((\hat{X}'M_W\hat{X})^{-1}\hat{X}'M_WX\beta) = \beta$$

$$plim(N^{-1}\hat{X}'M_W\hat{X})^{-1}plim(N^{-1}\hat{X}'M_WX) \cdot \beta = \beta$$

If the first two terms on the LHS are equal, then $plim(\hat{\beta}) = \beta$. Use $\hat{X} = X - \hat{E}$.

$$plim(N^{-1}\hat{X}'M_W\hat{X}) = plim(N^{-1}\hat{X}'M_WX) - plim(N^{-1}\hat{X}'M_W\hat{E})$$

$\hat{E}$ is the vector of residuals from a regression of $x$ on $z$ and $w$. Hence the correlation of the predicted values and the residuals is zero and any regressor is uncorrelated with the residual (see FOC’s of OLS).

$$N^{-1}\hat{X}'M_WE = N^{-1}\hat{X}'(I - W(W'W)^{-1}W')\hat{E}$$

$$= N^{-1}\hat{X}'\hat{E} + \hat{X}'W(W'W)^{-1}N^{-1}W'\hat{E}$$

$$= 0 + \hat{X}'W(W'W)^{-1}0$$

$$= 0$$

This completes the proof in the just- and overidentified case.
3 Proof “underidentified” case, the main procedure and example

The main procedure used to obtain consistent estimates for \( \hat{\beta}_j \), \( j \in \{1, \ldots, k\} \) is the following: Run \( k \) separate 2SLS regressions with the following set of instruments. For the estimation of the \( j \)th coefficient \( (\hat{\beta}_j) \) use \( z \) as an instrument for \( x_j \) and \( x_{-j} \), \( w \) serving as their own instruments. \( x_{-j} \) denotes all \( x \)'s without \( x_j \). The following condition is sufficient for the consistency of each \( \hat{\beta}_j \) \( (\plim(\hat{\beta}_j) = \beta_j \ \forall j) \):

\[
E(u|z, x_{-j}, w) = x_{-j}'\delta_{-j,1} + w'\delta_{-j,2} \ \forall j.
\]  

The proof of consistency \( \plim(\hat{\beta}_j) = \beta_j \) is just a matter of redefinition. Let \( W_{new} = [W, X_{-j}] \) be the new “\( W \)” and the proof above applies. The question if the condition \( E(u|z, x_{-j}, w) = x_{-j}'\delta_{-j,1} + w'\delta_{-j,2} \ \forall j \) holds, depends on the application at hand. An example where the assumption seems plausible is the following. Consider the goal of estimating the “causal” effect of various types of employment (for example industrial and service sectors employment) on violent crimes in a linear setting. Assume the error contains criminogenic traits, which lower employment prospects and have a stimulating effect on violent crimes. Consider firm bankruptcies as an instrument. In this example, the condition would hold if the number of bankruptcies is unrelated to criminogenic traits conditional on the number of employees in the service sector and that the number of bankruptcies are unrelated to criminogenic traits conditional on the number of employees in the industrial sector which could be seen as plausible.

4 Conclusion

The note showed that there are cases where one instrumental variable is sufficient for the estimation of \( k \geq 1 \) structural parameters in a linear model. A sufficient condition for consistency was spelled out which may help applied researchers assessing the plausibility of their results when estimating the \( k \) effects separately.
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