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Ca 1NTRODUCTION
The negécive multinomial discributiOn.(n m. d ) arises 1n |
situations whure we go on making trials until exactly no

_oecurrences of the 0th outcome have beem noted and we require
the join: probability of ni occurrences of ‘the itk ocutcome

(L =1, 2,-o-.s) noted before the n th occurrence ‘of the Oth ‘
._outcome. Clearly it is a generalizatica cf the negative binOmial

- *Preseut Address. Department of Statis:ics. University of : .
- Missourd, Columbia, Hissouri 65211 USA. - . e

m



32 - | J.PANARETOS

distribution and just as the lgtter can be deduced from a number
‘of different models so can the n.m.d.(see Sibuya et al., 1964).

In the present note we use the conditional distribution of
le of two n-dimensional random vectors X Y and a relation

between Y and . X - Y to characterize the n.m,d. The relation

we use is an extension to the multivariate case of a condition
known in the literature as the Rao—-Rubin condition (Rao and
Rubin, 1964).

In Section 2 we quote a theorem by Shanbhag (1977) and its
multivariate extension derived by Panaretos (1977). A similar
result concerning truncated distributions is also atated. In
Section 3 we state and prove the characterization of the n.m.d.
Subsequently, characterizations of truncated forms of n.m.d.'s
are mentioned. Finally, in Sectiom 4 an application of the
~characterization is suggested and a comparison 1is made to another
characterization derived by Janardan (1974).

2. SHANBHAG'S RESULT AND ITS MULTIVARIATE EXTENSION

Shanbhag (1977) arrived at a general characterfzation of
discrete distributions using the conditional distribution of two
- random variables. ‘His result can be stated as follows.

Theorem 1. Let {(a ,» b ) ne0,1,---} bea sequence of real
vectors with a_ > 0 for every a3 0 and bo, b1 > 0, b 3 0.
for n 3 2. Denote by {c } the convolution of {a } and {b }

Let (X, YY) be a random vector,of non-negative integer—valued
. components such that P(X =n) = Pn' n 30 with P0 <1l and

- whenever Pn >.0 we have

ab : o
P(Y - rlx =n) = __r-;;l‘-:?- r=0,1,"*",n. " (1)
n | "

Then P{Y - r) = P(Y ™ rlx = Y)’ r ..0’1’...- - : (2)

if and only if (1iff)
P P : ' '

-.-.t}. = .‘Q'A‘n n - 1’2.."’. t.or some e > 00 . (3)

&\\— *0 :

Condition (2) is known in the literatute as the Rao-Rubin
condition. It was first used by Rao and Rubin (1964) to show
that 1f the distribution of Y|X .is binomial, (2) is necessary
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and sufficicnt for X to be a Polsson random variable (r.v.).

{It is clear that Rao and Bubin's refult is a corellary of
Theorem 1.1

Panaretos (1977) extended Shanbhag's result ‘te the multivar-
iate case in the following way.

Theorem 2. Let {I.,aﬁ, bﬂ}:E = (B crvum ), By = 0,1,-00;

B’ on i

f=1,2,+++,8; 8=1,2,***} be a sequence of real vectors such

that dn >0, hﬂ 2 0 for every n1 30, 1= 1,2 .8 with

by * 0. hﬂ,---,ﬂ,l >0 and some b >0

- ]

uinr*"!u’rlr?n

L 11]

“0% ®0,0,04,1,m )un

gome g > 0.
Fl'“z'“ﬂ""'nu

=0,
B -

Dafine ¢ } to be the convelution of [a“} and {h“} Elven

- 2 e
IEl <
by ¢ = a b wWhere &_ = a and E denoting
B ymp T ToRTUT, p
n n n

1 Fi
}_‘ J oaes E’ . Consider a random vector (X, ¥) where

0 r =0

Tyl T

E - (xll..-_xg}, ! - cfli...'Ta] with Il' 71' { = 1'23.1"3 .
non-negative integer-valued r.v.'s such that F(X = n) = Pn* 1.,

P(X) = n,ve0,X =0 ) = P"l"”‘"a with ?“1*”'1'" >0 for
some m, and for every 4 = 1,2,++«,8 and whenever P“ * 0
‘rbn-r

P(Y = x|X = n) = b Ty = 0,100 m 5 4 = 1,2,000 8.

= (4)

=

Also define Htj] - (Hln*“,lj}. ?{j] - Efli-++ij}i

1=2,3,....5 and let x93 5 v gonore that

O =¥ k= 1,2,005,3-1, and X, >Y,). Then

F{Y = r) = P(Y = r|X = ¥) = P(Y = Elxij] > ¢y, 52,3000
(5)
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P P Ll 14 _
- n 0 s n o | '
iff "Z; -~ 131 81 -.for some ‘91.---,98 > 0, : F§)

~Also 1f (6) is true then Y and” X'- Y are independent.

In an attempt to extend Rao and Rubin's result, Télwaker
(1970) used the following relation as the multivariate analogue
of the Rao-Rubin condition :

e R S ]

Clearly (7) is more resggictive than (5). Patil and Ratnaparkhi
(1977) replaced condition (7) with the linear regression of Y

on X and characterized the ‘double binomial and double inverse

. hybergeométric distfibﬁtions,as the di#tribution of 'Y]X.‘

1f one uses the techniques employed by Panaretos (1979) to
generalize Shanbhag's result so as to characterize truncated
distributions, it is possible to derive the following result
characterizing truncated multivariate distributions,

Theorem 3. Consider the following changes in the cqhditibns of

‘Theorem 2. Suppose that a, >0 for n, 3 kl’

> cve ‘.' os e - - - )
- n, ',k2' »0 2 ksi where kl, kz, ’ks are non-negative
integers. (Observe that in this case c. is positive for all
n ;rk.) Assume also this time that P 1is truncated at

-~

k-1, i.e., that- P(X > k) = L, p(x, > k) > 0;'1 =1,2,...,8
and whenever P > 0 '

-~

. . - arbn__S N
Pq .’ £l§ = e) - o ’ ri - olll‘..lni ; ni = ki" kir}‘l".. ;
. Ind ‘ i -. 1,2,"",8. (8)
Then _ E ,
P EI3 0 = - glx e - pr = gl vy 5,

J "‘2,3,"',‘8 . (9)
LEF '
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P P :
n ks omky ‘ >0
-;—-4 = ?— I ci for some 91, 62’ ¢ ' * ,Qs >0 . (10)
n 'k i=l _ : L o
ni = ki . k1+1’...; i P 1”2’.."5' . _ . )

 Evidently, for k = 0, Theorem 3 reducés to Theorem 2.

3. CHARACTERIZATION OF THE NEGATIVE MULTINOMIAL DISTRIBUTION

It was mentioned 'n the Introduction that the conditional
distribution of Y on X will be used to characterize the
n.m.d, as the distributicn of X. The form of the distribution
of Y]X required for this purpose is the negative inverse

'hypergeomptric {(n.i.h.d.) which arises again as a model in inverse
sampling without replavement from a finite population. {(For this
and* other models see Sibuya et al., 1964).

Theorem 4. (Characterization of the negative multinomial dlstri-
bution.) Suppose that :

B(m+t +ec by, p+(n -r )+--~+(n -r )) s in

B(m: p) - i{=1 ri

ri‘ o’l ‘.“,nl" m‘>0 p)o 1312,00-’5 (11)

{(oultivariate 1nverse hypergeometric with parameters m, p)
Then, condition (5) holds 1iff

- n
: p(n+p+n +"‘+n) » s p .
) 1 P i .

o, = 0,1,°¢+ ; 0<p, <1, 2’ P <1, 1= 12---s,p=1- Xp .
17 O i g1 L 283 Py gt

(negative multinomiai with parameters n + p, P1'°‘°.Ps),

Proof. let us consider the following sequencgs ’

-
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‘ I‘(m+r1+--'+rs) _ I‘(p+n1+--.°+ns)
a - . s b = -
T . 8 n -8 o
~ F(m) T ril T Tp) X ni!
4=l o 11

(13)

ri = 0,1,"',“1; ni = :0’,1,‘»"'

. The convolution (cn}, n, = 0,1,+++ of these scquences is

. P(m&pfnl+ +ns) ~ B(vﬂml+’ +rs, p+(n1~rl)+- '+(ns—rs))
ey N omt O B@e)
P

: g8 In -
= i .
x I -
i=1 i

i.e.
T (arkpbn - 40 ) S o |
. cn b . s . [] ni = 1,2’0-.; i = 1.2..00’3. . (lk)
o [(mtp) T nil i SRR R e
o i=1

It can be checked that the conditional distribution (11) can be
expressed ;n thé form arbg_zlgn with a_, bE’ cn’ givep by L
(13) and (14). Hence from Theorem 2 we have that condition (5)
is equivalent to . o :

PP :
.é:.‘.-.-‘-:—‘-‘- I["ei " for soue 91>0,'i=1.2.“'.8-'
. n 0 i=1 E SR
f.e., to. B
. _ ‘ ' n,
P =P i (15)

n® 9 ' w+p) gm1 Pyl

Since L Pn =1 it follows_that

R <

~
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B ¢
e
a i
s,
| {Xe} o - ) B
P_l . i=]1 . m. r(—m-:p*!'nl'(" +ns) pm-i-p IsI i=.1
- m .
o P P 2“9 P(m+p)‘ - 0: qm1 ni!
'where n .= Z n, i.e., : . .
i=1 o . . .
n : ,
o )j of -
~1 el . : C
0. ' ' ' ‘
'Substltuting (16) in (15) gives the required result with A
=8,/ )_’ o

A similar result in the bivariate case has been proved by
Patil and Racnaparkh1 (1975) but with the additional condition

that 3°" c(cl, t )IBt 2 exists, for r, L positive integers,
and G(ti, t ) the probability generating function of (xl, X )

Theorem §. (Characterizatlon of the truncated negative multi-
nomial distribution). Assume that the conditional distributiom of
' Y on x is m.i.h. as in (11). Then, condition (9) holds iff

= P(x =n) is a n.m.d. truncated at k - 1 i.e.,«

-~

. i:l
T (mbo+n +n,be s+ ) s p,t
P =K s pm+p I i
n T ‘“‘*p) 0 g m!’
n, = ki’ ki+1,"f; 0 < pi <1; 1 b 1,2,"f,s;2pi {1, p0=f1-i§1 Pi

and K 'is the normalizing constant.

Proof. The proof follows from Theorem 3 if one considers as a_

-

and bn the sequences given by (13)

.
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Theorem 6. (Characterization of the convolution of a negative
multinomial distribution with a truncated negative multinomial
distribution.) Suppose that the distribution of le is wm.1.h.

truncated at k -1, {i.e.,

B(mbr ¥r +° - odr , pr(ny=t,)+e e od(n -1 ))

P(Y=ri|Xwn) =R

_ B(m, p)
s n

x I i
i=1 {1

r, = ki’ k1+1,‘--,ni§ m>0,p> 6; 1i=1,2,--¢,s; R the normal-
izing constant. Then, condition (9) holds 1ff Pn - ?(5 = n) 1s

-~

- the convolution of a n’m‘d (m, p s***,p_) truncated at k - 1
1 8 o ~

‘with a n.m.d. (p, pl.’f' p )-

Proof. The proof follows again from Theorem 3 if we consider 3,
* to have the form of a n.m.d. {(m, pl,...,ps) truncated at k -1

and b to have the form of a nim.d. (p, PI-_PZ...,,ps).

~

4. AN APPLICATION

The characterization of the n.m.d. derived in the previous
~ section can be of some importance in practirce where conditions
are satisfied for a m.i.h.d. to be the distribution of the con-
ditional random variable ZI(X = n). In this case we might

be able, because of ché charécterizétion, te deduce a u.m.d. for’
X. One may argue that such a form for the distribution of

Y!(X = n) may not beﬁfeasible in practice. However, it is a

distribution used in connection with pollen analysis. Janardan

- (1973) for instance, assumed that counts of various kinds of
pollen grains found at a given depth in sediment follow indepen-
dent binomial distributions with constant proportion p. He then
allowed p to vary from depth to depth, according to a beta dis-
‘tribution. Averaging over all depths in this manner he obtained
the m.i.h.d. as the joint distribution for counts of various '
kinds of pollen grains. Therefore, in a problem of pollen analy-
sis with a m.i.h.d. as a survival mechanism the results of
Theorem 4 may indicate that the counts X of the different pollen.

L emrat "h‘ﬂ“’,.“.ujf ~Similarly, it might indicate that X has

.- -
L.

a distribucion which is definitely not the negative multinomial.
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‘Remark. Janardan (1974) has shown that if Y, X - Y are indepen=-

:dent random vectors then each of them follows a ncgativé multi-
nomial distribution iff the conditional distribution of Y|X

is multivariate inverse hypergeometric, The xesult of Theorem 4
extends this result by making usc of condition (5) which is less
restrictive than independence between Y and X - Y. It may,

also, be observed that the "if" part of Janardan's result remains
valid if condition (5) replaces the assumption of independence .
~between Y and X - Y. ' )
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